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Abstract
Sequential decision-making algorithms such as
reinforcement learning (RL) in real-world sce-
narios inevitably face environments with partial
observability. This paper scrutinizes the effec-
tiveness of a popular architecture, namely Trans-
formers, in Partially Observable Markov Decision
Processes (POMDPs) and reveals its theoretical
and empirical limitations. We establish that reg-
ular languages, which Transformers struggle to
model, are reducible to POMDPs. This poses a
significant challenge for Transformers in learn-
ing POMDP-specific inductive biases, due to their
lack of inherent recurrence found in other models
like RNNs. This paper casts doubt on the preva-
lent belief in Transformers as sequence models
for RL and proposes to introduce a point-wise
recurrent structure. The Deep Linear Recurrent
Unit (LRU) emerges as a well-suited alternative
for Partially Observable RL, with empirical re-
sults highlighting the sub-optimal performance of
Transformer and considerable strength of LRU.
Our code is open-sourced1.

1. Introduction
Reinforcement Learning (RL) in the real world confronts the
challenge of incomplete information (Dulac-Arnold et al.,
2019) due to partial observability, necessitating decision-
making based on historical data. The design of RL algo-
rithms under partial observability, denoted as Partially Ob-
servable RL (Kaelbling et al., 1998; Littman & Sutton,
2001; Li et al., 2015), typically employs a hierarchical struc-
ture combining (SEQ,RL). This structure involves firstly
feeding the history into a sequence model SEQ, such as
Recurrent Neural Network (RNN) (Elman, 1990) or Long
Short-Term Memory (LSTM) (Hochreiter & Schmidhuber,
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1997), yielding a hidden state containing past information,
then processing it using existing RL algorithms.

Regarding the sequence model, Transformer (Vaswani et al.,
2017), renowned for its achievements in the natural language
processing (NLP) domain (Radford et al., 2019; Brown
et al., 2020; OpenAI, 2023), stands out as a prominent can-
didate. Transformers have shown a strong ability to handle
contexts in a non-recurrent manner. Compared with their
recurrent counterpart like RNNs, the advantages of Trans-
formers as a sequence model shine in several aspects: 1)
long-term memory capacity, as opposed to RNNs with rapid
memory decay (Ni et al., 2023; Parisotto et al., 2019); 2)
effective representation learning from context for specific
tasks (Micheli et al., 2022; Laskin et al., 2022; Lee et al.,
2022; Robine et al., 2023), benefiting meta-RL or certain
environments (Bellemare et al., 2013); 3) stronger learning
ability on large-scale datasets (Baker et al., 2022).

However, deploying Transformers in Partially Observable
RL introduces challenges, commonly manifesting as sample
inefficiency (Parisotto et al., 2019; Ni et al., 2023). This
issue is similarly observed in computer vision (CV) and
is attributed to the data amount that Transformers require
to learn the problem-specific inductive biases (Dosovitskiy
et al., 2021). While it is validated in CV, it remains unknown
whether data amount is the key ingredient in decision mak-
ing. Hence, a natural question arises: Can Transformers
effectively solve decision-making problems in POMDPs with
sufficient data?

In this work, we investigate this critical question and chal-
lenge the conventional wisdom. We argue that Transformers
cannot solve POMDP even with massive data. This stance is
inspired by a key observation: While most RNNs are com-
plete for regular languages, Transformers falter to model
them (Delétang et al., 2023; Hahn, 2020b) . A notable ex-
ample is their struggle with tasks like PARITY, which is
to determine the parity of the occurrence of “1” in a binary
string. We hypothesize that, in POMDPs, this limitation
becomes pronounced due to the close relationship between
regular languages and POMDPs.

To elaborate further, regular languages exhibit a direct corre-
spondence with Hidden Markov Models (HMMs) (Carrasco
& Oncina, 1994), and POMDPs can be regarded as HMMs
augmented with an incorporated decision-making process.
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We further establish that regular languages can be effectively
reduced to POMDPs. From the computational complexity
perspective, the parallel structure of the Transformer makes
it equivalent to a constant-depth computation circuit. Some
regular languages fall outside of this complexity class, mak-
ing the POMDP problems derived from them harder, and
Transformer would struggle to solve them. This is demon-
strated both theoretically and empirically in this study.

To alleviate the limitations of Transformers caused by the
parallel structure, we propose to introduce a pointwise re-
current structure. Upon reviewing current variants of se-
quence models with such a structure, we find that they can
be broadly generalized as linear RNNs. Based on extensive
experiments over a range of sequence models over POMDP
tasks with diverse requirements, we highlight LRU (Orvieto
et al., 2023) as a linear rnn model well-suited for Partially
Observable RL. Our contributions are three-fold:

• We demonstrate the theoretical limitations of Trans-
formers as sequence model backbones for solving
POMDPs, through rigorous analysis.

• To better utilize the inductive bias of the sequence
model, we study the advantages of the Transformer
and the RNN, and advocate the linear RNN as a better-
suited choice for solving POMDPs, taking advantage
of both models.

• Through extensive experiments across various tasks,
We compare the capabilities exhibited by various se-
quence models across multiple dimensions. Specif-
ically, we show that Transformers exhibit sub-
optimal performance as the sequence model in cer-
tain POMDPs, while highlighting the strength of linear
RNNs when assessed comprehensively.

2. Related Work
Theoretical limitations of Transformers. There is a sub-
stantial body of work investigating the theoretical limita-
tions of Transformers from the perspective of computational
complexity and formal language. For example, Delétang
et al. (2023); Huang et al. (2022) experimentally verifies
that RNNs can recognize regular languages, but Transform-
ers are unable to achieve this. Additionally, Hahn (2020a)
demonstrates that Transformers are not robust in handling
sequence length extrapolation. Moreover, Merrill & Sabhar-
wal (2023); Merrill et al. (2022) point out that, under limited
precision, TC0 serves as an upper bound for the computa-
tional power of Transformers. Applying this result, Feng
et al. (2023) illustrates the challenges Transformers face in
solving practical problems such as arithmetic operations and
linear systems of equations. Currently, works such as Ni
et al. (2023); Morad et al. (2023); Deng et al. (2023) discuss
the pros and cons of transformers in RL algorithms, with

a focus on analyzing the advantages or providing simple
evaluations. In contrast, integrating relevant theories from
formal languages, we offer a new theoretical perspective on
analyzing the limitations of transformers in RL.

Variants of sequence models for handling long contexts.
Multiple variants of mainstream sequence models designed
to handle long contexts have provided significant inspira-
tion for this work. In the case of RNN-like models, ad-
dressing the issue of rapid memory decay has led to the
emergence of linear RNNs (Gu et al., 2021; Orvieto et al.,
2023), which remove activation functions in the recurrence
part. These models have demonstrated excellent perfor-
mances in benchmarks for long-range modeling (Tay et al.,
2020). For Transformers, to tackle limited training length
and inefficient inference, current studies emphasize the in-
troduction of recurrence. Recurrence in Transformers can
be categorized into two types: 1) chunkwise recurrence,
which processes parts exceeding the context length using
a recurrent block with minimal alterations to the original
parallel structure (Dai et al., 2019; Hutchins et al., 2022); 2)
pointwise recurrence, which derives recurrence representa-
tions by linearizing attention (Sun et al., 2023; Peng et al.,
2023; Schlag et al., 2021; Katharopoulos et al., 2020). We
argue that linear RNNs and pointwise recurrence Transform-
ers ultimately converge to a similar solution, incorporating
the strength of both approaches and are suitable for solving
Partially Observable RL problems.

Applications of sequence models in RL. In recent years,
there have been many applications of Transformers in RL,
such as Decision Transformer (DT) (Chen et al., 2021),
its variants (Yamagata et al., 2023; Wu et al., 2023) in of-
fline RL; GTrXL (Parisotto et al., 2019), Online DT (Zheng
et al., 2022) in online RL, and the Transformer State Space
Model (Chen et al., 2022) as world models. There are
works (Reid et al., 2022; Shi et al., 2023) showing that the
inductive bias of pre-trained Transformers could help RL,
where the states are fully observable. Hu et al. (2023) uses
Transformer to solve a specific partially observable setting,
frame drops, whereas demanding additional assumptions
on the prior distribution. On the other hand, recent works
comparing Transformer-based and RNN-based approaches
in Partially Observable RL empirically support our idea that
Transformers have weaknesses in partially observable envi-
ronments (Morad et al., 2023; Deng et al., 2023). In many
cases, simpler architectures like RNNs and LSTMs prove to
be more effective. For instance, DreamerV3 (Hafner et al.,
2023), which adopts GRU (Dey & Salem, 2017) as the back-
bone of the Recurrent State Space Model, has outperformed
previous Transformer-based approaches like VPT (Baker
et al., 2022) and IRIS (Micheli et al., 2022). Additionally,
there has been a recent line of research on the application of
linear RNNs in RL (Irie et al., 2021; Lu et al., 2024; Sam-
sami et al., 2024; ?), which has shown promising results.
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This paper will incorporate insights into the limitations of
Transformers to analyze why this would be a natural choice.

3. Preliminaries
Sequential neural network. Sequential Neural Networks
are a type of deep learning model for sequence modeling.
Given a input sequence {ui}ni=1, the model learns a hid-
den state sequence {xi}ni=1 and yields the output sequence
{yi}ni=1. There are currently two mainstream methods for
computing the hidden state xi:

• Recurrent-like: xt = σ(Axt−1 +But−1 + c) where σ
is the activation function;

• Attention-like: xt = attn
(
WQŨ ,WKŨ ,WV Ũ

)
t
.

Here Ũi = ui + pi, pi is a position embedding, and
attn(Q,K, V ) is defined as softmax(QK⊤ +M)V ,
where M is an attention mask.
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(b) (Parallel) Attention

Figure 1. The Left figure indicates the general structure of
recurrent-like sequential neural networks and the right figure rep-
resents the attention-like ones. Both of them can be deepened by
pointwise transformations and skip connections.
Current sequence models use multiple layers. The overall
structure is illustrated in Figure 1. For recurrent models
like RNNs, GRUs, etc., the output of the previous layer
is directly used as the input for the next layer., while for
Transformers, the pointwise transformations typically take
the form of MLPs with skip connections.

POMDP. A Partially Observable Markov Decision Pro-
cess (POMDP) M can be defined as (S,A, T,R,Ω, O, γ)
(Åström, 1965). At time i, the agent is in state si ∈ S,
observes oi ∈ Ω ∼ O(·|si), takes action ai ∈ A, receives
reward R(si, ai) and would transit to si+1 ∼ T (·|si, ai).
The agent’s policy based on the observation history ht =
{(oi, ai, ri)}ti=1 is denoted as π(·|ht−1, ot). We say an al-
gorithm A that can solve POMDP as being able to find the
optimal policy π⋆ for given POMDP M where:

π⋆ = argmin
π

E
at∼π(·|ht−1,ot)
st∼T (·|st−1,at)

ot∼O(·|st)

[ ∞∑
t=0

γtR(st, at)

]
.

DFA & regular language. Deterministic Finite Automata
(DFA) can be defined as A = (S,Σ, T, s0, F ), where S

is a finite set of states, Σ is a finite set of symbols, T :
S × Σ → S is the transition function, s0 is the start state,
and F ⊆ Q is the set of accepting states. A string w whose
i-th symbol is wi is accepted by A if ∃(s0, s1, . . . , sn), s.t.
si ∈ S for 1 ≤ i ≤ n, si = T (si−1, wi) and sn ∈ F . L
is a regular language if it is recognized by DFA A, that is,
L = {w : A accepts w}.

4. Limitations of Transformer in Partially
Observable RL

RL algorithms typically take as inputs the current state with
the assumption of the Markov property. In partially observ-
able environments that lack the Markov property, the hidden
state extracted by SEQ from the observation history is thus
anticipated to contain the information of the real state to
benefit subsequent RL.

Notably, Delétang et al. (2023) points out that Transform-
ers (referred to as TFs) fail to recognize regular languages.
Inspired by the significant correspondence between regu-
lar languages and POMDPs (details in Definition 4.2), we
naturally conjecture that TF is not capable of retrieving the
information of real state from partial observations accu-
rately, which would lead to a decline in the performance of
the pipeline (SEQ,RL).

Building upon this view, this section first shows that solving
a POMDP problem is harder than solving a regular language
problem. Afterward, we will introduce two theoretical re-
sults to elucidate the limitations of Transformers, supported
by simple examples for illustrations. Consequently, it is
inferred that (TF,RL) cannot address POMDPs generally.

4.1. Reduction from Regular Language to POMDP

Proposition 4.1. If an algorithm A = (SEQ,RL) can solve
POMDPs, then given a regular language L, A can recognize
L by solving a POMDP problem M.

Proof idea. We construct a POMDP M, such that each
state represents a transition in L, and the observation at
timestep t is the corresponding character wt. The agent
could output accept or reject, and the reward is assigned if
and only if the final output aligns with the acceptance of the
string w = w0 . . . wt−1 in L. In this way, the optimal policy
π on M is to accept all w ∈ L and reject all w /∈ L, so if an
algorithm A can solve POMDP M, then A can recognize
L. Proof details are deferred to Appendix B.1.

Definition 4.2 (POMDP derived from regular language L).
Given a regular language L, the POMDP derived as Propo-
sition 4.1 is denoted as ML. For an integer n, ML(n)
represents a special case of ML whose horizon is no longer
than n.

Remark 4.3. When implementing RL algorithms, especially
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in online settings, it is common to set a truncated time n for
training and evaluation purposes. For ML(n) with maxi-
mum horizon n, since observation during training and eval-
uation come from the same distribution, we can analogize it
to fitting in supervised learning. Furthermore, in partially
observable cases, historical information needs to be consid-
ered. If there is no time limit set, there is a need for length
extrapolation, which we can analogize to generalization in
supervised learning, as is captured by ML.

In Figure 2, we illustrate how to construct ML. We also
provide experiments to verify the reduction (cf. Section 6.1).

q0start q1

0

1

1

0

q0, 0 q1, 1 q0, 1 q1, 0

q0,# q1,#r = 0 r = 1

1
0

0 1 0

1
0

Figure 2. Above: Illustration for DFA of PARITY. There are two
states q0 and q1, where q0 is both the initial state and the accepting
state. The transitions are plotted in gray arrows. Below: Illustration
for MPARITY. The states are (qi, w) where i ∈ {0, 1} and w ∈
{0, 1,#}, and the agent could observe w. The initial state are
randomly sampled from (q0, w). The stochastic transitions are
plotted in gray arrows. At final state (qi,#), blue arrows stand for
choosing accept, and red arrows stand for choosing reject.

4.2. Limitations in Fitting: Solving ML(n)

While prior research has claimed universality for Trans-
formers, specifically proving their Turing completeness and
ability to approximate any seq-to-seq function on compact
support (Bhattamishra et al., 2020; Pérez et al., 2021; Luo
et al., 2022; Yun et al., 2019), it is crucial to note certain
impractical assumptions underlying these assertions as they
often rely on assumptions of infinite precision and finite
length (Jiang et al., 2023).

In this subsection, we assume that (TF,RL) (TF denotes
a Transformer) is a log-precision model that all values
in the model have O(log n) precision, where n is the in-
put length. This assumption aligns with reality since com-
puter floating-point precision is typically 16, 32, or 64 bits,
smaller than the sequence lengths commonly handled by
sequence models. Based on this assumption, there exists
a class of POMDPs, for which achieving solutions with

(TF,RL) would demand an excessively large quantity of
parameters. This type of problem can be directly mapped to
a type of circuit complexity, with its definition provided in
the appendix A.1.
Theorem 4.4. Assume TC0 ̸= NC1. Given an NC1 com-
plete regular language L, for any depth D and a any poly-
nomial poly(n), there exists a length n such that no log-
precision (TF,RL) with depth D and hidden dimension
d ≤ poly(n) can solve ML(n).

Proof idea. At the heart of the proof is a contradiction
achieved through circuit complexity theory (Arora & Barak,
2009). Merrill & Sabharwal (2023) has shown that TC0 cir-
cuits can simulate a log-precision Transformer with constant
depth and polynomial hidden dimensions. Consequently, if
(TF,RL) can solve NC1 complete problems, it would cause
both TC0 and NC1 complexities to collapse, a scenario gen-
erally deemed impossible (Yao, 1989). Proof details of
Theorem 4.4 are deferred to Appendix B.2.

Following syntactic monoid theory (Straubing, 2012) and
Barrington’s theorem (Barrington, 1986), a significant num-
ber of regular languages are NC1 complete, such as the reg-
ular language ((0 + 1)3(01∗0 + 1))∗ (cf. Appendix A.2.3).

On the other hand, these two works inform us of another
fact: for a regular language L, there are only two possi-
bilities—either L ∈ NC1 complete or L ∈ TC0 (more
specifically, L ∈ AC0). As of now, the question of whether
problems solvable by log-precision Transformers belong to
TC0 remains an open problem (Merrill & Sabharwal, 2023).
However, numerous experimental results (Delétang et al.,
2023; Huang et al., 2022) suggest that Transformers do not
perform well in handling certain regular languages within
TC0, such as PARITY. In the next section, we demonstrate,
from a generalization perspective, that Transformers cannot
solve ML for a broader range of regular languages L.

4.3. Limitations in Generalization: Solving ML

When deploying the Partially Observable RL algorithm, we
anticipate it to demonstrate the ability of length general-
ization. In this subsection, we examine scenarios corre-
sponding to ML and no longer assume that the Transformer
model operates with logarithmic precision.

Recent works (Press et al., 2021; Delétang et al., 2023; Ru-
oss et al., 2023) have empirically demonstrated that length
extrapolation is a weakness of Transformers. Lemma 4.5
theoretically indicates that for any Transformer with the dot-
product softmax attention mechanism, robust generalization
is not achievable as the input length increases.
Lemma 4.5 (Lemma 5 in Hahn (2020a)). Given a Trans-
former with softmax attention, let n be the input length. If
we change one input ui (i < n) to u′

i, then the change in
the resulting hidden xn at the output layer is bounded by
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O(D/n), D = ∥ui − u′
i∥ with constants depending on the

parameter matrices.

Theorem 4.6. Given an regular language L, let c(n, a) =
#{xa ∈ L : |x| = n}. If there exists a ∈ Σ such that
{n : 0 < c(n, a) < |Σ|n} are infinite, and RL is a Lipschitz
function, then (TF,RL) cannot solve ML.

Proof idea. Since Σ is a finite set, D is deterministic. Then
we will prove for L satisfying the conditions, there exists
infinite u, u′ such that u and u′ differ by only 1 positions but
u ∈ L, u′ /∈ L. According to Lemma 4.5, the hidden states
x and x′ output by the Transformer differ by O(1/n). Since
RL is a Lipschitz function, the results of RL(x) and RL(x′)
also differ by O(1/n). As n increases, information from
non-current time steps will only have a negligible impact on
the output of RL. Proof details of Theorem 4.6 are deferred
to Appendix B.3.

Observing that PARITY satisfies the conditions outlined in
Theorem 4.6, we can derive Corrollary 4.7.

Corollary 4.7. If L = PARITY and RL is a Lipschitz
function, then (TF,RL) can not solve ML.

The Lipschitz property is commonly observed in widely
used learning-based RL algorithms, such as employing
MLPs to predict Q-values, V -values, or the probability dis-
tribution of the next action. For cases that do not satisfy the
Lipschitz property, such as those relying on the maximum
value rather than logits, Chiang & Cholak (2022) provides a
constructive method for a Transformer that can recognize
PARITY. This scenario corresponds to the greedy policy
based on Q-values. However, this theorem indicates that
Transformers do not model sequences in a way that accu-
rately reconstructs the real states, which makes it hard for
(TF,RL) to perform length extrapolation.

4.4. From POMDPs to Regular Languages

Through illustrating the limitations of (TF,RL) in handling
POMDPs derived from regular languages, we demonstrate
that there exist POMDP problems for which Transformers
cannot effectively learn the corresponding inductive biases.

This class of POMDP problems corresponding to regular
languages can be divided into three levels based on cir-
cuit complexity: < TC0, [TC0,NC1),NC1. The difficulty
for Transformers to handle these problems increases pro-
gressively. This difficulty classification can be extended to
existing POMDP problems. Please refer to Appendix C for
detailed discussion.

• < TC0: Most tasks that solely assess pure memory
capabilities are weaker than TC0. These tasks only
involve extracting a finite number of tokens from the
past and performing simple logical operations with

current observation information. Most memory tasks
mentioned in Ni et al. (2023) fall into this category.
(TF,RL) excel at solving such problems.

• [TC0,NC1): This category already represents the vast
majority of regular languages. The corresponding typi-
cal POMDPs are environments such as Passive Visual
Match (Hung et al., 2019) or Memory Maze (Pasukonis
et al., 2022), where there is a need to infer the current
position based on historical information. This is typ-
ically manifested in the requirement to reconstruct a
relatively simple state from complex historical data.

• NC1: Currently, no existing discrete-state POMDP
problem has been found to correspond to this class of
regular languages. According to Theorem 4.4, it is
difficult for (TF,RL) to learn the optimal policy.

Establishing a direct connection with regular languages is
not particularly straightforward in continuous scenarios.
However, some standard POMDP scenarios, such as Py-
bullet Occlusion Task (Ni et al., 2022), are at least not in the
first level. These tasks require inferring the current actual
state based on contextual information.

Furthermore, the preceding discussion implies that for
(TF,RL), the hidden state fed to RL is often not the under-
lying real state. In contrast, in subsequent experiments (cf.
Section 6), we observe that (RNN,RL) behaves differently
and can implicitly reconstruct the real state. The capabil-
ity of recovering underlying real states with the Markov
property is believed to be a prerequisite for solving Partially
Observable RL. Therefore, for POMDPs in general cases,
(TF,RL) may encounter issues.

5. Combining Transformer and RNN
From the analysis in Section 4, it becomes evident that
RNN-like models (LSTM, GRU, RNN) emerge as promis-
ing sequence model choices for Partially Observable RL.
There has been considerable theoretical work demonstrat-
ing their completeness on regular languages (Merrill, 2019;
Korsky & Berwick, 2019). For cases of log precision, based
on definitions, we can directly map the recurrent units of
RNNs to transition functions in DFAs. Therefore, RNNs do
not suffer from the theoretical constraints encountered by
Transformers.

However, RNN-like models face the challenge of rapid mem-
ory decay (Ni et al., 2023; Parisotto et al., 2019), leading
to an inferior performance on POMDP problems that de-
mand long-term memory when compared to Transform-
ers (Parisotto et al., 2019; Ni et al., 2023).

Another insight from the previous section is that the atten-
tion mechanism of Transformers is primarily to blame for
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Table 1. The recurrent representation for Transformer variants with pointwise recurrence. We compare different Transformer
variants: FART, FWP, RWKV and RetNet. yi, ui are as defined in Section 3, si, zi are hidden states, and the other variables are
parameters.

Architectures Recurrent Representation for a Single Head

FART (Katharopoulos et al., 2020) yi = FFN
(

ϕ(uiWQ)⊤

ϕ(uiWQ)⊤zi
+ ui

)
,
si = si−1 + ϕ(uiWk)(uiWV )

⊤

zi = zi−1 + ϕ(uiWk)

FWP (Schlag et al., 2021) yi =
1

ziϕ(Wqui)
Wiϕ(Wqui),

Wi = Wi−1 + (Wvui)⊗ ϕ(Wkui)

zi = zi−1 + ϕ(Wkui)

RWKV (Peng et al., 2023) yi = Gate
(

si−1+ev+Wkui⊙ut

zi−1+ev+Wkui

)
,
si = e−w ⊙ si−1 + eWkui ⊙ ui

zi = e−w ⊙ zi−1 + eWkui

RetNet (Sun et al., 2023) yi = (τ(XWG)⊙GN(zi)), zi = γzi−1 + (Kui)
⊤(V ui)

their limitations (see Figure 1b). As articulated in Merrill
& Sabharwal (2023), there exists a trade-off between the
highly parallel structure of Transformers and their computa-
tional capacity.

To alleviate these limitations of Transformers, a natural
idea is to endow Transformers with the ability of pointwise
recurrence (see Figure 1a). This line of development has
been the focus of numerous efforts, resulting in several
Transformer variants that incorporate this mechanism, as
detailed in Table 1. The shared feature of these methods
in their recurrence representation for a single head can be
found in the simple linear operations they employ, such as
xt = λxt−1 + ut. While the non-linear components can be
amortized across the layers through the FFN between layers.
If the number of heads is set equal to the dimension of the
hidden state h, then

xt = Λxt−1 + ut , (1)

where Λ = diag (λ1, . . . , λh). In RetNet, operations in-
volving xt, λi, and ui are performed over C, while the
remaining operations are carried out over R. As for RWKV,
λi is a learnable parameter, while in the rest variants are
hyperparameters.

From the perspective of RNN, if we linearize and diagonal-
ize the RNN’s recurrent unit xt = Axt−1+But, we obtain
the following form:

x̃t = Λx̃t−1 + ũt , (2)

where A = PΛP−1, x̃t = P−1xt, ũt = P−1But. Since
almost all matrices can be diagonalized over C, the opera-
tions mentioned above are defined in C (Horn & Johnson,
2012).

Comparing (1) and (2), the pointwise-recurrence Trans-
former can be viewed as a linear RNN with certain con-
straints, and the linear RNN serves as a balance point be-
tween Transformers and RNNs. To summarize, we expect

linear RNN to be more suitable as a sequence model in
Partially Observable RL for the following reasons.

Regular language. Many studies suggest that the re-
currence with non-linear activation functions plays a cru-
cial role in the completeness of RNNs in regular lan-
guages (Chung & Siegelmann, 2021), while linear RNNs
may lose this completeness. However, some researches in-
dicate that linear RNNs can effectively approximate RNNs
(Huang et al., 2022; Lim et al., 2023) and perform well
on formal language tasks similar in form to NLP (Huang
et al., 2022; Irie et al., 2023). Compared to Transformers,
their inductive biases are closer to HMMs. In subsequent
experiments (cf. Section 6), we validate that (LRNN,RL)
can implicitly learn the states in POMDPs.

State space model. Linear RNNs have been proven
to efficiently fit partially observable linear dynamic sys-
tems (Wang et al., 2022). While the transformer’s fitting
capability has theoretical proofs only under certain specific
conditions (Balim et al., 2023; Li et al., 2023), with no
similar conclusion for more general situations. The linear
dynamic system can be considered as a first-order approx-
imation of a state space model, indicating the potential of
linear RNNs in addressing a broader range of POMDPs.

Long term memory. The primary reason for the long-term
dependency issues in RNNs is the challenge of gradient
explosion or vanishing when input length increases dur-
ing training (Pascanu et al., 2013). Transformers, due to
their parallel structure, are less susceptible to this issue.
To mitigate this problem, gate mechanisms are introduced
to RNNs (Dey & Salem, 2017; Hochreiter & Schmidhu-
ber, 1997). However, Kanai et al. (2017) indicates that the
non-linear recurrence is the primary cause of gradient explo-
sions. For linear RNNs, effectively managing the range of
parameters λi between [0, 1] during initialization success-
fully addresses both gradient explosion and vanishing issues.
This has been validated in certain supervised learning tasks
with long-term dependencies (Orvieto et al., 2023; Gu et al.,
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2021).

6. Experiments
In this section, we compare the effectiveness of three differ-
ent sequence models — Transformer, RNN, and linear RNN
— in addressing partially observable decision-making prob-
lems within the realm of Partially Observable RL (SEQ, RL).
We choose GPT (Radford et al., 2019), LSTM (Hochreiter &
Schmidhuber, 1997), and LRU (Orvieto et al., 2023) as the
representative architectures for these three types of models.
To substantiate our hypotheses, we conduct experiments in
three distinct POMDP scenarios, detailed in Sections 6.1 to
6.3. These experiments are designed to assess the models
from various perspectives: 1) POMDPs derived from certain
regular languages, including EVEN PAIRS, PARITY, and
SYM(5); 2) tasks from Pybullet Partially Observable envi-
ronments (Ni et al., 2022) that require the ability of state
space modeling; 3) tasks that require pure long-term mem-
ory capabilities, such as Passive T-Maze and Passive Visual
Match (Hung et al., 2018). Comprehensive implementation
details, task descriptions, and supplementary results are pre-
sented in Appendix D. We also conduct a comparison with
some published Transformer in RL there.

6.1. POMDPs Derived from Regular Languages

We construct this type of POMDP problem following the
approach of Proposition 4.1, and use DQN (Van Hasselt
et al., 2016) as the RL component in (SEQ,RL). Three
regular language tasks correspond to the difficulty classi-
fication in Section 4.4. The learning curves are shown
in Appendix D.5, Figure 16. We provide the experimental
results on length extrapolation and model scale for this task
in the appendix, where Theorem 4.4 and Theorem 4.6 are
validated.

To look into how they model the regular languages, we vi-
sualize the hidden states in Figure 3. Generally, all three
sequence models can fit scenarios with short lengths. How-
ever, as the input length increases, LSTM exhibits the best
fitting capability, followed by LRU, and GPT performs the
least effectively. We observe that in POMDP tasks derived
from the three regular languages, the distinct nature of these
languages yields varied results:

EVEN PAIRS is a specific regular language that could be
directly solved by memorizing the first character and com-
paring it with the last character, which aligns with the in-
ductive bias of the attention mechanism. As a result, GPT
solves MEVEN PAIRS reasonably well.

PARITY is a regular language with simple DFA in TC0.
As shown in Figure 3b, LSTM and LRU are capable of
accurately modeling MPARITY. Through colors, it can be
observed that the hidden state of the transformer is almost

Figure 3. Hidden state for regular language tasks. We visualize
the hidden states of each sequence model during evaluation at
length 25 using t-SNE (van der Maaten & Hinton, 2008) and
annotate them according to their real states. Our classification
corresponds to the state the observation history maps to in the
reduced POMDP, namely (q, w), while ‘T’ stands for the terminal
state. The states with similar colors in the diagram generally
produce the same type of observation.

(a) EVEN PAIRS

(b) PARITY

(c) SYM(5)

solely distinguished based on the current observation. It
relies on processing the entire history through attention
after encountering a terminal symbol. This is more like
memorizing all the different strings, resulting in lower final
returns.

SYM(5) is a NC1 complete regular language as mentioned
in Section 4.2, and we have shown the inability of GPT to
solve MSYM(5)(n) in Theorem 4.4. Experimental results
align with our claim, proving that GPT performs worst in
this task and fails to recover the true state.

6.2. PyBullet Partially Observable Environments

We conduct experiments on 8 partially observable environ-
ments, which are all PyBullet locomotion control tasks with
parts of the observations occluded (Ni et al., 2022), and
denote them as PyBullet Occlusion. These experiments

7
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Figure 4. Learning curves for PyBullet occlusion tasks. Mean of 5 seeds. The shaded area indicates 95% confidence intervals.

Table 2. Normalized scores for PyBullet occlusion tasks. We
compare different sequence models LRU, GPT and LSTM. ‘V’
refers to ‘only velocities observable’, and ‘P’ refers to ‘only po-
sitions observable’. We present normalized scores defined in Ap-
pendix D.5, Equation 3. Blue highlight indicates the highest score,
and orange highlight indicates the second-highest score.

Task Type LRU GPT LSTM

Ant V 29.8 ± 20.4 9.4 ± 7.1 7.4 ± 8.8
P 81.2 ± 28.7 38.2 ± 26.0 5.7 ± 3.3

Cheetah V 96.8 ± 8.1 69.3 ± 6.9 98.1 ± 8.3
P 109.9 ± 4.2 88.8 ± 6.3 112.5 ± 5.4

Hopper V 94.1 ± 23.4 13.5 ± 0.5 82.5 ± 37.1
P 147.9 ± 12.3 23.8 ± 18.0 184.1 ± 13.4

Walker V 61.7 ± 14.6 22.3 ± 6.0 12.2 ± 7.0
P 79.3 ± 23.1 49.5 ± 4.8 94.6 ± 36.6

Average 88.2 39.3 74.6

Observability Constructability
0

1

2

M
S

E
ra

ti
o

P

Observability Constructability

V

LRU GPT LSTM

Figure 5. Mean Squared Error (MSE) ratios for state space
modeling tasks. ‘V’ refers to ‘only velocities observable’, and
‘P’ refers to ‘only positions observable’. To enable a comparative
analysis of the performance among the three models, we present
the MSE ratio, as defined in Appendix D.5, Equation 4.

encompass four distinct tasks: Ant, Cheetah, Hopper, and
Walker, and we evaluate the models based on two types of
observations: Velocities Only (V) and Positions Only (P).
The normalized scores are demonstrated in Table 2, and we
also provide learning curves in Figure 4. From the results,
it is evident that LRU and LSTM outperforms GPT in all
eight tasks, matching our claim that the Transformer archi-
tecture struggles at modeling partially observable sequences.
The results showing that LSTM outperforms GPT are also
verified in Ni et al. (2023).

Moreover, the general performances of LRU and LSTM
are notably comparable, and LRU significantly outperforms
LSTM in certain tasks, namely Ant (P, V), and Walker (V).
Such results demonstrate that after linearization, recurrent-
based models can still effectively retain their capacity to
model the sequence, and can serve as a well-rounded bal-
ance integrating the strengths of both Transformer and RNN
architectures.

We conduct ablation experiments with full observability in
Appendix D.5, Table 7, and the overall performances of the
three models are close, affirming that GPT’s inferior perfor-
mance in POMDP scenarios stems from partial observability
rather than other factors.

To enhance our understanding of the capability to extract
state information from observation sequences, we meticu-
lously crafted two tasks. These tasks are aimed at determin-
ing the initial state, termed “Observability”, and forecasting
the current state, referred to as “Constructability”, using his-
torical observation sequences, and we adopt Mean Square
Error (MSE) as our training target. Our experiments were
conducted on the D4RL medium-expert dataset (Fu et al.,
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(b) Passive Visual Match

Figure 6. Results in pure long-term memory environments with varying memory lengths. Blue line indicates the return of optimal
markov policy, which only has access to the observation.

2020) of the aforementioned tasks, and the results (illus-
trated in Figure 5) are presented as the average MSE ratios
across these tasks. The findings reveal that, in both scenar-
ios, GPT is notably less competent compared to the other
two models. In contrast, the LRU model demonstrates ca-
pability on par with the LSTM model. This observation
lends further support to our hypothesis that GPT’s ability
to reconstruct states from partially observable sequences is
worse than that of the recurrent-based models.

6.3. Pure Long-term Memory Environments

Results for pure long-term memory environments, namely
Passive T-Maze and Passive Visual Match, are provided in
Figure 6, and learning curves are shown in Appendix D.5,
Figure 17. In these experiments, we follow the work of Ni
et al. (2023), which tests the long-term memory ability
of Transformer-based agent and LSTM-based agent on
two memory-demanding tasks. We observe that LRU per-
forms comparably to GPT, while significantly outperform-
ing LSTM. Furthermore, LRU beats GPT on Passive Visual
Match, the harder task of the two which involves a com-
plex reward function (Hung et al., 2018), showcasing its
powerful long-term memory capability.

7. Conclusion
In this work, we challenge the suitability of Transformers
as sequence models in Partially Observable RL. Through
theoretical analysis and empirical evidence, we reveal Trans-
former’s limitations in solving POMDPs, particularly their
struggle with modeling regular languages, a key aspect of
POMDPs. As a remedy to these issues, We propose LRU as
a more effective alternative, combining the strengths of re-
currence and attention. Supported by extensive experiments,
our findings challenge the prevailing use of Transformers
in sequential decision-making tasks, and open new avenues
for exploring recurrent structures in complex, partially ob-
servable environments.

It is also important to acknowledge the limitations of our
work. After introducing recurrence, LRU serves as a choice
to combine the advantages of Transformer and RNN, while

still lacking theoretical guarantees for modeling regular
languages. Although LRU demonstrates satisfactory per-
formance in experiments, there remains a need for further
exploration in this direction. Additionally, the theoretical
analysis in this paper focuses more on the exploitation aspect
of RL, while lacking discussion on exploration. Complex
POMDP tasks not only require suitable sequence models
but also need to be paired with appropriate RL algorithms.

Impact Statement
Our work revisits the application of Transformers in RL,
aiming to advance the development of decision intelligence.
If misused in downstream tasks, it has the potential to lead to
adverse effects such as privacy breaches and societal harm.
Nevertheless, this is not directly related to our research, as
our primary focus is on theoretical investigations.
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A. Additional Background and Notation
A.1. Circuit complexity

In this subsection, We introduce several basic complexity classes, namely AC0, TC0, and NC1:

• AC0 contains all languages that are decided by Boolean circuits with constant depth, unbounded fan-in, and polynomial
size, consisting of AND gates, OR gates, NOT gates;

• TC0 is AC0 with majority gates which outputs true if and only if more than half of the input bits are true;

• NC1 contains all languages that are decided by Boolean circuits with a logarithmic depth of O(log n) where n is the
input length, constant fan-in, and polynomial-size, consisting of AND gates, OR gates, and NOT gates.

The relationships between them are AC0 ⊆ TC0 ⊆ NC1, and it is commonly conjectured that TC0 ̸= NC1 whereas it
remains an open problem in the computation complexity theory. A language L ∈ NC1 is NC1 complete w.r.t. AC0 reduction
if for any L′ ∈ NC1, L′ ≤strong L, i.e. L′ is reducible to L under AC0 reduction. More details can be referred to Straubing
(2012).

A.2. NC1 complete regular language

In this subsection, we introduce the approach of connecting regular languages and NC1 complete problems using the
syntactic monoid theory and Barrington’s theorem.

A.2.1. SYNTACTIC MONOID

The syntactic monoid is a concept in the algebraic language theory that establishes a connection between the language
recognition and the group theory.

Definition A.1 (Syntactic congruence (Straubing, 2012)). Let A be a finite alphabet, and let L ⊆ A∗. We define an
equivalence relation ≡L on A∗: x ≡L y iff.

{(u, v) ∈ A∗ ×A∗ : uxv ∈ L} = {(u, v) ∈ A∗ ×A∗ : uyv ∈ L} .

Note that xa ≡L ya, ax ≡L ay if x ≡L y, a ∈ A, it follows that ≡L is a congruence on A∗, called the syntactic congruence.

Definition A.2 (Syntactic monoid (Straubing, 2012)). Given a language L ⊆ A∗, the quotient of A∗ by its congruence ≡L

is called the syntactic monoid of L and is denoted as M(L).

For a regular language L, determining M(L) can be accomplished using a straightforward method (Pin, 2013). The
procedure involves initially computing its minimal DFA, with the syntactic semigroup of L being equivalent to the transition
semigroup S of the DFA.

A.2.2. BARRINGTON’S THEOREM

Barrington (1986) demonstrated that the word problem of the group S5 is NC1 complete. The word problem of a group G is
defined as {g1 . . . gn = e : gi ∈ G}. The following theorem offers a comprehensive statement of Barrington’s work.

Theorem A.3 (Theorem IX.1.5 in Straubing (2012)). Given a regular language such that M(K) is not solvable. Then for
all L ∈ NC1, L ≤strong K.

The methods used in the reduction process are simpler than NC1; specifically, they involve employing AC0 or TC0 for the
reduction. The well-known connection between this theorem and the original word problem of S5 is as follows: for n ≥ 5,
the symmetric group Sn is unsolvable.

A.2.3. EXAMPLES OF NC1 COMPLETE REGULAR LANGUAGE

Proposition A.4. If L = ((0 + 1)3(01∗0 + 1))∗, then L is NC1 complete.
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q0start q1 q2 q3 q4
0, 1 0, 1 0, 1 0

1 1

0

Figure 7. The minimal DFA of ((0 + 1)3(01∗0 + 1))∗

Proof. Let fw : Q → Q represents an element in the transition group L, where fw(q) denotes reaching the node fw(q) after
inputting the string w at node q. As illustrated in Figure 7, the transition group contains the following elements:

f0 =

(
0 1 2 3 4
1 2 3 4 0

)
, f1 =

(
0 1 2 3 4
1 2 3 0 4

)
.

Then f−1
1 = f3

1 = f111 and f−1
0 = f4

0 = f0000. Note that (0 1 2 3 4) and (0 1 2 3) are the generators of S5 so M(L) = S5

is not solvable. According to Theorem A.3, L is NC1 complete.

B. Theoretical Results
B.1. Proof of Proposition 4.1

Proof of Proposition 4.1. This proof is based on construction. Given a regular language L ⊆ Σ∗. We insert an end symbol
# /∈ Σ to obtain a new regular language L# = (Q,Σ ∪ {#}, δ, F, q0) s.t. w ∈ L iff. w# ∈ L#. Construct a POMDP
M = (S,A, T,R,Ω, O, γ). The state space S is Q×(Σ ∪ {#}). The action space A is {accept, reject} and the observation
space Ω is the alphabet Σ ∪ {#}. The initial state is (q0, w0), where w0 is randomly sampled from Σ ∪ {#}. Given a state
(qt, wt) at timestep t, the agent could observe the character wt. If wt ̸= #, the next state would be (qt+1, wt+1) where
qt+1 = δ(qt, wt) and wt+1 is randomly sampled from Σ ∪ {#}, and the agent would receive no reward; If wt = #, the
process would terminate, and the agent would receive a reward of 1 if it correctly outputs the acceptance of w = w0 . . . wt−1

in L. Note that the optimal policy π on M is to accept all w ∈ L and reject all w /∈ L, so if an algorithm A can solve
POMDP problems, then A can recognize L.

B.2. Proof of Theorem 4.4

Lemma B.1 (Theorem 2 in (Merrill & Sabharwal, 2023)). Given an integer d and polynomial Q, any log-precision
transformer with depth d and hidden size Q(n) operating on inputs in Σn can be simulated by a logspace-uniform threshold
circuit family of depth 3 + (9 + 2d⊕)d.
Remark B.2. The scope outlined by Lemma B.1 for Transformers is quite broad, as its description of FNNs allows for any
log-precision function. Therefore, in the case of a log-precision (TF,RL) algorithm, we can distribute the RL part across the
last FNN layer of the original Transformer, treating the entire model as a single Transformer.

Proof of Theorem 4.4. Proof by contradiction. Suppose there exists an integer d and polynomial Q such that for any n, a
log-precision A = (TF,RL) with depth d and hidden size Q(n) can solve ML, where L is a NC1 complete regular language.
Given w ∈ Σ∗, The algorithm A can determine the validity of w ∈ L by checking whether the action output by A(w) is
“accept”. Consequently, A can solve an NC1 complete problem.

At the same time, as stated in Remark B.2, we can treat (TF,RL) as a single Transformer. Based on Lemma B.1, A can be
interpreted as a logspace-uniform threshold circuit family of constant depth, indicating that L ∈ TC0. Since we assume
TC0 ̸= NC1, the existence of such an algorithm A is not possible.

B.3. Proof of Theorem 4.6

Lemma B.3. Given an integer n, a symbol a ∈ Σ, a regular language L ⊆ Σ∗, let L[n] = {x ∈ L : |x| = n} and

Pn,a =
{
(xa, x′a) ∈ L[n+ 1]× (L̄)[n+ 1] : d(x, x′) = 1

}
,

15



Rethinking Transformers in Solving POMDPs

where d(·, ·) denotes the number of different symbols in x and x′. If 0 < c(n, a) < |Σ|n, then |Pn,a| > 0.

Proof. Suppose |Pn,a| = 0. Note that if xa ∈ L[n+ 1], then {x′a : d(x, x′) = 1} ⊆ L[n+ 1]. Repeating this deduction,
we can cover all x ∈ Σn. Hence, Σna ⊆ L[n + 1], that is, c(n, a) = |Σ|n. If xa /∈ L[n + 1], then xa ∈ (L̄)[n + 1]. As
stated above, c(n, a) = 0. By contradiction, Pn,a > 0.

Proof of Theorem 4.6. Since Σ is finite, D = maxa,b∈Σ ∥u(a)− u(b)∥ where u denotes the embedding vector of the given
symbol. By Lemma 4.5, there exists n such that {n : |Pn,a| > 0} is infinte.

Therefore, there exists infinite sequences u and u′ such that u and u′ differ by only 1 position, yet u ∈ L while u′ /∈ L.
According to Lemma 4.5,

∥x− x′∥ ≤ ∥u− u′∥ = O(D/n) = O(1/n) .

Since RL is a Lipschitz function, there exists a constant C such that

∥RL(x)− RL(x′)∥ ≤ C∥x− x′∥ = O(1/n) .

As n increases, information from non-current time steps will only have a negligible impact on the output of RL.

C. Discussion on Existing POMDP Problems
Using existing POMDP problems as examples, here demonstrates the derivation of POMDPs cast into regular languages.

Passive T-Maze (Ni et al., 2023). The movement strategy towards the corridor’s endpoint is akin to recognizing the regular
language 0(01)∗ with a DFA. If this DFA accepts the string formed by all current histories, then the agent moves upwards;
otherwise, it moves downwards.

Passive Visual-Match (Hung et al., 2019). The complete state space of this environment is large, including player
coordinates, coordinates of all fruits, whether fruits are collected, and other information. For convenience, we decouple
this POMDP. Consistent with the analysis of Ni et al. (2023), this environment is divided into immediate greedy policies
and long-term memory policies. For long-term memory policies, the environment not only needs to recognize the regular
language 0(01)∗ as in Passive T-Maze; but due to the existence of greedy policies, the player needs a strategy to move from
any position in the room to the endpoint. The states required for this strategy only involve player coordinates, and judging
the current coordinates based on historical information only requires a simple regular language. Considering directly treating
the grid of the current room as the states of the DFA, and treating the actions {L,R,U,D} as characters, if the player wants
to determine the current position (x, y), it is equivalent to recognizing the regular language that accepted by a DFA whose
terminal state is (x, y).

D. Experimental Details
D.1. Task descriptions

D.1.1. PYBULLET TASKS

Ant. This task is to simulate a hexapod robot resembling an ant. The objective is to develop a control policy that enables the
ant to leverage the six legs for specific movements.

Walker. This task is to simulate a bipedal humanoid robot. The goal is to design a control strategy that facilitates stable and
efficient walking, mimicking human-like locomotion patterns.

HalfCheetah. This task is to simulate a quadruped robot inspired by the cheetah’s anatomy. The aim is to devise a control
policy that allows the robot to achieve rapid and agile locomotion.

Hopper. This task is to simulate a single-legged robot, and the objective is to develop a control strategy for jumping
locomotion to achieve efficient forward movement.

Task (F) stands for the original task with full observation, while Task (V) and Task (P) stand for that only velocities or
positions are observable, respectively. In Figure 8, we provide the visualization of each task.
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Figure 8. Visualizations of Tasks in Pybullet. From left to right are Ant, Walker, HalfCheetah and Hopper.

D.1.2. POMDPS DETERMINED BY REGULAR LANGUAGES

PARITY. Given a 01 sequence, compute whether the number of 1 is even. The formal expression is 0∗(10∗1)∗0∗.

EVEN PAIRS. Given a 01 sequence, compute whether its first and last bit are the same. The formal expression is written as
(0[01]∗0)|(1[01]∗1).
SYM(5). Given a 01 sequence, compute whether it belongs to a case of NC1 complete regular languages, namely S5, with
the formal expression ((0 + 1)3(01∗0 + 1))∗.

D.1.3. PURE LONG-TERM MEMORY TASKS

Passive T-Maze (Ni et al. (2023)). The environment is a long corridor of length L from the initial state O to J and J
is connected with two terminal states G1 and G2. The horizontal positions of O and J are 0 and L, respectively. No
information is observable except at states J,O,G1, G2. At J,O,G1, G2, the agent could observe its current position xt,
and at O, the agent could observe a signal G, which is uniformly sampled in {G1, G2}. The available actions are to move in
4 directions: left, right, up and down. The transitions are deterministic, and the agent would not move on hitting the wall.
And the goal is to maximize the rewards, which is given by

∑L
t=0

1(xt≥t)−1
L + 1(oL+1 = G).

Passive Visual Match (Hung et al. (2018)). The environment is a 7× 11 grid-world consisting of 3 phases while only a
5× 5 grid surrounding the agent is observable. In each episode of the task, a randomly assigned color is shown to the agent
in the first phase; in the second phase, the agent could pick up apples with immediate rewards; in the final phase, the agent
should pick up the assigned color shown among three randomly colored squares.

We show the visualization of each task taken from Ni et al. (2023) in Figure 9.

Figure 9. Visualizations of pure long-term memory Tasks. The left figure illustrates Passive T-Maze, and the right one indicates Passive
Visual Match. Both of them are directly extracted from Ni et al. (2023).

D.2. Codebase

Our code is mainly based on Ni et al. (2022) (https://github.com/twni2016/pomdp-baselines) and Ni
et al. (2023) (https://github.com/twni2016/Memory-RL). The implementation of LRU follows Orvieto et al.
(2023) (https://github.com/yueqirex/LRURec;https://github.com/Gothos/LRU-pytorch). Our
official code is released at https://github.com/CTP314/TFPORL.
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D.3. Network architecture

Our network architecture is borrowed from Ni et al. (2023), and for completeness we show the extracted illustrations in
Figure 10.

Figure 10. The network architecture of (SEQ,RL). The left figure illustrates (SEQ,DQN) and (SEQ,SACD), and the right one indicates
(SEQ,TD3). Both of them are directly extracted from Ni et al. (2022; 2023).

D.4. Hyperparameters

We provide the configuration of hyperparameters in Table 3 and Table 4. Notably, to ensure strong alignment with the
existing literature, we select RL algorithms identical to those in Ni et al. (2022; 2023), namely TD3 (Fujimoto et al., 2018)
for PyBullet occlusion tasks, DQN (Van Hasselt et al., 2016) for Passive T-Maze and SACD (Haarnoja et al., 2018) for
Passive Visual Match. For POMDP derived from Regular Language, due to its similarity with Passive T-Maze (equivalent to
recognizing 01 sequences starting with 0), we employ DQN as well.

Table 3. Hyperparameters of different POMDP tasks.

Hyperparameter Regular Language PyBullet Occlusion Passive T-Maze Passive Visual Match

Network

LSTM embedding [ho, ha, hr] 32, 0, 0 32, 16, 16 32, 16, 0 2-layer CNN
LSTM [nlayer, h] 128, 1 128, 1 128, 1 16

LRU embedding [ho, ha, hr] 64, 0, 0 32, 16, 16 64, 64, 0 2-layer CNN
LRU [h, nlayer] 64, 2 64, 2 128, 1 128, 1

GPT embedding [ho, ha, hr] 64, 0, 0 32, 16, 16 64, 0, 0 2-layer CNN
GPT [h, nheads, nlayer] 64, 2, 2 64, 2, 2 128, 1, 1 128, 1, 1

Length ltrajectory 64 ltrajectory ltrajectory
RL DQN TD3 DQN SACD

MLP not used [256, 256] [256, 256] [256, 256]

Train & Eval

Environment steps 0.4M,1M,2M 1.5M 1M, 2M, 4M, 4M 2.4M, 3.75M, 5M
Gradient steps 40k 1.5M 20k, 20k, 16k, 8k 40k, 30k, 32k

Batch size 64 64 64 64
Evaluation interval 100 4k 10 50
Evaluation episodes 100 10 10 20

Table 4. Hyperparameters of different RL algorithms.

RL algorithm DQN TD3 SACD

Hidden dimension (256, 256) (256, 256) (256, 256)
Exploration noise - 0.1 -

Target noise - 0.2 -
Target noise clip - 0.5 -
Discount factor 0.99 0.99 0.99

Smoothing coefficient 0.005 0.005 0.005
Learning rate 3e-4 3e-4 3e-4

Replay buffer size 1M 1M 1M

D.5. Supplementary results

In this subsection, we provide additional experimental results for supplementation.
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PyBullet occlusion tasks. In Table 6, we show the original return for each PyBullet occlusion task and sequence model,
while the normalized score in Table 2 is calculated as

Normalize score =
R−Rrandom

Rexpert −Rrandom
× 100 , (3)

where R denotes the return of a certain instance, Rexpert denotes the return from the expert policy, and Rrandom denotes the
return from a random policy (both provided by Fu et al. (2020)). Scores used for normalization are provided in Table 5. The
results elucidate that LRU and LSTM demonstrate superior performance over GPT across all eight tasks and LRU distinctly
surpasses LSTM in specific tasks, particularly in Ant (P, V), and Walker (V).

The hyperparameters and code used in our experiments are derived from Ni et al. (2022), ensuring consistency and fairness
with the results presented in Table 7, Figure 9, and Figure 16 of Ni et al. (2022). We additionally conducted experiments on
the Ant environment that show significant deviations from Ni et al. (2023) .The training curves in Figure 11 demonstrate
that LRU still outperforms LSTM.

Table 5. Scores used for normalization. Scores of each task are linearly normalized by the corresponding random score and expert score.

Task Name Random Score Expert Score Task Name Random Score Expert Score

Ant 373.71 2650.50 Cheetah -1275.77 2381.67
Walker 16.52 1623.65 Hopper 20.06 1441.81

Table 6. Returns for PyBullet occlusion tasks. We compare different sequence models LRU, GPT and LSTM. ‘V’ refers to ‘only
velocities observable’, and ‘P’ refers to ‘only positions observable’. Blue highlight indicates the highest score, and orange highlight
indicates the second-highest score.

Task Type LRU GPT LSTM

Ant V 1052.4 ± 465.5 587.0 ± 161.6 542.0 ± 200.0
P 2222.5 ± 652.8 1242.5 ± 591.8 504.1 ± 74.1

Cheetah V 2266.2 ± 297.7 1258.9 ± 251.5 2313.6 ± 304.6
P 2743.1 ± 151.9 1972.1 ± 232.2 2840.0 ± 198.1

Hopper V 1357.8 ± 332.5 211.4 ± 7.7 1193.3 ± 527.1
P 2122.4 ± 174.7 357.8 ± 256.4 2637.0 ± 190.7

Walker V 1007.7 ± 234.3 374.4 ± 95.7 212.6 ± 112.4
P 1290.3 ± 371.1 812.2 ± 77.4 1536.8 ± 588.2

Figure 11. Learning curves for PyBullet occlusion tasks(Ant) in Ni et al. (2023). The shaded area indicates 95% confidence intervals.

PyBullet fully observable tasks. To verify that the performance degradation of GPT compared to the other two models is
due to partial observability of the environment, we carry out an ablation study on the partial observability, providing the
normalized and original returns for fully observable PyBullet tasks in Table 7, and learning curves in Figure 12.
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Table 7. Returns for PyBullet fully observable tasks. We compare different sequence models LRU, GPT, and LSTM. ‘F’ refers to ‘fully
observable’. The left table stands for the original score, and the right one indicates the normalized score. Blue highlight indicates the
highest score, and orange highlight indicates the second-highest score. The overall performance of the three models are close, affirming
that GPT’s inferior performance in POMDP scenarios stems from partial observability rather than other factors.

Task Type LRU GPT LSTM

Ant F 3218.2 ± 42.9 2980.8 ± 46.1 2799.2 ± 122.9
Cheetah F 3101.9 ± 182.3 2959.6 ± 424.6 3150.4 ± 458.5
Hopper F 2613.6 ± 73.2 2533.9 ± 2.1 2793.7 ± 18.9
Walker F 2134.4 ± 154.9 2152.8 ± 239.4 2241.6 ± 109.5

Task Type LRU GPT LSTM
Ant F 124.9 ± 1.9 114.5 ± 2.0 106.5 ± 5.4

Cheetah F 119.7 ± 5.0 115.8 ± 11.6 121.0 ± 12.5
Hopper F 182.4 ± 5.1 176.8 ± 0.1 195.1 ± 1.3
Walker F 131.8 ± 9.6 132.9 ± 14.9 138.5 ± 6.8

Average 139.7 135.0 140.3
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Figure 12. Learning curves for PyBullet fully observable tasks. The shaded area indicates 95% confidence intervals.
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indicates 95% confidence intervals.
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PyBullet state space modeling tasks. We provide the MSE loss curve throughout training for PyBullet state space modeling
tasks in Figure 13, while in Figure 5, we present the average MSE ratios over the 8 tasks. The MSE ratio is computed as

MSE ratio = l/lmin , (4)

where l denotes the final MSE loss of the training curve, and lmin denotes the minimal l over the 3 models.

Length Extrapolation in Regular Language Tasks. Figure 14 shows the results for regular language tasks with training
lengths less than or equal to n = 25, tested at n/2 and n+ i for i ∈ {1, 2, 3, 4, 8, 16, 32}. Due to RNN’s completeness over
regular languages, RNN exhibits the best generalization ability. On SYM(5) and PARITY, LRU significantly outperforms
GPT, which aligns with the discussion in Sec 5, mitigating the theoretical constraints of GPT. On EVEN PAIRS, which
naturally conforms to attention’s inductive bias, GPT also demonstrates better generalization ability than LRU, but it fails at
longer lengths (all three languages fall within the scope of Theorem 4.6). This result is consistent with the visualization
results in Figure 3, where LRU shows good recovery effects for hidden states on SYM(5) and PARITY, while GPT’s hidden
states exhibit significant discrepancies from the true distribution.

Figure 14. Length Extrapolation in Regular Language Tasks. Mean of 5 seeds. Training length with the longest length enclosed in a
blue box.

GPT Scale in Regular Language Tasks. Figure 15 shows learning curves of different scales on the SYM(5)(n = 25) task
with Transformer. The results show that scaling up GPT does not yield significant effects, consistent with the statement
of Theorem 4.6. Transformer is only equivalent to a computation circuit of width O(poly(n)) and depth O(1). Changing
the parameter count merely increases the width or changes the constant width, while not significantly enhancing the
Transformer’s ability to solve NC1 complete problem.

Figure 15. GPT Scale in SYM(5). Mean of 5 seeds. H,L,D denote hidden size, the number of layers and the depth, respectively.

Regular language tasks and long-term memory tasks. The learning curves for regular language tasks are shown in
Figure 16: in EVEN PAIRS, all the sequence models could solve this task even in the hardest case; in PARITY, LSTM
shows significant advantages over LRU and GPT; in SYM(5), GPT performs the worst, and is not capable of solving the
medium case.
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In this table 8, the silhouette scores (Rousseeuw, 1987) for each task are shown for different models to demonstrate the
quality of hidden state representations.

• In PARITY and SYM(5) tasks, both LRU and LSTM significantly outperform GPT, consistent with the performance
shown in Figure 3. In PARITY, both LRU and LSTM implicitly learn the true state within the (SEQ,RL) framework,
hence their scores are relatively close. However, in the more complex DFA structure of SYM(5), there remains a gap
between LRU and LSTM, consistent with the training situation depicted in Figure 3.

• In EVEN PARIS, LSTM performs noticeably better than the other two models. Both LRU and GPT struggle to learn
the true state. For LRU, it faces difficulty in capturing information about the first token from history. For GPT, although
its state reconstruction in intermediate moves is poor, it manages to retain contextual information throughout, allowing
it to directly extract information about the first token at termination states. This aligns with the visualization results
where termination states match previous states, and each termination state exhibits significant separation, as depicted.

The learning curves for pure long-term memory tasks are shown in Figure 17: LRU and GPT far outweigh LSTM in these
two tasks, demonstrating their long-term memory abilities which LSTM prominently lacks. Although in the Passive T-Maze,
GPT could solve the hardest case while LRU and LSTM could not, LRU exhibits strong sample efficiency and memory
capacity in the more complicated task, Passive Visual Match, beating GPT and LSTM remarkably.

Table 8. Scores for hidden state representation in regular language tasks The silhouette score ranges from -1 to 1, where a score closer
to 1 indicates that the samples are well-clustered and far from neighboring clusters, signifying a good separation between different states
and good cohesion within the same state.

Task LRU GPT LSTM

PARITY 0.12 -0.03 0.1
SYM(5) 0.05 -0.13 0.12

ENV PARIS 0.02 -0.02 0.2

Comparison with some published Transformer in RL. We compared another practical POMDP environment: control
tasks with random frame dropping (Hu et al., 2023), and the popular DT (Chen et al., 2021) used in current Offline RL
approaches. When applied to the processed dataset, DT failed to learn a control policy in the frame-dropping situation
and required additional information to mitigate the partially observable condition. However, when replacing Transformer
with RNN or Linear RNN, DRNN or DLRNN exhibited the ability to handle such problems without additional conditions.
Figure 18
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Figure 16. Learning curves for regular language tasks. The shaded area indicates 95% confidence intervals. The upper number stands
for the memory length.
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(a) Passive T-Maze (return)
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Figure 17. Learning curves for pure long-term memory tasks. Mean of 3 seeds. The shaded area indicates 95% confidence intervals.
The upper number stands for memory length.

Figure 18. Performance on continuous control tasks. with random frame dropping. Mean of 5 seeds. We selected these medium
datasets as the training set. The x-axis represents the probability of dropped frames, and the y-axis represents the D4RL normalized
score (Fu et al., 2020).
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