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1 Introduction

Deep neural networks (DNNs) have seen great successful in various areas such as computer vision,
speech recognition, and artificial intelligence. A major driver of such success is the rise of deep
learning libraries, starting from Theano (Theano Development Team, 2016) and following by many
popular libraries such as TensorFlow (Abadi et al., 2015), PyTorch (Paszke et al., 2017). The unique
benefits that these libraries bring are: (1) completely transparent training and prediction, (2) modular
DNN construction with interchangeable components. A DNN component can vary dramatically
in terms of size and complexity, ranging from a single matrix operator, to a highly complex deep
neural network such as convolutional neural networks (CNN) or long short-term memory (LSTM).
All the components share the same interface, which enables a user to replace one component by
another with almost no changes on other parts of the code. Modularity in the programming languages
used by deep learning libraries revolutionizes the development, communication and deployment
of DNNs. The ability to package a state-of-the-art implementation into a standard module and
distribute enables rapid development with much lower chance of having bugs and performance issues
comparing with re-implementing from scratch, which makes research results more reproducible.
Communication about ongoing research method and results becomes much easier, as running a
different experiment or modifying a network only requires to change a few lines of code. The
standardized interface of components enables better testing and maintainability. It eases the transition
of a research implementation into an industrial software.

Probabilistic programming language (PPL, Lunn et al., 2000; Pfeffer, 2001; Goodman et al., 2008;
Pfeffer, 2009; Murray, 2013; Paige & Wood, 2014; Minka et al., 2014; Carpenter et al., 2017; Ge et al.,
2018) is a similar domain specific programming language that aims at describing probabilistic models
and automating inference in those models. Despite the difference of DNNs and probabilistic models
in their mathematical formulations1, a similar modularity structure exist in both of them. PPLs exploit
such modularity structure in probabilistic models by providing various probabilistic distributions as
building blocks. However, unlike DNN, where a gradient-based training algorithm is straight-forward
after the network is defined, exact inference in a probabilistic model is usually intractable. As a
result, in the literature of machine learning, a probabilistic model is often presented with a dedicated
inference method that maximizes accuracy and efficiency of inference by exploiting the specific
mathematical formulation of the model. For instance, Dirichlet process is firstly introduced with
a Gibbs sampling algorithm by MacEachern (1994); Ishwaran & James (2001) and lately with a
variational inference method by Blei & Jordan (2006). Unfortunately, current PPLs are not able to
take advantages of those kind of inference methods, because those inference methods are tied to the
specific probabilistic models, while the merit of PPL is its ability to program flexible probabilistic
models. Instead, current PPLs rely on generic inference methods that do not need to know the specific
form of a probabilistic model ahead of time, in the form of variational inference such as automatic
differentiation variational inference (Kucukelbir et al., 2017) or Markov Chain Monte Carlo (MCMC)
sampling. Although generic inference methods are able to handle a wide family of probabilistic
models, they often run slower or produce less accurate results comparing to a dedicated inference
method on the same model. This performance gap is a major obstacle for adoption of PPLs.

1A DNN represents a deterministic function, while a probabilistic model describes a probabilistic distribution.
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In this paper, we propose to close this performance gap by incorporating dedicated inference methods
into PPLs. We exploit modularity not only in model definition but also in inference by including a new
type of re-usable building blocks for probabilistic models called probabilistic modules. A probabilistic
module consists of a set of random variables with associated probabilistic distributions and dedicated
inference methods designed specifically for efficiency and accuracy on that set of random variables.
This allows us to package a sophisticated probabilistic model with their proposed inference methods
as a re-usable building block, e.g., Dirichlet process with variational inference (Blei & Jordan, 2006).
We demonstrate this idea by presenting a modular probabilistic programming language MXFusion2,
in which we implement probabilistic modules under the framework of variational inference. In
MXFusion, one could seamlessly combine generic variational inference methods with dedicated
variational inference methods, which bridges the performance gap. This will help to bring the a lot of
the benefits of modularities that we enjoy with deep learning libraries to probabilistic programming
and improve the usabilities of PPLs on real world problems.

2 Probabilistic Module with Variational Inference

The concept of hiding the details of inference of a probabilistic module by specialized inference
methods is nice. The challenge is that not all the approximate inference method are compatible
with each other. In this section, we present an approach to implement probabilistic module with
the framework of variational inference. The main idea of variational inference is to approximate
an intractable posterior distribution of latent variables with a parametric approximation, referred to
as a variational posterior distribution. VI is often framed as a lower bound of the logarithm of the
marginal distribution, e.g,

log p(y|z) = log

∫
x

p(y|x)p(x|z) ≥
∫
x

q(x|y, z) log p(y|x)p(x|z)
q(x|y, z)

= L(y, z), (1)

where p(y|x)p(x|z) forms a probabilistic model with x as a latent variable, q(x|y) is the variational
posterior distribution, and the lower bound is denoted as L(y, z). By then taking a natural exponen-
tiation of L(y, z), we get a lower bound of the marginal probability denoted as p̃(y|z) = eL(y,z).
Assume we are interested in plugging p(y|z) into another probabilistic model p(l|y)p(y|z) where y
is a latent variable. With variational inference, the lower bound of the overall model can be derived as

log p(l|z) ≥
∫
y

q(y) log
p(l|y)p(y|z)

q(y)
≥

∫
y

q(y) log
p(l|y)p̃(y|z)

q(y)
, (2)

where the usual variational lower bound is further lower bounded by replacing p(y|z) with its lower
bound p̃(y|z). By substituting (1) into (2), we then derive the variational lower bound for the whole
model,

log p(l|z) ≥
∫
y,x

q(x|y, z)q(y|z) log p(l|y)p(y|x)p(x|z)
q(x|y, z)q(y|z)

= L(l, z). (3)

This example shows that variational inference has a recursive property that enables inference mod-
ularity. A technical challenge with VI is that the integral of the lower bound of a probabilistic
module with respect to external latent variables, such as (2), may not always be tractable. Stochastic
variational inference (SVI) offers an approximated solution to this new intractability by applying
Monte Carlo Integration. Monte Carlo Integration is applicable to generic probabilistic distributions
and lower bounds as long as we are able to draw samples from variational posterior.

In this case, the lower bound is approximated as

L(l, z) ≈ 1

N

∑
i

log
p(l|yi)eL(yi,z)

q(yi|z)
, L(yi, z) ≈

1

M

∑
j

log
p(yi|xj)p(xj |z)
q(xj |yi, z)

, (4)

where yi|z ∼ q(y|z), xj |yi, z ∼ q(x|yi, z) andN is the number of samples of y andM is the number
of samples of x given y. Note that if there is a closed form solution of p̃(yi|z), the calculation of
L(yi, z) can be replaced with the closed-form solution.

MXFusion offers modularity via probabilistic modules, which combine the definition of probabilistic
distributions and specialized inference methods in a concise interface. If using VI as the primary
inference algorithm, probabilistic modules used in a model automatically compute variational lower
bounds, such as p̃(y|z) in the above example.

2https://github.com/amzn/MXFusion
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m = Model()
m.x = Normal.define_variable(mean=0, variance=1, shape=(N, Q))
m.sigma2 = Variable(shape=(1,), transformation=PositiveTransformation())
m.y = SparseGaussianProcessRegression.define_variable(

shape=(N, D), X=m.x, kernel=RBF(Q), noise_var=m.sigma2)
q = Posterior(m)
q.mu = Variable(shape=(N, Q))
q.S = Variable(shape=(N, Q), transformation=PositiveTransformation())
q.x.assign_factor(Normal(mean=q.mu, variance=q.S))
infr = GradientBasedInference(SVI(m, q, [m.x, m.y]))

Figure 1: Bayesian Gaussian process latent variable model (Titsias & Lawrence, 2010).

3 Example: Gaussian Process Latent Variable Model

A probabilistic module can be treated transparently as a probabilistic distribution. It is straight-
forward to construct a probabilistic model consists of multiple probabilistic modules such as deep
Gaussian processes (GP) (Damianou & Lawrence, 2013; Dai et al., 2016; Salimbeni & Deisenroth,
2017). In these models, some of the exposed variables of probabilistic modules are latent variables.
As shown in Section 2, as long as a variational inference method is used for the whole probabilistic
model, the inference of individual probabilistic modules can be transparently handled. Figure 1
implements a simplified version of deep GP with only one layer, which is also called Bayesian
Gaussian process latent variable model (BGPLVM) (Titsias & Lawrence, 2010), which is an example
of this kind of models. BGPLVM can be constructed by assign the input variable X a Gaussian
distribution with zero-mean and unit-variance. As the input variable X is a latent variable, the
marginal log-likelihood is not tractable anymore. A variational lower bound can be written as

log p(Y) ≥
∫
X

q(X) log
p(Y|X)p(X)

q(X)
≥

∫
X

q(X) log
LSGP(y,X,Z, θ)p(X)

q(X)

where p(Y|X) is a GP and q(X) = N (X|µ, diag(s)) is the variational posterior of X, which is
assumed to be a Gaussian distribution with a diagonal covariance matrix. By applying a variational
sparse GP (Titsias, 2009) approximation to p(Y|X), we further lower bound the original lower bound
by replace p(Y|X) with the variational sparse GP lower bound LSGP(y,X,Z, θ). For the expectation
with respect to q(X), we can apply stochastic variational inference (SVI) by drawing samples from
q(X). In this way, we result into a nested variational inference combining a generic inference method
(SVI) with a specialized inference method (variational sparse GP). Following the same approach, it is
also straight-forward to extend BGPLVM into a variationally auto-encoded GPLVM/deep GP (Dai
et al., 2016) by parameterizing µ and s in q(X) as the outcome of a DNN.

4 Conclusion

Current PPLs rely on generic inference methods, which maximizes the expressiveness and flexibility
in terms of the family of probabilistic models that they can support. Those generic inference methods
can be applied without knowing the formulation of a probabilistic model in advance, which makes
it easy to achieve modularity in probabilistic models. However, this often results into a significant
performance gap, which often makes it inapplicable to large scale real-world problems. Recent PPLs
such as Edward (Tran et al., 2017) and Pyro (Goodman, 2017) have greatly reduced the performance
gap by allowing users to customized posterior distributions that are, then, used by a generic variational
inference. However, for sophisticated probabilistic models such as GP and Dirichlet process, state-of-
the-art generic variational inference methods performs significantly worse than dedicated inference
methods. In this paper, we propose to bridge this performance gap by incorporating those dedicated
inference methods into PPLs in the form of probabilistic modules. A probabilistic module consists of
both a model and inference definition, defined together and wrapped up in a modular, plug-and-play
package. This allows specialized inference algorithms for corresponding probabilistic modules to be
smoothly integrated into the inference algorithm of a larger probabilistic model.
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