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ABSTRACT

Image paragraph captioning is the task of automatically generating multiple sentences for describing images in grain-fined and coherent text. Existing typical deep learning-based models for image captioning consist of an image encoder to extract visual features and a language model decoder, which has shown promising results in single high-level sentence generation. However, only the word-level scalar guiding signal is available when the image encoder is optimized to extract visual features. The inconsistency between the parallel extraction of visual features and sequential text supervision limits its success when the length of the generated text is long (more than 50 words). In this paper, we propose a new module, called the Text Embedding Bank (TEB) module, to address the problem for image paragraph captioning. This module uses the paragraph vector model to learn fixed-length feature representations from a variable-length paragraph. We refer to the fixed-length feature as the TEB. This TEB module plays two roles to benefit paragraph captioning performance. First, it acts as a form of global and coherent deep supervision to regularize visual feature extraction in the image encoder. Second, it acts as a distributed memory to provide features of the whole paragraph to the language model, which alleviating the long-term dependency problem. Adding this module to two existing state-of-the-art methods achieves a new state-of-the-art result by a large margin on the paragraph captioning Visual Genome dataset.

1 INTRODUCTION

Automatically generating a natural language description for visual content like image or video is an emerging interdisciplinary task. This task involves computer vision, natural language processing and artificial intelligence. Thanks to the advent of large datasets Lin et al. (2014); Young et al. (2014); Krishna et al. (2017b), many recent works Mao et al. (2014); You et al. (2016) have shown promising results in generating a single high-level scene for images and videos. However, the coarse, scene-level descriptions that these models produce cannot meet real-world applications such as video retrieval, automatic medical report generation Greenspan et al. (2016); Wang et al. (2017; 2018); Li et al. (2018a), blind navigation and automatic video subtitling which capture fine-grained entities and have a coherent and logically detailed description.

To tackle this challenge, a relatively new task called paragraph captioning is emerging. Paragraph captioning is the task of generating coherent and logically detailed descriptions by capturing the fine-grained entities of the image or video. A few works Krause et al. (2017); Liang et al. (2017); Melas-Kyriazi et al. (2018) have pushed the performance to new heights with the main paragraph captioning dataset, the Visual Genome corpus, a dataset introduced by Krause et al. (2017).

Compared with the performance of single-sentence caption generating models, the performance paragraph-length caption generating models is lower by a large margin. Paragraph captioning for images and videos is challenging due to the requirement of both fine-grained image understanding and long-term language reasoning. To overcome these challenges, we propose the TEB module, a module that is easy to integrate with existing image captioning models. This module maps varied-length paragraphs to a fixed-length vector which we call TEB. Each unique vector in the TEB has distance meaning and indexed by the order of the word in the vocabulary. The TEB has a distributed memory. This is illustrated in detail in section 3. Existing deep learning based models typically consist of an image encoder to extract visual features in parallel with a RNN language model decoder.
to generate the sentences word by word sequentially. In the training stage, only a tiny partial scalar
guiding information from the word level loss is available to optimize the image encoding training.
This results in an insufficient fine-grained and coherent image visual feature extraction. The TEB
module, which holds the whole paragraph in a distributed memory model, can provide global su-
 pervision to better regularize the image encoder in the training stage. The RNNs are known to have
a long-term dependency problem because of vanishing and exploding gradients which make it un-
able to meet long-term language reasoning. Since the TEB module has distributed memory and can
provide ordering, it is better with long-term language reasoning.

We integrated our TEB module with the state-of-the-art methods on the only available paragraph
captioning dataset, the Visual Genome corpus, and achieved new state-of-the-art by a large margin.

2 RELATED WORKS

2.1 STANDARD CAPTION OR DENSE CAPTION

This image to text problem is a classic problem in computer vision and NLP. The first work to
use deep neural networks to solve this problem was the Neural Image Caption (NIC) in Vin
yals et al. (2015), which uses a pre-trained CNN as the visual model and a RNN as the language model.
The visual model extracts visual features which are fed to the first time step of the RNN. The
language model takes visual features from the visual model at the first time step and predicts the
first word, before feeding the predicted word into the next time step and so on. At each time step,
the difference between the predicted word and the ground truth word is optimized by softmax with
cross entropy loss. This work can only predict one short simple sentence for each natural image.
The performance of this one sentence caption task is improved in Xu et al. (2015) by introducing
an attention mechanism which focuses on related regions when generating a word per time step
in the RNN model. In order to give a description for every object in an image, DenseCapJohnson
et al. (2016) proposed a fully convolutional localization network which upgraded the region proposal
network from Faster R-CNN Ken et al. (2015) to localize the salient regions. The RNN model then
takes the corresponding visual features for each localized region to generate a sentence. However,
simply joining all of the generated sentences together doesn’t produce a coherent paragraph as there
are semantic relationships between sentences, which is a shortcoming of DenseCap.

Similarly, dense video captioning, a task which gives each event a description in a video, was first
explored in Krishna et al. (2017a) by a variant of the existing proposal module and using 3D features.
Later it was further improved by jointly localizing and describing events Li et al. (2018b).

Recently, the RNN/LSTM language model was replaced by a CNN in Aneja et al. (2017); Wang
& Chan (2018) with comparable performance and the potential for parallel computing, which is a
drawback of sequential models. In the inference process, however, this CNN model also need to
be computed sequentially. Since computation cost is a big issue for video captioning, Chen et al.
(2018) introduced a new method to find the useful frames which cut redundant information and
reduce computation cost.

2.2 PARAGRAPH CAPTIONING

Standard captioning generates single high-level sentence. Dense captioning generates a descrip-
tion for each salient object in an incoherent way. Paragraph captioning, however, overcomes the
weaknesses of the previous two tasks by generating fine-grained and coherent natural language de-
scriptions, like a story. To meet long-term language reasoning and the requirement of multiple topics
in multiple sentences, a hierarchical recurrent neural network architecture Lin et al. (2015); Lin et al.
(2015); Yu et al. (2016); Krause et al. (2017); Jing et al. (2017) is widely used in paragraph captioning.
For example, Yu et al. (2016) generate multiple sentences for video captioning by capturing
strong temporal dependencies. Krause et al. (2017) uses a hierarchical recurrent network to build
relationships between sentences. Regional features are passed to a sentence RNN to generate topic
vectors with a halting distribution to control the ending of new topic generation. The generated topic
vectors are then consumed by a word RNN to generate sentences. In this way, this hierarchical RNN
and DenseCap offer two ways of generating new topics, which is essential for multiple sentence
generation. The IU Chest X-ray dataset is used for automatic report generation on this unstruc-
tured reporting Jing et al. (2017) by using co-attention and the hierarchical LSTM. The Diversity model
Melas-Kyriazi et al. (2018) improves sentence diversity by introducing a repetitive penalty in the sequence-level training. However, all of these methods suffer from the fact that only a tiny partial scalar from the word level loss can be used as guiding information to optimize the image encoding in training. Our TEB module can overcome this and provides an alternative for the hierarchical recurrent neural network architecture. With our TEB module, only one level recurrent neural network is enough to generate multiple sentences with multiple find-grained topics.

2.3 Long-term Dependency

GANs have proved to improve real text generation in Zhang et al. (2017). SeqGAN [Yu et al., (2017)] is proposed to deal with the sequential and discrete property of text for text generation. LeakGAN Quo et al. (2017) solves the sparse signal from generator problem by leaking feature from the generator to the discriminator for long sentence generation. MaskGan Fedus et al. (2018) introduced a way to fill in the blank with GAN. Similarly, Wu et al. (2019) use long-term feature banks for detailed video understanding.

3 Approach

The proposed TEB module improves paragraph captioning by describing the rich content of a given image. Figure 1 shows an example of how the TEB module can be integrated with an existing typical image captioning pipeline.

3.1 Learning Vector Representation of Words

The paragraph vector is based on word vectors. A word vector is the concept of using a distributed vector representation of words. The basic idea is to predict a word given the other words in a context. The framework is shown in Figure 2.

In this framework, each word is mapped to a unique vector which is a column of a matrix $W$. The column is indexed by the order of the word in the vocabulary. The features to predict the next word are the sum or concatenation of the vectors.

To express this in a mathematical equation, let $w_1, w_2, w_3, ..., w_T$ represent the vectors of a sequence of training words. The objective function of the framework is to maximize the average log probability

$$\frac{1}{T} \sum_{t=k}^{T-k} \log p(w_t | w_{t-k}, ..., w_{t+k})$$

(1)

Typically, a multi-class classifier such as softmax is used for the prediction task. So, we have

$$p(w_t | w_{t-k}, ..., w_{t+k}) = \frac{e^{y_{w_t}}}{\sum_i e^{y_i}}$$

(2)

where $y_i$ is the un-normalized log-probability for each output word $i$, which is computed as

$$y = b + Uh(w_{t-k}, ..., w_{t+k}; W)$$

(3)

This framework is implemented in a neural network and trained using stochastic gradient descent through back-propagation [Rumelhart et al., 1988]. This type of model is the well known neural language model [Bengio et al.].

Compared to existing image captioning models, which only using recurrent neural networks, after training converges, this framework can map words with similar meaning to a similar position in the vector space. For example, "wind" and "beautiful" are far away from each other in the vector space, while "beautiful" and "pretty" are closer. Additionally, the distance between each unique word vector also carries meaning. This means that it can be used for analogy questions answering in a simple vector algebra manipulation: "waiter" - "man" + "women" = "waitress". This makes it easy to learn a linear matrix, such as a fully connected layer, to translate between visual features and these word vectors.
3.2 Paragraph Vector: A Distributed Memory Model

Inspired by the word vector framework which can capture the semantics as a result of a prediction task, the paragraph vector also contributes the prediction of the next word. In this paragraph vector framework (See Figure 3), similarly to the word vector framework, each word is still mapped to a unique vector which is a column of a matrix $W$, while each paragraph is mapped to a unique vector which is a column of a matrix $D$. Then both the word vector and paragraph vector are fused (either sum or concatenated) as features to predict the next word. We use concatenation in our implementation.

The paragraph vector can be treated as a super word (or the topic of the paragraph) which acts as memory of the missing information from the current context. Hence, this framework is known as a distributed memory model. This property can compensate the recurrent neural network for its lack of generating logical connections between sentences or paragraphs.
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Figure 1: Integration of the paragraph vector framework as a TEB module to an existing deep learning based image captioning model. There are three interconnected components divided into three dashed rectangular boxes. In the green box on the top left, the image encoder extracts visual features through a CNN model. In the yellow box on the bottom, a RNN based language model decoder is used to generate paragraphs. Existing deep learning based models only contain these two components. The red box on the top right box is the TEB module: In the training stage, for an image, paragraph pair, the varied-length paragraph is mapped to a fixed-length vector which is called TEB through the paragraph vector framework. The visual features from the image encoder are converted to the predicted TEB (called TEB’) through several fully connected layers. The TEB’ is supervised by the TEB through an L1 loss, which acts as global deep supervision to regularize the visual feature extraction for the image encoder. The visual features and TEB’ are concatenated and feed into the RNN as input. The generated paragraph is supervised by the ground truth paragraph through a word-level loss. In the inference stage, the TEB is not available and the TEB’ acts as the TEB to provide the features of the whole paragraph to alleviate the long-term dependency problem for the language model.

3.3 Integration of the Paragraph Vector as a TEB Module for Image Paragraph Captioning

The integration of the paragraph vector as a TEB module for image paragraph captioning is illustrated in Figure 1.
Table 1: Our result compared with prior results on Visual Genome dataset
Notations: Models 1-4 for Krause et al. (2017) are Template, Flat w/o object detector, Flat and Hierarchical individually.
Models 1-2 for Liang et al. (2017) are w/o discriminator and with discriminator individually.
Models 1-4 for Melas-Kyriazi et al. (2018) are XE training, w/o rep. penalty, XE training, w/ rep. penalty, SCST training, w/o rep. penalty and SCST training, w/ rep. penalty individually.

<table>
<thead>
<tr>
<th>Methods</th>
<th>METEOR</th>
<th>CIDEr</th>
<th>BLEU-1</th>
<th>BLEU-2</th>
<th>BLUE-3</th>
<th>BLEU-4</th>
</tr>
</thead>
</table>
| Krause et al. (2017)
| 1                 | 14.31  | 12.15 | 37.47  | 21.02  | 12.30  | 7.38   |
| Krause et al. (2017)
| 2                 | 12.82  | 11.06 | 34.04  | 19.95  | 12.20  | 7.71   |
| Krause et al. (2017)
| 3                 | 13.54  | 11.14 | 37.30  | 21.70  | 13.07  | 8.07   |
| Krause et al. (2017)
| 4                 | 15.95  | 13.52 | 41.90  | 24.11  | 14.23  | 8.69   |
| Liang et al. (2017)
| 1                 | 16.57  | 15.07 | 41.86  | 24.33  | 14.56  | 8.99   |
| Liang et al. (2017)
| 2                 | 17.12  | 16.87 | 41.99  | 24.86  | 14.89  | 9.03   |
| Melas-Kyriazi et al. (2018)
| 1                 | 13.66  | 12.89 | 32.78  | 19.00  | 11.40  | 6.89   |
| Melas-Kyriazi et al. (2018)
| 2                 | 15.17  | 22.68 | 35.68  | 22.40  | 14.04  | 8.70   |
| Melas-Kyriazi et al. (2018)
| 3                 | 13.63  | 13.77 | 29.67  | 16.45  | 9.74   | 5.88   |
| Melas-Kyriazi et al. (2018)
| 4                 | 17.86  | 30.63 | 43.54  | 27.44  | 17.33  | 10.58  |
| Ours (Transformer) | 15.45  | 23.38 | 41.49  | 23.38  | 11.96  | 6.00   |
| Ours (Transformer + TEB) | 15.88  | 24.84 | 41.86  | 24.64  | 13.97  | 6.40   |
| Ours (Diversity + TEB) | 18.36  | 32.53 | 45.24  | 28.44  | 17.93  | 10.98  |

4 IMPLEMENTATION

4.1 TEB MODULE

For the paragraph vector framework Le & Mikolov (2014), we adapted the implementation of Lau & Baldwin (2016). The hyperparameters are as follows: The vector size (TEB size) is 512, the sliding window size is 50, the sampling threshold is $10^{-5}$, the negative size is 5. The paragraph vector model is trained for 1000 epochs before performing the inference to generate the TEB. Regardless of the dimension size of the visual features from the image encoder, the visual features are converted to the same dimension of the TEB by several fully connected layers. In the concatenation of the TEB' and visual features, a weight of 0.1 is applied to the TEB'.

4.2 INTEGRATING TEB ON DIVERSITY MODEL Melas-Kyriazi et al. (2018)

We integrate our TEB module with the Diversity model Melas-Kyriazi et al. (2018) which is the current state of art model on the Visual Genome dataset. We used the model architecture and the entire training procedure from the Diversity model Melas-Kyriazi et al. (2018) except the TEB module for a fair comparison. This model uses the Bottom-Up and Top-Down model Anderson et al. (2018) as its backbone. Self-critical sequence training (SCST) and repetitive training are also used.

4.3 INTEGRATING TEB ON TRANSFORMER MODEL

We also integrate the TEB module with a transformer model. The transformer model is adapted from the Bottom-Up and Top-Down model Anderson et al. (2018) with the following modification: The LSTM-based language model is replaced by the transformer model Vaswani et al. (2017). We used both cross-entropy and SCST training, without the repetition penalty, and beam search instead of greedy search.

5 RESULTS

Table 1 shows the quantitative results. We have three models. The "Diversity + TEB" model is the Diversity model Melas-Kyriazi et al. (2018) with SCST training Rennie et al. (2017), repetition
penalty and TEB module. The "Transformer" model is replacing the LSTM model with Transformer [Vaswani et al. (2017)] in the Bottom-UP and Top-Down model [Anderson et al. (2018)]. The "Transformer + TEB" is the "Transformer" model with TEB module. The TEB module improves both baseline model by a large margin and our model "Diversity + TEB" achieve state of the art result on the visual genome result.

Figure 2 shows the qualitative results between Diversity [Melas-Kyriazi et al. (2018)] and our Diversity [Melas-Kyriazi et al. (2018)] with TEB module. Our result generates richer topics and more detailed information.

<table>
<thead>
<tr>
<th>Input Image</th>
<th>Ours (Diversity + TEB)</th>
<th>Diversity</th>
<th>Ground truth</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.jpg" alt="Image 1" /></td>
<td>A bunch of boats are sitting on a beach. The water is calm and blue. There are a lot of boats in the water. The boats are white. There is a yellow umbrella on the boat. The sky is blue. The clouds are white. and white.</td>
<td>A bunch of boats are on a pier. There are a large white boat in the water. There is a large blue and white boat on the water.</td>
<td>This is an image of a harbor. The harbor has many small boats in it. The water is blue. The water is reflecting the sky. The sky is partly cloudy. The clouds are white and fluffy. The sky is light blue. There are white buoys on the dock with small cloth sails in them. The sails are light brown and white.</td>
</tr>
<tr>
<td><img src="image2.jpg" alt="Image 2" /></td>
<td>A man is standing in a white shirt. The man is wearing a black shirt. The man is holding a hot dog. The sandwich is wearing a black shirt. The man are wearing a blue shirt. There are people standing behind the man. There is a man in a blue shirt standing in the background. There are trees behind the man.</td>
<td>A man is standing in a white basket. He is wearing a black shirt and a black hat. The man is holding a hot dog in his hand. There is a man in a black shirt standing behind the man.</td>
<td>There is a man. The man is wearing a yellow shirt. The man is standing at a park. There are more people in the park. There are people sitting under the trees. There are people walking in the paths. The man is holding a sandwich. The sandwich is a hot dog. The sandwich has a sausage. The sandwich has onions.</td>
</tr>
<tr>
<td><img src="image3.jpg" alt="Image 3" /></td>
<td>A large elephant is standing in the grass. The elephant is a baby elephant. The elephant has a long trunk. The baby elephant is walking. The grass is green. The elephants are standing on the grass. The water is calm. The elephants are white. The tusks are white. They are a few trees in the water.</td>
<td>A large elephant is standing in the water. The elephant is walking in the water. There is large body of water behind the elephant. There are a small rock behind the elephant.</td>
<td>The elephant stands in the grass. The elephant is small. The elephant has tusks. The tusks are little. The elephant is grey. The elephant is standing by the water. The water is like a river. The grass is mostly yellow. There is a hill on the other side of the water. The water is still. There is wood in the water. The grass is short. There are trees on the other side of the river.</td>
</tr>
<tr>
<td><img src="image4.jpg" alt="Image 4" /></td>
<td>A white toilet is in the bathroom. The toilet is white. The lid is white. There is a white toilet in the toilet. The toilet lid is up. The floor is made of tiles. The tiles are white. There is a white wall behind the toilet.</td>
<td>A white toilet is sitting on the ground. There is a white toilet in the toilet. There is a toilet in front of the toilet.</td>
<td>The toilet lid is up. The toilet bowl is cleaning. The toilet is a very light beige color. There's a white bar between the toilet lid and the toilet seat. The toilet is encased in a cubby space. The water in the toilet is low. The floor around the toilet is made of tiles. There are wires on the bottom left side of the toilet bowl.</td>
</tr>
</tbody>
</table>

Figure 2: Qualitative result comparison of paragraph outputs of our model (Diversity with TEB) and the baseline Diversity model [Melas-Kyriazi et al. (2018)]

6 Conclusion

In this paper, we propose the Text Embedding Bank (TEB) module for visual paragraph captioning, a task which requires capturing fine-grained entities in the image to generate a detailed and coherent paragraph, like a story. Our TEB module provides global and parallel deep supervision and distributed memory for fine-grained image understanding and long-term language reasoning. Integrating the TEB module to existing state-of-the-art methods achieves new state-of-the-art results by a large margin.
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