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a b s t r a c t 

While deep convolutional neural networks (CNNs) have achieved remarkable success in 2D medical image 

segmentation, it is still a difficult task for CNNs to segment important organs or structures from 3D med- 

ical images owing to several mutually affected challenges, including the complicated anatomical environ- 

ments in volumetric images, optimization difficulties of 3D networks and inadequacy of training samples. 

In this paper, we present a novel and efficient 3D fully convolutional network equipped with a 3D deep 

supervision mechanism to comprehensively address these challenges; we call it 3D DSN. Our proposed 

3D DSN is capable of conducting volume-to-volume learning and inference, which can eliminate redun- 

dant computations and alleviate the risk of over-fitting on limited training data. More importantly, the 

3D deep supervision mechanism can effectively cope with the optimization problem of gradients vanish- 

ing or exploding when training a 3D deep model, accelerating the convergence speed and simultaneously 

improving the discrimination capability. Such a mechanism is developed by deriving an objective func- 

tion that directly guides the training of both lower and upper layers in the network, so that the adverse 

effects of unstable gradient changes can be counteracted during the training procedure. We also employ 

a fully connected conditional random field model as a post-processing step to refine the segmentation 

results. We have extensively validated the proposed 3D DSN on two typical yet challenging volumetric 

medical image segmentation tasks: (i) liver segmentation from 3D CT scans and (ii) whole heart and 

great vessels segmentation from 3D MR images, by participating two grand challenges held in conjunc- 

tion with MICCAI. We have achieved competitive segmentation results to state-of-the-art approaches in 

both challenges with a much faster speed, corroborating the effectiveness of our proposed 3D DSN. 

© 2017 Elsevier B.V. All rights reserved. 
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1. Introduction 

Delineating important organs or structures from volumetric

medical images, such as 3D computed tomography (CT) and mag-

netic resonance (MR) images, is of great significance for clinical

practice especially with the proliferation of 3D images in diagnosis

and treatment of many diseases. Accurate segmentation not only

facilitates the subsequent quantitative assessment of the regions of

interest but also benefits precise diagnosis, prediction of prognosis,

and surgical planning and intra-operative guidance. For examples,

liver segmentation from 3D abdominal CT scans is a crucial prereq-

uisite for computer-aided interventions of living donor transplan-

tations, tumor resection and minimal invasive surgery ( Heimann

et al., 2009a; Radtke et al., 2007; Meinzer et al., 2002 ); volumetric

cardiac MR image segmentation is indispensable for cardiovascular
∗ Corresponding author. 
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isease treatment including radio-frequency ablation and surgical

lanning of complex congenital heart disease ( Peters et al., 2007;

ace et al., 2015; Atehorta et al., 2016 ). In this paper, we take these

wo representative yet challenging segmentation tasks as examples

ut note that many other volumetric segmentation tasks share the

ommon challenges with these two tasks. 

Nowadays, the recognized golden standard segmentation results

re obtained from experienced physicians and radiologists via their

isual inspection and manual delineations. However, the annota-

ion of volumetric images with hundreds of slices in a slice-by-

lice manner is tedious, time-consuming and very expensive. In

ddition, the manual labeling is subjective, suffers from the low

eproducibility and would introduce a high inter-observer variabil-

ty, as the quality of the segmentation results could be signifi-

antly influenced by the operator’s experience and knowledge. To

he end, automated segmentation algorithms are highly demanded,

specially if we would like to efficiently obtain accurate and repro-

ucible segmentation results in day-to-day clinical practice. 

http://dx.doi.org/10.1016/j.media.2017.05.001
http://www.ScienceDirect.com
http://www.elsevier.com/locate/media
http://crossmark.crossref.org/dialog/?doi=10.1016/j.media.2017.05.001&domain=pdf
mailto:harry.qin@polyu.edu.hk
http://dx.doi.org/10.1016/j.media.2017.05.001
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1 http://www.cse.cuhk.edu.hk/ ∼qdou/3d- dsn/3d- dsn.html . 
Automated volumetric medical image segmentation is indeed a

hallenging task. The appearance and shape variations of the tar-

eting objects are often significant among patients. The bound-

ry between the targeting organs or structures and its neighbor-

ng tissues is usually ambiguous with limited contrast, which is

n essence caused by their similar imaging-related physical prop-

rties, e.g., attenuation coefficients in CT imaging and relaxation

imes in MR imaging ( Kronman and Joskowicz, 2016 ). To meet

hese challenges, various algorithms have been extensively studied

n the past decades. Previous algorithms mainly utilized statistical

hape modeling, level sets, active contours, multi-atlas and graph-

cal models, with hand-crafted features. However, these hand-

rafted features usually have too limited representation capability

o deal with the large variations of appearance and shape. Later on,

earning based methods have been explored to seek more power-

ul features, but it is still difficult for those methods to take full

dvantage of the 3D spatial information existing in the volumetric

edical images to achieve satisfactory segmentation results. 

Recently, convolutional neural networks (CNNs), leveraging

heir hierarchically learned highly representative features, have

evolutionized the natural image processing ( Krizhevsky et al.,

012; He et al., 2016; Long et al., 2015 ), and also witnessed suc-

essful applications in medical image analysis domain ( Albarqouni

t al., 2016; Chen et al., 2017; Moeskops et al., 2016a; Setio et al.,

016 ). Deep learning based methods have been emerging as a com-

etitive and important branch of alternatives to resolve the tradi-

ional medical image segmentation tasks. While deep CNNs have

chieved remarkable success in 2D medical image segmentations

 Xing et al., 2016; Chen et al., 2016d; Dhungel et al., 2015 ), it is still

 difficult task for CNNs to segment objects from 3D medical im-

ges owing to the following mutually affected challenges. First, the

D medical images have much more complicated anatomical en-

ironments than 2D images, and hence 3D variants of CNNs with

uch more parameters are usually required to capture more repre-

entative features. Second, training such a 3D CNN often confronts

arious optimization difficulties, such as over-fitting, gradients van-

shing or exploding, and slow convergence speed. Third, the inade-

uacy of training data in many medical applications makes captur-

ng distinctive features and training a deep 3D CNN even harder. 

In this paper, we present a novel and efficient 3D CNN equipped

ith fully convolutional architecture and a 3D deep supervision

echanism to comprehensively address these challenges of volu-

etric medical image segmentation. We call it 3D DSN for short.

ur contributions are summarized as follows: 

• First, we develop a 3D fully convolutional architecture with

3D deconvolutional layers to bridge the coarse feature vol-

umes to the dense probability predictions for voxel-level seg-

mentation tasks. This architecture is capable of eliminating

redundant computations of patch-based methods and realiz-

ing volume-to-volume learning and inference. Moreover, the

per-voxel-wise error back-propagation extensively enlarges the

training database, and hence alleviates the risk of over-fitting

on limited training data. 
• We further propose a 3D deep supervision mechanism by for-

mulating an objective function that directly guides the training

of both upper and lower layers in order to reinforce the proro-

gation of gradients flows within the network and hence learn

more powerful and representative features. Such a mechanism

can simultaneously speed up the optimization process and im-

prove discrimination capability of the model. 
• We extensively validate our proposed 3D DSN on two typi-

cal yet highly challenging volumetric medical image segmen-

tation tasks: (i) liver segmentation from 3D CT scans and (ii)

whole heart and great vessels segmentation from 3D MR im-

ages, by participating two well-known and influential chal-
lenges: (i) Segmentation of Liver Competition from MICCAI 2007

and (ii) Whole-Heart and Great Vessels Segmentation from 3D

Cardiovascular MRI in Congenital Heart Disease from MICCAI

2016. We have achieved better or comparable segmentation re-

sults compared with many state-of-the-art approaches in both

challenges, demonstrating the effectiveness and generalization

capability of the proposed 3D DSN. 

A preliminary version of this work was presented in MICCAI

016 ( Dou et al., 2016a ). In this paper, we have substantially re-

ised and extended the original paper. The main modifications in-

lude elaborating proposed methods, analyzing underlying design

rinciples, adding much more experiments, discussing advantages

nd limitations, and providing a more comprehensive literature

eview. To facilitate future researches and encourage further im-

rovements, we make our implementation of the 3D DSN publicly

vailable in our project webpage. 1 

. Related work 

While there is a large literature on automated volumetric med-

cal image segmentation, we shall focus on the recently published

NN-based algorithms, which are closely relevant to our work. We

hall also provide comprehensive reviews on automated liver and

eart segmentations, as we take these two applications as exam-

les in this paper. 

.1. CNNs for volumetric structure segmentation 

Convolutional neural networks have been demonstrating state-

f-the-art performance on many challenging medical image analy-

is tasks, including classification ( Sirinukunwattana et al., 2016; Yu

t al., 2017; Jamaludin et al., 2016 ), detection ( Setio et al., 2016;

ou et al., 2016b; Shin et al., 2016 ) and segmentation ( Ciresan

t al., 2012; Havaei et al., 2016 ) in recent years. CNN-based volu-

etric medical image segmentation algorithms can be broadly cat-

gorized into two groups, i.e., 2D CNN based and 3D CNN based

ethods. 

The 2D CNN based methods usually segment the volumetric CT

r MR data in a slice-by-slice manner ( Havaei et al., 2017; Roth

t al., 2016; Moeskops et al., 2016b; Zikic et al., 2014 ). For exam-

les, Havaei et al. (2017) proposed two-pathway shallow networks

ith various cascaded architectures for low/high grade glioblas-

omas segmentation in brain MR images. Roth et al. (2016) pro-

osed spatial aggregation of holistically-nested networks for pan-

reas segmentation in CT scans. Another representative work was

-Net ( Ronneberger et al., 2015 ) which formed a 2D fully convo-

utional architecture ( Long et al., 2015 ) and was efficient for dense

edical image segmentations. 

Even though these 2D CNN based methods have greatly im-

roved the segmentation accuracy over traditional hand-crafted

eatures based methods, they are conceivably not optimal for vol-

metric medical image analysis as they cannot take full advan-

age of the special information encoded in the volumetric data.

he 2.5D methods ( Roth et al., 2014 ) have been proposed to in-

orporate richer spatial information but were still limited to 2D

ernels. To overcome this shortcoming, 3D CNN based algorithms

 Chen et al., 2016; Kamnitsas et al., 2017 ) have been recently pro-

osed, aiming at extracting more powerful volumetric representa-

ions across all three spatial dimensions. For example, Kamnitsas

t al. (2017) proposed a 3D network consisting of dual pathways

nd the training strategy exploited a dense inference technique on

mage segments to overcome computational burden. Further using

http://www.cse.cuhk.edu.hk/~qdou/3d-dsn/3d-dsn.html
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a 3D conditional random field model, this framework has demon-

strated state-of-the-art performance on lesion segmentation from

multi-channel MR volumes with traumatic brain injuries, brain tu-

mors and ischemic stroke. 

Concurrent with our MICCAI paper ( Dou et al., 2016a ), which

we substantially revised in this extended version, several 3D

volume-to-volume segmentation networks have been proposed, in-

cluding 3D U-Net ( Çiçek et al., 2016 ), V-Net ( Milletari et al., 2016 ),

I2I-3D ( Merkow et al., 2016 ) and VoxResNet ( Chen et al., 2017 ).

The 3D U-Net extended the 2D U-Net into a 3D version, which

had an analysis path to abstract features and a synthesis path to

produce a full-resolution segmentation. Shortcut connections were

established between layers of equal resolution in the analysis and

synthesis paths. The V-Net divided the architecture into stages and

incorporated residual connections. V-Net was trained towards a

novel Dice coefficient based objective function which aimed to deal

with the class imbalance situation. The VoxResNet profoundly bor-

rowed the spirit of 2D deep residual learning ( He et al., 2016 ) and

constructed a very deep 3D network. Multi-modality input and

multi-level contextual information were further leveraged to pro-

duce state-of-the-art brain segmentation results. The I2I-3D was

the most similar work to ours and was proposed for vascular

boundary detection. To localize small vascular structures, complex

multi-scale interactions were designed via mixing layers which

concatenated features in upper and lower layers, following 1 ×
1 × 1 convolution. The I2I-3D included auxiliary supervision via

side outputs in a holistic and dense manner, sharing the spirit

of Xie and Tu (2015) . Differently, our method employs supervision

in a sparse manner, which can greatly reduce the scale of network

parameters and the computation workload. Furthermore, we im-

plicitly incorporate multi-scale information by aggregating the side

outputs and final outputs as the unary potential into a CRF model.

2.2. Liver segmentation 

Accurate liver segmentation is fundamental for various

computer-aided procedures including liver cancer diagnosis,

hepatic disease interventions and treatment planning ( Heimann

et al., 2009a; Campadelli et al., 2009 ). The challenges of automated

liver segmentation in 3D CT scans arise from the large inter-patient

shape variation, low intensity contrast between liver and adjacent

organs (e.g., stomach, pancreas and heart), and the existence of

various pathologies (e.g., tumors, cirrhosis and cysts). A variety of

automatic approaches have been proposed for liver segmentation,

reflecting the importance as well as difficulty of this application.

Campadelli et al. (2009) have conducted a comprehensive review

of CT-based liver segmentation techniques. 

Driven by the gray scale distribution in contrast-enhanced 3D

CT images, early automatic solutions were dedicated to region

growing ( Rusko et al., 2007 ), active contours ( Shang et al., 2011;

Suzuki et al., 2010 ) and clustering based approaches ( Zhao et al.,

2010 ). By further considering the structural information, statistical

shape models ( Cootes et al., 1995; Heimann and Meinzer, 2009 )

became the most successful and popular branch, which incorpo-

rated shape priors ( Heimann et al., 2007; Kainmüller et al., 2007;

Wimmer et al., 2009 ), intensity distributions ( Kainmüller et al.,

2007 ), as well as boundary and region information ( Wimmer et al.,

2009 ) to describe the features of liver and delineate its boundary.

Meanwhile, some researches have employed graph cuts ( Li et al.,

2015; Linguraru et al., 2012 ) or level set ( Li et al., 2013 ) techniques

to segment the liver and its interior lesions from 3D CT images. Re-

cently, learning based methods have been emerging as promising

alternatives which constructed discriminative classifiers to label

the target/non-target regions ( Danciu et al., 2012; Freiman et al.,

2011 ), or sought sparse representations for powerful features ( Al-

Shaikhli et al., 2015 ). A pioneer learning based work was Ling et al.
2008) which proposed a hierarchical model using marginal space

earning. Recently, the CNNs have been employed for automatic

iver segmentation ( Christ et al., 2016 ), which was based on a 2D

NN architecture with a 3D conditional random field model. 

.3. Whole heart and great vessel segmentation 

Automatic volumetric cardiac image segmentation is crucial

or clinical cardiac applications, such as quantitative evaluation of

lood ejection, atrial fibrillation ablation and cardiovascular surgi-

al planning for congenital heart disease ( Frangi et al., 2001; Wang

t al., 2009; Tobon-Gomez et al., 2015 ). Subjecting to the large

hape variations, low contrast of myocardium against surrounding

issues and branchy structure of vessels, developing automatic car-

iac image segmentation methods presents to be a very challeng-

ng task ( Petitjean and Dacher, 2011 ). 

Driven by boundary information, early automatic solutions re-

orted to active contours ( Jolly et al., 2001; Kaus et al., 2004 )

nd level sets boosted variants ( Fritscher et al., 2005 ). By in-

orporating explicit 2D/3D shape and texture prior knowledge

f heart and vessels, statistical shape models ( Van Assen et al.,

006; Koikkalainen et al., 2008; Peters et al., 2010 ) and appear-

nce models ( Mitchell et al., 2001 ) which could potentially tackle

he boundary deficiency became the frequent choices for cardiac

mage segmentation. Another popular stream was multi-atlas seg-

entation which propagated the class labels of cardiac atlas im-

ges to unseen cases utilizing image registration and label fusion

echniques ( Rueckert et al., 2002; Zhuang et al., 2010 ). However,

he limited discrimination capability of hand-crafted features, the

ubjective landmark annotations in training and the sensitivities

o initializations would set the performance bottleneck on afore-

entioned attempts. Learning based methods have been rapidly

merging as viable alternatives for this application. For quantitative

unctional analysis of heart, Zheng et al. (2008) explored marginal

pace learning to localize key anatomical landmarks, which guided

 3D shape model to delineate the boundary of chambers. Based

n compact and discriminative features, Zhen et al. (2017) pro-

osed to learn a direct regression relationship between image ap-

earance and four-chamber volume segmentation. The latest ad-

ancements for cardiac segmentation were dedicated to CNNs

hich hierarchically extract representations in a data-driven man-

er, for examples, Tran (2016) employed fully convolutional net-

orks and Wolterink et al. (2016) utilized dilated convolutional

eural networks. 

. Methods 

The architecture of our proposed 3D DSN is illustrated in Fig. 1 ,

here we take the 3D liver segmentation as an example. In or-

er to achieve efficient end-to-end learning and inference, we first

evelop a 3D fully convolutional network which enables per-voxel-

ise error back-propagation during the training procedure and di-

ectly outputting of an equal-sized prediction volume with the in-

ut volume during the testing procedure. More importantly, we

ropose a 3D supervision mechanism and seamlessly integrate it

nto the fully convolutional network to cope with the optimiza-

ion difficulties when training such a deep network with limited

raining data, and hence to accelerate the convergence speed and

mprove the discrimination performance of the network. We em-

loy a fully connected conditional random field model on top of

he score volumes generated from 3D DSN to obtain the segmen-

ation results. 
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Fig. 1. The architecture of the proposed 3D DSN (taking 3D liver segmentation as an example), with intermediate feature volumes, deep supervision layer predictions and 

last layer score volumes visualized in colormap. 
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.1. 3D convolutional network 

Considering that extracting feature representations across

hree-dimensional anatomical context is vitally important for volu-

etric medical image segmentation, we first implement a 3D CNN.

ompared with its 2D counterparts, the 3D CNN is capable of en-

oding representations from volumetric receptive fields, and there-

ore extracting more discriminative features via richer 3D spatial

nformation. The main components of the 3D CNN are the 3D con-

olutional layers and 3D sub-sampling (i.e., max-pooling) layers,

hich are successively stacked as a hierarchical architecture. The

eature maps containing neuron activations in each layer are a set

f 3D tensors; we refer them as feature volumes hereafter in this

aper. 

To generate a new feature volume in a convolutional layer, we

stablish a set of 3D kernels sweeping over the inputs, sum up the

ctivations from these kernels, add a bias term and finally apply

 non-linear activation function. The neurons have sparse interac-

ions and the kernel weights are spatially shared, which can greatly

educe the number of parameters and hence alleviate the compu-

ational workload of the model. The 3D kernels are learned via the

tochastic gradient descent in a data-driven manner, which is the

ey advancement of convolutional networks compared with tradi-

ional pre-defining transformations of hand-crafted features. 

In a sub-sampling layer, the output responses from a convo-

utional layer are further modified by computing the summary

tatistic of nearby neurons. In our 3D max-pooling function, the

aximum response within a small cubic neighborhood is selected

ut and proceeded to subsequent computations. After the pool-

ng operation, the resolution of feature volumes are reduced cor-

esponding to the pooling kernel size. Theoretically, the pooling

ontributes to make the learned features become invariant to lo-

al translations in 3D space, which is a very useful characteristic

or image processing ( Goodfellow et al., 2016 ). 

.2. 3D end-to-end learning for volumetric segmentation 

In a classic CNN such as the AlexNet ( Krizhevsky et al., 2012 )

nd the VGGNet ( Simonyan and Zisserman, 2014 ), the last several

ayers are typically fully-connected ones, which restrict the net-

ork to take fixed-sized input image and generate non-spatial pre-

ictions (usually a probability vector with a length of the number
f target classes). Patch-based methods ( Ciresan et al., 2012 ) are

easible to provide predictions with spatial information, but they

re quite computation-intensive and therefore not practical for vol-

metric segmentation, which requires dense predictions for every

oxel of the 3D images. 

In this regard, we cast the fully-connected layer into convo-

utional layer by re-organizing the parameter weight matrix into

igh-dimensional convolution kernels ( Long et al., 2015 ). In this

ase, the entire network forms a fully convolutional architecture,

here all layers are either convolutional or pooling, and both have

o restriction on fixed-sized input. In other words, the network is

ble to input volumetric images with arbitrary sizes, and output

patially arranged classification probability volumes for the entire

nput images. Therefore, the fully convolutional network success-

ully eliminates the redundant computations due to overlappings

n the patch-based methods. 

While the fully convolutional architecture can predict score

olumes for arbitrary-sized inputs, the outputs are usually quite

oarse with reduced dimensions compared with the original input

mage due to successive abstractions. In this case, the image vox-

ls receive predictions at a stride corresponding to the setting of

ooling layers in the network. However, the segmentation tasks re-

uire very dense predictions where each single voxel should obtain

 class label. One straightforward way to achieve this is to interpo-

ate the coarse score volumes into full-sized segmentation masks.

ut an obvious disadvantage of this approach is that it is difficult

o determine the interpolation weights and inappropriate weights

ould introduce imprecise results, especially for the boundary re-

ions. 

We alternatively solve this problem using an effective and ef-

cient method. We develop 3D deconvolutional layers to bridge

he coarse feature volumes to the dense probability predictions.

pecifically, we iteratively conduct a series of 3 × 3 × 3 convolu-

ions with a backwards strided output (e.g., stride of 2 for double

ize up-scaling). This deconvolution operation can be regarded as

 reverse procedure of the convolutions in the forward pass with a

orresponding stride. This strategy is quite effective to reconstruct

epresentations from nearby neighborhoods and to up-scale feature

olumes to the resolution of original input volumes. Furthermore,

hese deconvolutional kernels are built in-network and also train-

ble during the learning process. 
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Overall, the architecture forms a 3D variant of fully convolu-

tional network which enables efficient end-to-end learning and in-

ference, i.e., inputting a volumetric volume with an arbitrary size

and directly outputting an equal-sized prediction score volume

(see Fig. 1 ). To train such a network, the segmentation masks with

the same size of the input volumes are employed as the ground

truth labels. The optimized loss function is formulated as the sum

of the negative log-likelihoods over all the spatial locations of the

input images. When we randomly crop training patches from the

whole image, we can regard all the spatial components within the

input as a training mini-batch for performing stochastic gradient

descent. For each iteration of parameter updating, the learning of

the 3D network is formulated as a per-voxel-wise classification er-

ror back-propagation conducted in a volume-to-volume manner. 

Besides the advantage of computation efficiency, the end-to-end

learning also benefits the optimization procedure. Previous patch-

based methods would restrict the loss to a randomly sampled sub-

set of spatial locations whereas excluding some locations from the

gradient computation. In contrast, our end-to-end training with

per-voxel-wise error computation would dramatically enlarge the

equivalent training database. To the end, the risk of serious over-

fitting could be potentially alleviated, which is crucial for many

medical applications facing the hardships of insufficiency of train-

ing data. Last but not least, the end-to-end network is also eco-

nomical with regard to storage consumption, since the patches are

cropped online and there is no need to pre-save training samples. 

3.3. 3D deep supervision mechanism 

To segment the organ or structures from the complicated

anatomical environments in volumetric medical images, we usu-

ally need relatively deep models to encode highly representa-

tive features. However, training a deep network is broadly recog-

nized as a difficult task. One notorious problem is the presence

of gradients vanishing or exploding which would make the loss

back-propagation ineffective and hamper the convergence of the

training process ( Glorot and Bengio, 2010a ). Particularly, Bradley

(2010) found that the back-propagated gradients would become

smaller as they move from the output layer towards the input layer

during the training. This would make different layers in the net-

work receive gradients with very different magnitudes, leading to

ill-conditioning and slower training. The training challenges could

be severer in our volumetric medical image segmentation tasks

due to the low inter-class voxel variations in medical images, the

larger amount of parameters in 3D networks compared with 2D

counterparts and the limited training data for many medical appli-

cations. 

In order to counteract the adverse effects of unstable gradients

changes, we propose to exploit explicit supervision to the train-

ing of hidden layers in our 3D fully convolutional network. Specif-

ically, we first up-scale some lower-level and middle-level feature

volumes using additional deconvolutional layers. Then, we employ

the softmax function on these full-sized feature volumes and ob-

tain extra dense predictions. For these branched prediction results,

we calculate their classification errors (i.e., negative log-likelihood)

with regard to the ground truth segmentation masks. These aux-

iliary losses together with the loss from the last output layer are

integrated to energize the back-propagation of gradients for more

effective parameter updating in each iteration. 

We call the layers whose feature volumes are directly path-

connected to the last output layer as the mainstream network . Let

w 

l be the weights in the l th ( l = 1 , 2 , . . . , L ) layer of the mainstream

network, we denote the set of weights in the mainstream network

by W = (w 

1 , w 

2 , . . . , w 

L ) . With p ( t i | x i ; W ) representing the proba-

bility prediction of a voxel x i after the softmax function in the last

output layer, the negative-log likelihood loss can be formulated as:
 (X ;W ) = 

∑ 

x i ∈X 
− log p (t i | x i ;W ) , (1)

here X represents the training database and t i is the target class

abel corresponding to the voxel x i ∈ X . 

On the other hand, we call the layers which produce auxil-

ary dense predictions as the branch networks . The deep super-

ision is exactly introduced via these branch networks. To intro-

uce deep supervision from the d th hidden layer, we denote the

eights of the first d layers in the mainstream network by W d =
(w 

1 , w 

2 , . . . , w 

d ) and use ˆ w d to represent the weights which bridge

he d th layer feature volumes to dense predictions, and then the

uxiliary loss for deep supervision can be formulated as: 

 d (X ;W d , ˆ w d ) = 

∑ 

x i ∈X 
− log p (t i | x i ;W d , ˆ w d ) . (2)

inally, we learn the weights W and all ˆ w d using the back-

ropagation algorithm ( LeCun et al., 1989 ) by minimizing the fol-

owing overall objective function: 

 = L (X ;W ) + 

∑ 

d∈D 
ηd L d (X ;W d , ˆ w d ) + λ(‖ W ‖ 

2 + 

∑ 

d∈D 
‖ ̂

 w d ‖ 

2 ) , 

(3)

here ηd is the balancing weight of L d , which is decayed dur-

ng learning, and D is the set of indexes of all the hidden layers

hich are equipped with the deep supervision. The first term cor-

esponds to the output predictions in the last output layer. The

econd term is from the deep supervision. The third term is the

eight decay regularizations and λ is the trade-off hyperparame-

er. In each training iteration, the inputs to the network are large

olumetric data and the error back-propagations from these differ-

nt loss components are simultaneously conducted. 

The effectiveness of the proposed deep supervision mechanism

an be justified from the following two complementary perspec-

ives. First, according to Lee et al. (2015) , who first proposed to im-

rove the convergence rate and discrimination capability of CNNs

or image classification by supervising the training of hidden lay-

rs, the deep supervision can directly drive the low- and mid-level

idden layers to favor highly discriminative features towards ex-

licit predictions. In addition, decomposed from these hidden layer

eatures, representations in upper layers can more easily gain su-

erior determinativeness and therefore further boost its generaliza-

ion capability. Second, introducing such a deep supervision mech-

nism into a CNN can be considered as adding a kind of shortcut

onnections ( Bishop, 1995; Venables and Ripley, 2013 ) established

rom the loss to the weights in hidden layers to a CNN, viewing

he deconvolutional layers as transformations. Such shortcut con-

ections can improve the prorogation of gradient flows within the

etwork so that the gradient vanishing problem can be greatly al-

eviated, and therefore obviously enhance the discrimination ca-

ability of the networks ( He et al., 2016, Srivastava et al., 2015,

zegedy et al., 2015 ). 

.4. Contour refinement with conditional random field 

The contour of ambiguous regions can sometimes be imprecise

f we only utilize probability thresholding on the score volumes

btained from the 3D DSN. To improve the accuracy of the seg-

entation results at these regions, we propose to employ a condi-

ional random field (CRF) model ( Krähenbühl and Koltun, 2011 ) to

efine the segmentation masks. The model solves the energy func-

ion E(y ) = 

∑ 

i − log ˆ p (y i | x i ) + 

∑ 

i, j f (y i , y j ) φ(x i , x j ) , where the first

erm is the unary potential indicating the distribution over label

ssignment y at a voxel x . To aggregate multi-scale information,
i i 
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he ˆ p (y i | x i ) is initialized as the linear combination of the last out-

ut layer and the branch network predictions obtained from the

D deeply supervised network: 

ˆ p (y i | x i ) = (1 −
∑ 

d∈D 
τd ) p(y i | x i ;W ) + 

∑ 

d∈D 
τd p(y i | x i ;W d , ˆ w d ) . (4)

he second term in E ( y ) is the pairwise potential, where f ( y i , y j ) = 1

f y i � = y j , and 0 otherwise; the φ( x i , x j ) incorporates the local ap-

earance and smoothness by employing the gray-scale value I i and

 j and bilateral position s i and s j of the voxel x i and x j , as follows: 

(x i , x j ) = μ1 exp 

(
−‖ s i − s j ‖ 

2 

2 θ2 
α

− ‖ I i − I j ‖ 

2 

2 θ2 
β

)

+ μ2 exp 

(
−‖ s i − s j ‖ 

2 ) 

2 θ2 
γ

)
. (5) 

he constant weights τ d in the unary potential and parameters μ1 ,

2 , θα , θβ , θγ in the pairwise potential were optimized using a

rid search on the training set. 

. Experimental datasets and materials 

We extensively validated the proposed 3D DSN with two chal-

enging segmentation tasks, i.e., liver segmentation from abdomen

D CT scans and heart segmentation from 3D MR images, by par-

icipating two well-known challenges held in conjunction with

ICCAI. In this section, we will introduce the datasets employed in

ur experiments. In Section 5 , we shall report our extensive exper-

ments for analyzing the effectiveness of the 3D deep supervision

echanism. In Section 6 , we shall comprehensively present the re-

ults of these two challenges. 

.1. Liver segmentation dataset 

To validate our proposed method on the application of liver

egmentation, we employed the SLiver07 ( Heimann et al., 2009b )

ataset, which was from the Segmentation of Liver Competition held

n conjunction with MICCAI 2007, and the grand challenge re-

ained open afterwards. The dataset totally consisted of 30 CT

cans with 20 training and 10 testing. All the CT images were

cquired contrast-dye-enhanced in the central venous phase. De-

ending on the machine and protocol used, the pixel spacing var-

ed from 0.55 to 0.80 mm in the transverse plane, and the slice

istance varied from 1 to 3 mm. We normalized the intensities of

T images into the range of [0, 1]. During training, we randomly

ropped patches of size 160 × 160 × 72, and performed rotation

ugmentations of [90 °, 180 °, 270 °] in the transverse plane. Most of

he CT scans were pathologic and included tumors, metastasis and

ysts of different sizes. The referenced segmentation masks were

efined as the entire liver tissue including all internal structures

ike vessel systems, tumors, etc., and were manually delineated by

adiologist experts. The ground truths of the training set were re-

eased to competitors to develop their methods, and ground truths

f the testing set are held out by the challenge organizers for in-

ependent evaluation. 

.2. Heart segmentation dataset 

To validate our proposed method on the application of heart

egmentation, we employed the dataset of MICCAI 2016 Challenge

n Whole-Heart and Great Vessel Segmentation from 3D Cardiovas-

ular MRI in Congenital Heart Disease , for short, the HVSMR chal-

enge. The dataset overall consisted of 20 axial, cropped images

ith 10 training and 10 testing. The cardiovascular MR images

ere acquired in an axial view on a 1.5T scanner without contrast
gent using a steady-state free precession pulse sequence. The im-

ge dimension and spacing varied across subjects with an average

f 390 × 390 × 165 and 0 . 90 × 0 . 90 × 0 . 85 mm , respectively. All

he MR images were normalized to have zero mean and unit vari-

nce. We utilized data augmentations including random rotations

f [90 °, 180 °, 270 °] and flipping along the axial plane. Some sub-

ects had congenital heart defects and some had undergone inter-

entions. The task of the challenge was to segment the blood pool

nd myocardium from a 3D cardiovascular MR volume. The blood

ool class included the left and right atria, left and right ventricles,

orta, pulmonary veins, pulmonary arteries, and the superior and

nferior vena cava. Vessels (except the aorta) were extended only a

ew centimeters past their origin. The segmentations of the blood

ool and ventricular myocardium were manually delineated by a

rained rater, and validated by two clinical experts. The ground

ruths of the training set were released to competitors, and those

f the testing are held out by the challenge organizers for indepen-

ent evaluation. 

. Analysis of 3D deep supervision 

In this section, we experimentally analyze the effectiveness of

he 3D deep supervision mechanism as well as the end-to-end

raining strategy. To conduct the experiments, for each dataset,

e split the images with ground truths masks into validation

nd training subsets in order to more clearly analyze the learning

rocess and compare the segmentation results. We constructed a

aseline model which was a pure 3D end-to-end network without

ny deep supervision. This baseline model had identical architec-

ure as the mainstream network of 3D DSN. 

.1. Learning curves 

We first analyze the learning process of the proposed 3D

SN and the baseline model without deep supervision. As shown

n Fig. 2 , in all cases, the validation loss consistently decreases

s the training loss goes down, demonstrating that no serious

ver-fitting is observed even with such small datasets. These re-

ults present the effectiveness of the voxel-to-voxel error back-

ropagation learning strategy benefiting from the 3D fully convolu-

ional architecture. By regarding each single voxel as an indepen-

ent training sample, the actual training database is dramatically

nlarged and therefore the risk of over-fitting can be alleviated

ompared with traditional patch-based training schemes. 

When comparing the learning curves of the 3D DSN and the

ure 3D CNN, the 3D DSN converges much faster than the pure

D CNN. Particularly during the early learning stage, the loss of 3D

SN reduces much faster than the pure 3D CNN. This trend is es-

ecially obvious in the left figure in Fig. 2 , where the 3D DSN suc-

essfully conquers the difficulty of vanishing/exploding gradients

n the beginning and achieves a steady decrease of loss, whereas

he 3D CNN experiences a plateaus without effective update of pa-

ameters ( Glorot and Bengio, 2010b ). These results demonstrate the

roposed 3D deep supervision mechanism can effectively speed

p the training procedure by overcoming optimization difficulties

hrough managing the training of both upper and lower layers in

he network. Furthermore, it is also observed that the 3D DSN fi-

ally achieves lower training as well as validation loss, which is

ore discernible for the heart segmentation task. This corroborates

hat the 3D deep supervision mechanism can also improve the dis-

rimination capability of the network. Since the heart segmenta-

ion task is a multi-class labeling problem which is more complex

han binary classification, the superior efficacy of 3D deep super-

ision is more visible compared with the liver segmentation task. 
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Fig. 2. Comparison of learning curves of the 3D DSN and the pure end-to-end 3D CNN without the deep supervision mechanism. The left and right figures are from liver 

and heart segmentation datasets, respectively. 

Fig. 3. Visualization of the learned 3D kernels in the first layer of (a) 3D CNN and 

(b) 3D DSN, each column presents a single kernel of size 9 × 9 × 7 expanded along 

the third dimension as seven 9 × 9 maps. 
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5.2. Visualization of 3D network kernels and features 

Next, we visualize the intermediate results of the neural net-

works trained on the liver segmentation dataset to validate the ef-

fectiveness of the deep supervision on early layers in the training

process. Fig. 3 visualizes the learned 3D kernels of the first convo-

lutional layer with (a) from the pure end-to-end 3D CNN and (b)

from the 3D DSN. Each column presents a single kernel sized 9 × 9

× 7, and we expand it as seven 9 × 9 2D maps for clear visualiza-

tion. Our networks in this layer employ eight 3D kernels, so here

we visualize all the learned kernels of the layer. It is observed that

the kernels of 3D DSN have learned clearer and more organized

oriented patterns compared with the pure 3D CNN without any

auxiliary supervision. In Fig. 4 , we further visualize the set of cor-

responding feature volumes produced by these 3D kernels in the

first convolutional layer, which are explicitly displayed in a slice-

wise manner. We extract one slice from each feature volume and

here we sample four feature volumes for visualization. We can find

that the extracted features by the 3D DSN present less correlations

than the pure 3D CNN, which can indicate a superior representa-

tive capability of the features from 3D DSN ( Lee et al., 2015 ). Here,

we do not visualize the learned kernels for heart segmentation, be-

cause we employed small 3 × 3 × 3 kernels for this task, which

are unattainable to intuitively interpret due to the small size. 
.3. Qualitative comparison of heart segmentation results 

Finally, we qualitatively evaluate the efficacy of the 3D deep su-

ervision mechanism on the heart segmentation task. Fig. 5 visu-

lly compares the segmentation results obtained from the 3D DSN

nd pure end-to-end 3D CNN. The first three rows present results

rom three view directions, i.e., sagittal plane, transverse plane and

oronal plane from top to down; and the last row presents 3D

econstructions of the volumetric results. The first column is the

aw cardiac MR image; the second and third columns are results

rom 3D CNN and 3D DSN, respectively; the fourth column shows

he ground truth segmentation mask. It is observed that the 3D

NN is able to produce acceptable results which can already delin-

ate general boundaries for the great vessels of the heart, indicat-

ng the effectiveness of the 3D fully convolutional architecture. By

everaging deep supervision, the 3D DSN can generate more precise

oundaries for the blood pool, see the yellow arrows in Fig. 5 . In

ddition, the 3D DSN demonstrates sensible superior performance

hen segmenting the myocardium regions, which is the most chal-

enging element in this application. For examples, observing the

rst column, the contours of 3D DSN results (blue lines) are more

loser to the ground truth (magenta lines) than contours of the

ure 3D CNN results (cyan lines). In addition, viewing the 3D re-

onstruction results, the 3D DSN presents more accurate segmen-

ations for the myocardium which coincide well with the ground

ruth, whereas the pure 3D CNN misclassifying some myocardium

issues as blood pool or background. 

. Experimental segmentation results 

.1. Liver segmentation from 3D CT volumes 

.1.1. Network architecture and training settings 

Our 3D deeply supervised network for liver segmentation con-

isted of 11 layers, i.e., 6 convolutional layers, 2 max-pooling lay-

rs, 2 deconvolutional layers and one softmax output layer, in the

ainstream network. To be specific, after the input layer, we first

tacked two convolutional layers (i.e., conv1a and conv1b both

ith size 8@9 × 9 × 7), and one max-pooling layer (i.e., pool1

ith down-sampling stride of 2). Next, we employed another two

onvolutional layers (i.e., conv2a 16@7 × 7 × 5 and conv2b 32@7 ×
 × 5), and one max-pooling layer (i.e., pool2 with down-sampling

tride of 2). Then, two more convolutional layers (i.e., conv3a 32@5
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Fig. 4. Visualization of typical features in the first layer of (a) 3D CNN and (b) 3D DSN. Slices are extracted from the feature volumes for clear visualization. 
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5 × 3 and conv3b 32@1 × 1 × 1) were connected. We designed

elatively large kernel sizes for the down-sampling path in order

o form a proper receptive field to recognize the liver region. 

Since we max-pooled twice, we utilized two deconvolutional

ayers via which to obtain full-sized prediction score volume. A

oftmax layer was used to obtain the prediction probabilities. We

njected the 3D deep supervision via two layers (i.e., pool1 and

ool2), whose feature volumes were up-scaled for auxiliary clas-

ifiers. The numbers of deconvolutional layers in the branch net-

orks were determined by the reduced size of hidden feature vol-

mes. In our implementation, one and two deconvolutional layers

ollowed the pool1 and pool2 layer, respectively. 

We trained the network from scratch with weights initialized

rom Gaussian distribution ( μ= 0 , σ = 0 . 01 ). The learning rate was

nitialized as 0.1 and divided by 10 every fifty epochs. The deep

upervision balancing weights were initialized as 0.3 and 0.4, and

hen decayed as training going on. We cropped patches of size 160

160 × 72 as input to the network and the training was stopped

hen the validation accuracy did not increase anymore. 

.1.2. Segmentation evaluation metrics 

The challenge employed five evaluation metrics based on volu-

etric overlap and surface distances. The five measurements in-

lude volumetric overlap error (VOE[%]), relative volume differ-

nce (VD[%]), average symmetric surface distance (AvgD[mm]), root

ean square symmetric surface distance (RMSD[mm]) and maxi-

um symmetric surface distance (MaxD[mm]). 

The volumetric overlap error and the relative volume difference

re volumetric measurements given in percentage. Denoting our

egmentation results by R and the ground truth masks by G , the

OE and VD are calculated as: 

 OE(R, G ) = 

(
1 − | R ∩ G | 

| R ∪ G | 
)

· 100% , 

V D (R, G ) = 

| R | − | G | 
| G | · 100% . 

(6) 

The VOE calculates the ratio between the intersection and

nion of the produced results and reference masks. This metric is

orrelated with the Jaccard coefficient. A value of 0 represents a

erfect segmentation and 100 if the results and reference have no

verlap at all. The VOE is one of the most popular and important
etric to evaluate the accuracy of segmentation results ( Heimann

t al., 2009b ). On the other hand, the VD non-symmetrically calcu-

ates the difference of volumes in the results and reference. A value

f 0 represents that both volume sizes are equal, but does not im-

ly that R and G are identical. Combined with other measurements,

he VD reveals if a method tends to over- (positive number) or

nder- (negative number) segment the image. 

The average symmetric surface distance, the root mean square

ymmetric surface distance and the maximum symmetric surface

istance are surface based measurements given in millimeters. If a

oxel has at least one non-object voxel within its 18-neighborhood,

hen this voxel is regarded as a surface voxel ( Heimann et al.,

009b ). For each surface voxel of segmentation results R , the Eu-

lidean distance to the closest surface voxel from the ground truth

 is calculated, and vice versa. Let S ( R ) denote the set of surface

oxels of R , the shortest distance of an arbitrary voxel v to S ( R ) is

efined as d(v , S(R )) = min s R ∈ S(R ) || v − s R || . Based on this, the aver-

ge symmetric surface distance is calculated as: 

 v gD (R, G ) = 

1 

| S(R ) | + | S(G ) | 

×
( ∑ 

s R ∈ S(R ) 

d(s R , S(G )) + 

∑ 

s G ∈ S(G ) 

d(s G , S(R )) 

) 

(7) 

The AvgD is the most popular and important surface based met-

ic in segmentation evaluations, which is of similar significance

o the VOE for volumetric evaluation. In combination with AvgD,

hen using the squared Euclidean distance, the root mean square

ymmetric surface distance is calculates as: 

RMSD (R, G ) = 

√ 

1 

| S(R ) | + | S(G ) | 

·
√ ∑ 

s R ∈ S(R ) 

d 2 (s R , S(G )) + 

∑ 

s G ∈ S(G ) 

d 2 (s G , S(R )) (8) 

When using the maximum symmetric distance, the MaxD is

alculated as: 

axD (R, G ) = max 
{

max 
s R ∈ S(R ) 

d(s R , S(G )) , max 
s G ∈ S(G ) 

d(s G , S(R )) 
}

(9)
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Fig. 5. Qualitative comparison of heart segmentation results with and without 3D deep supervision. Columns from left to right are the raw MR images, pure 3D CNN results, 

3D DSN results and the ground truth masks. The white and gray regions denote structures of the blood pool and myocardium, respectively. In the first column, we overlay 

the contours of myocardium with the pure 3D CNN results, 3D DSN results and the ground truth masks indicated in cyan, blue, and magenta colors, respectively. The last 

row presents 3D reconstructions of the data and segmentations with red for blood pool and green for myocardium. (For interpretation of the references to color in this figure 

legend, the reader is referred to the web version of this article.) 
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This metric is also known as Hausdorff distance ( Huttenlocher

et al., 1993 ), and it is sensitive to outliers because the maximum

error is counted. For all the five measurements, lower absolute val-

ues indicate better segmentation performance. 

6.1.3. Segmentation results 

On the SLiver07 dataset, we conduct a series of experiments

to analyze the contributions of different components in the pro-

posed method. We first compare with the results of a baseline

pure end-to-end 3D network (the same configuration as reported

in Section 5 ) and the proposed 3D DSN. We then add CRF (parame-

ters of μ1 =5 , θα =20 , θβ =30 , μ2 =3 , θγ =3 ) as a post-processing

step to these two networks. 

In this regard, we totally get four settings and we call them 3D-

CNN, 3D-DSN, 3D-CNN+CRF and 3D-DSN+CRF, respectively. All ex-

periments were conducted on the training set using leave-one-out

strategy. 
Experimental results of various metrics are listed in Table 1 .

omparing results of the 3D-CNN and the 3D-DSN (the first two

ows), we observe that the volumetric overlap error of 3D-DSN re-

uced to 6.27% from 7.68% of 3D-CNN, and the distance measure-

ents were also reduced by introducing the 3D deep supervision.

his demonstrates that the deep supervision is able to enhance

he discrimination capability of the network through strengthening

iscriminativeness of intermediate layers and alleviating gradients

xploding/vanishing. Furthermore, based on the high-quality unary

otential produced by the deep 3D networks, the CRF model fur-

her improves the segmentation accuracy and the surface distance

ased metrics see more significant improvements from the graph-

cal model. For example, the average symmetric surface distance

educed from 1.32 mm to 0.67 mm after performing CRF on top

f 3D-DSN. This post-processing step has potential significance for

urther processing such as reconstruction and visualization. Typ-

cal examples of liver segmentation results using our framework

re shown in Fig. 6 . Leveraging the high-level discriminative rep-
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Table 1 

Quantitative evaluation results of our methods under different settings. 

Methods VOE[%] VD[%] AvgD[mm] RMSD[mm] MaxD[mm] 

3D-CNN 7.68 ±1.02 1.98 ±1.75 1.56 ±0.21 4.09 ±0.41 45.99 ±21.78 

3D-DSN 6.27 ±0.89 1.46 ±1.56 1.32 ±0.18 3.38 ±0.24 36.49 ±19.65 

3D-CNN + CRF 5.64 ±0.77 1.72 ±1.43 0.89 ±0.15 1.73 ±0.37 34.42 ±17.23 

3D-DSN + CRF 5.37 ±0.73 1.32 ±1.35 0.67 ±0.12 1.48 ±0.21 29.63 ±16.31 

Fig. 6. Examples of segmentation results of our proposed method. The ground-truths are denoted in green, and our results are in red. Each column corresponds to a subject 

with three view planes, i.e., transverse, sagittal and coronal planes, from top to bottom. (For interpretation of the references to color in this figure legend, the reader is 

referred to the web version of this article.) 

Table 2 

Comparison with different approaches on the liver segmentation testing set. 

Teams VOE[%] VD[%] AvgD[mm] RMSD[mm] MaxD[mm] Runtime 

ZIB-Charite ( Kainmüller et al., 2007 ) 6.09 ±2.02 −2.86 ±2.76 0.95 ±0.33 1.87 ±0.76 18.69 ±8.02 15 min 

MBI@DKFZ ( Heimann et al., 2007 ) 7.73 ±1.81 1.66 ±3.02 1.39 ±0.39 3.25 ±1.28 30.07 ±9.70 7 min 

MBI-DKFZ (2016) 5.90 ±1.00 1.17 ±1.82 0.98 ±0.17 2.08 ±0.48 21.63 ±4.47 –

TNT-LUH ( Al-Shaikhli et al., 2015 ) 6.44 ±0.66 1.53 ±1.67 0.95 ±0.08 1.58 ±0.25 15.92 ±4.85 –

LME Erlangen ( Wimmer et al., 2009 ) 6.47 ±0.92 1.04 ±2.69 1.02 ±0.16 2.00 ±0.35 18.32 ±4.66 –

Ours (3D-DSN + CRF) 5.42 ±0.72 1.75 ±1.77 0.79 ±0.14 1.64 ±0.37 33.55 ±19.64 1.5 min 

Note: the – means that runtime was not reported. 
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esentations learned from rich 3D contextual information, our 3D-

SN+CRF method can successfully delineate the liver from adja-

ent anatomical structures with low intensity contrast ( Fig. 6 (a)),

onquer the large inter-patient shape variations ( Fig. 6 (b) and (c)),

nd handle the internal pathologies with abnormal appearance

 Fig. 6 (d)). 

We also validated our method on the testing set and submit-

ed our results to challenge organizers for evaluation. Table 2 com-

ares our method with the top-ranking teams in the on-site com-

etition ( Kainmüller et al., 2007; Heimann et al., 2007 ) as well

s published state-of-the-art approaches ( Al-Shaikhli et al., 2015;

immer et al., 2009 ) on the current leaderboard. The method of

IB-Charite ( Kainmüller et al., 2007 ) was based on a constrained

ree-form and statistical deformable model relying on the typical

ntensity distribution around the liver boundary and the neigh-

oring anatomical structures. The method of MBI@DKFZ ( Heimann

t al., 2007 ) first used an evolutionary algorithm to provide the

nitial parameters for a statistical shape model, and then utilized a
eformable mesh which tried to equilibrium between internal and

xternal forces. This method was proposed in the year 2007 and

he same team later made a new submission in the year 2016 re-

orting better results. For fair comparison, we also include their

ew segmentation results here, denoting by MBI-DKFZ (2016) in

able 2 . The new results were produced with an extended 3D

tatistical shape model, which utilized landmark-wise random re-

ression forests for a non-local appearance modeling, then follow-

ng an omni-directional landmark detection. The method of TNT-

UH ( Al-Shaikhli et al., 2015 ) embedded sparse representations of

oth region-based global information and voxel-wise local infor-

ation into a level set formulation. The method of LME Erlan-

en ( Wimmer et al., 2009 ) relied on a combination of a nearest

eighbor boundary appearance model for region information and

 Parzen density estimation based shape modeling. 

From Table 2 , we can observe that our method has achieved

n exceeding VOE of 5.42% and AvgD of 0 . 79 mm , which are

he two most important and commonly used evaluation measure-
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ments ( Heimann et al., 2009b ). The second leading value of VOE is

5.90% from MBI-DKFZ (2016) which is 0.48% behind ours. We also

achieved satisfactory performance on the root mean square sym-

metric surface distance with 1 . 64 mm , which is the second high-

est performance following the 1 . 58 mm from TNT-LUH ( Al-Shaikhli

et al., 2015 ). Our method did not perform well on the metric of

maximum symmetric surface distance, because the MaxD is very

sensitive to outliers, and we did not adopt shape priors in our

method. Overall, our method achieved better or comparable results

when compared with these state-of-the-art algorithms. 

Considering the potential requirements for intraoperative plan-

ning and guidance, we also recorded the time performance of our

method. Our framework took about 1.5 min to handle a CT volume

using GPU acceleration. In fact, our 3D network was very fast and

most of the time was spent by the CRF model. Previous methods

usually took several minutes or even longer to process one subject

as reported in their papers, but some of them did not harness GPU

for acceleration. 

6.2. Heart segmentation from 3D MR volumes 

6.2.1. Network architecture and training settings 

We then evaluate the proposed 3D DSN on the heart seg-

mentation application. The network architecture employed were

similar to the one used in liver segmentation with some slight

differences adapted for special characteristics of the structures.

Specifically, we constructed a 14-layer network stacking 7 con-

volutional layers, 3 max-pooling layers, 3 deconvolutional lay-

ers and one softmax output layer in the mainstream network.

The detailed down-sampling path was input-conv1a-pool1-conv2a-

conv2b-pool2-conv3a-conv3b-pool3-conv4a-conv4b. 

All the convolutional layers employed small kernels of 3 × 3 ×
3, considering the small structures of myocardium. For the num-

ber of feature volumes, conv1a had 32 kernels; conv2a and conv2b

had 64 kernels; conv3a and conv3b had 128 kernels; conv4a and

conv4b had 256 kernels. In order to form a competent receptive

field for the blood pool, we utilized 3 max-pooling layers with a

down-sampling stride of 2. In the upsampling path, we employed

3 deconvolutional layers to learn the dense predictions. To per-

form 3D deep supervision, we connected the layers of conv2b and

conv3b to auxiliary classifiers. 

The network was trained from scratch with weights initialized

from Gaussian distribution ( μ= 0 , σ = 0 . 01 ). Considering the large

variance of the heart segmentation dataset, we utilized batch nor-

malization ( Ioffe and Szegedy, 2015 ) to reduce the internal covari-

ance shift within the network’s hidden neurons. The learning rate

was initialized as 0.01 and decayed using the “poly” learning rate

policy ( Liu et al., 2015 ). The deep supervision balancing weights

were initialized as 0.2 and 0.4 and decayed during training proce-

dure. We cropped patches of size 64 × 6 4 × 6 4 as input to the

network, considering consumption of the GPU memory, and the

training was stopped when the validation accuracy did not increase

anymore. 

6.2.2. Segmentation evaluation metrics 

The HVSMR challenge adopted seven evaluation criteria includ-

ing the Dice coefficient (Dice), Jaccard coefficient (Jac), positive

predictive value (PPV), sensitivity (Sens), specificity (Spec), aver-

age distance of boundaries (Adb[mm]) and Hausdorff distance of

boundaries (Hdb[mm]), which are calculated for the structures of

blood pool and myocardium, respectively. 

The Dice and Jaccard coefficients are closely related with the

VOE measurement described in Section 6.1.2 . They also measure

the spatial overlap between the segmentation results R and the

ground truth masks G , with the calculations slightly different.
pecifically, the Dice and Jaccard are defined as follows: 

ice (R, G ) = 

2 | R ∩ G | 
| R | + | G | , 

Jac(R, G ) = 

| R ∩ G | 
| R ∪ G | . 

(10)

arger values of the Dice and Jaccard coefficients indicate higher

egmentation accuracy. In addition, three more ratios (i.e., PPV,

ens, and Spec) also belong to the volume based measurements.

he PPV is the ratio of true positives to true positives plus false

ositives. The sensitivity represents the ratio of true positives to

rue positives plus false negatives. The specificity denotes the ra-

io of true negatives to true negatives plus false positives. For

hese three ratios, higher values indicate better segmentation per-

ormance. 

The remaining two metrics are both used in the liver segmen-

ation evaluation as detailedly described in Section 6.1.2 . The mea-

ure Adb[mm] is the same as the AvgD[mm], which symmetrically

alculates the average surface distance of segmentation results and

round truth masks. The measure Hdb[mm] is the same as the

axD[mm], which counts the maximum distance between the re-

ults and ground truth surfaces. For both Adb[mm] and Hdb[mm],

he lower the distance values, the better the segmentation perfor-

ance. 

.2.3. Segmentation results 

Table 3 presents the heart segmentation results on the MIC-

AI2016 HVSMR testing dataset. The top part lists results of the

lood pool segmentation and the bottom part shows the results

f the myocardium segmentation. We compared our method with

epresentative approaches from other participating teams in the

hallenge, which employed either traditional segmentation meth-

ds or machine learning based methods. Specifically, Shahzad et al.

2016) developed an automated algorithm by combining multi-

tlases and level-sets; Tziritas (2016) utilized a 3D Markov random

eld model combined with substructures tracking. The other two

elong to machine learning based methods with Mukhopadhyay

2016) leveraging random forest variants and Wolterink et al.

2016) utilizing 2D dilated convolutional networks ( Yu and Koltun,

016 ). In addition, we conducted comparison experiments using

he 3D U-Net ( Çiçek et al., 2016 ) which also employs the 3D fully

onvolutional network. Specifically, we implemented the 3D U-Net

rchitecture and obtained optimal segmentation results by care-

ully tuning the model on our HVSMR dataset. We submitted the

esults to the challenge evaluation system to get the scores listed

n Table 3 . 

In the blood pool segmentation task, our method achieved Dice

f 0.928 and Jaccard of 0.865, outperforming the other partici-

ating teams. The average distance of boundaries and Hausdorff

istance of our method were also quite competitive, approach-

ng the highest performance from Wolterink et al. (2016) . For the

esults of myocardium segmentation, our method presented the

est performance on positive predictive value and specificity, with

romising performance on average distance and Hausdorff dis-

ance of boundaries. When comparing with 3D U-Net, our pro-

osed method achieved a higher performance on segmentation of

oth the myocardium and blood pool. Nevertheless, the 3D U-Net

esults of the blood pool are quite close to ours, while better than

ost of other baseline approaches. This observation can validate

he effectiveness of 3D FCN on volumetric medical image segmen-

ations. For time performance, our method takes around 1 min to

andle a MR volume. The Fig. 7 presents some typical heart seg-

entation results on the testing dataset, from top to down are

iews from the sagittal plane, transverse plane and coronal plane,

espectively. For each subject, the left column are raw image data

nd the right are our segmentation results. We can observe that



Q. Dou et al. / Medical Image Analysis 41 (2017) 40–54 51 

Table 3 

Comparison with different approaches on heart segmentation task. The evaluations of blood pool and myocardium are listed in top and bottom, 

respectively. 

Methods Dice Jac PPV Sens Spec Adb[mm] Hdb[mm] 

Shahzad et al. (2016) 0.885 ±0.028 0.795 ±0.044 0.907 ±0.052 0.867 ±0.046 0.984 ±0.008 1.553 ±0.376 9.408 ±3.059 

Wolterink et al. (2016) 0.926 ±0.018 0.863 ±0.030 0.951 ±0.024 0.905 ±0.047 0.992 ±0.004 0.885 ±0.223 7.069 ±2.857 

Tziritas (2016) 0.867 ±0.047 0.76 8 ±0.06 8 0.861 ±0.062 0.889 ±0.108 0.972 ±0.014 2.157 ±0.503 19.723 ±4.078 

Mukhopadhyay (2016) 0.794 ±0.053 0.661 ±0.071 0.964 ±0.035 0.680 ±0.081 0.996 ±0.004 2.550 ±0.996 14.634 ±8.200 

3D U-Net ( Çiçek et al., 2016 ) 0.926 ±0.016 0.863 ±0.028 0.940 ±0.028 0.916 ±0.048 0.989 ±0.005 0.940 ±0.193 8.628 ±3.390 

Ours 0.928 ±0.014 0.865 ±0.023 0.934 ±0.024 0.924 ±0.039 0.988 ±0.003 1.017 ±0.181 7.704 ±2.892 

Shahzad et al. (2016) 0.747 ±0.075 0.602 ±0.094 0.767 ±0.054 0.734 ±0.108 0.989 ±0.004 1.099 ±0.204 5.091 ±1.658 

Wolterink et al. (2016) 0.802 ±0.060 0.673 ±0.084 0.802 ±0.065 0.805 ±0.076 0.990 ±0.004 0.957 ±0.302 6.126 ±3.565 

Tziritas (2016) 0.612 ±0.153 0.457 ±0.149 0.666 ±0.164 0.571 ±0.150 0.985 ±0.008 2.041 ±1.022 13.199 ±6.025 

Mukhopadhyay (2016) 0.495 ±0.126 0.338 ±0.110 0.546 ±0.134 0.462 ±0.142 0.980 ±0.007 2.596 ±1.358 12.796 ±4.435 

3D U-Net ( Çiçek et al., 2016 ) 0.694 ±0.076 0.536 ±0.089 0.798 ±0.076 0.618 ±0.092 0.992 ±0.004 1.461 ±0.397 10.221 ±4.339 

Ours 0.739 ±0.072 0.591 ±0.090 0.856 ±0.054 0.653 ±0.089 0.994 ±0.002 1.035 ±0.240 5.248 ±1.332 

Fig. 7. Typical heart segmentation results using our method. We present three view directions, with sagittal, transverse and coronal planes listed from top to down. The 

white and gray regions denote segmentations for blood pool and myocardium, respectively. 
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ur method successfully delineated the anatomical structures of

yocardium and blood pool. Note that there exists a large varia-

ion in the testing dataset. For example, the case of Fig. 7 (c) comes

ith an inverse orientation from other cases. Under this challeng-

ng situation, our method can still discriminate the characteristics

f both anatomical structures and produce accurate segmentation

asks, with blood pool Dice of 0.903 and myocardium Dice of

.646. Meanwhile, as reported in Table 3 , the standard deviations

f our method are usually smaller than those of other approaches,

omehow demonstrating the stability and generalization capability

f our model. 

. Discussion 

We present a novel and efficient method for volumetric medical

mage segmentation, which is a fundamental yet challenging prob-

em in medical image analysis. Extensive studies have been ded-

cated to developing various algorithms to address this challeng-

ng problem, including level sets, statistical shape models, multi-

tlas based methods, graph cuts, and so on. Although remarkable

chievements have been attained in past decades, the main short-

oming of these traditional methods is that most of them are de-

eloped based on hand-crafted features, which greatly limit their
ransferability and generalization ability. For example, the shape

riors derived for liver segmentation may not be applicable for

ardiac image segmentation; reciprocally, the atlas constructed for

eart segmentation cannot be applied to liver segmentation. In

ddition, the intensity distribution gap between different imag-

ng modalities is also a disincentive to generalize those traditional

ethods constructed based on statistical models of intensity distri-

ution. In recent years, deep learning techniques, especially deep

onvolutional neural networks, have been emerging as a com-

etitive alternative to resolve complicated medical image analysis

asks. In contrast to traditional methods, these techniques lever-

ge the highly representative features learned from labeled train-

ng datasets. Such a data-driven learning process is readily general-

zable among different datasets as well as different imaging modal-

ties without many elaborations. In this regard, it is promising to

onstruct more general algorithms for medical image analysis tasks

ased on deep learning techniques and the successful utilization

f the proposed 3D DSN for two distinct volumetric medical im-

ge segmentation tasks with different imaging modalities demon-

trates this compelling hallmark of these techniques. 

One of the main challenges of harnessing CNNs for medical im-

ge analysis tasks is that, compared with natural image applica-

ions, medical applications usually have limited training data. Al-
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though the medical image datasets used in our two applications

are not very large in subject-level, we still achieve competitive

performance to state-of-the-art methods. This can be attributed

to the advantage of the fully convolutional architecture. As we

perform per-voxel-wise classification error back-propagation dur-

ing the training, each single voxel in the volumetric data is treated

as an independent training sample. Hence, the training database is

extensively enlarged compared with traditional patch-based meth-

ods when viewing from the voxel-level rather than the subject-

level. For example, for an input training sub-volume of size 160 ×
160 × 72, there are almost two million voxels whose classification

errors are counted into the loss function. When we randomly crop-

ping training sub-volumes from the whole image, all voxels in the

image are stochastically considered during the training procedure,

and therefore can alleviate the risk of over-fitting. 

Another challenge of leveraging CNNs for volumetric medical

image segmentation is that while we hope to utilize a relatively

deeper network to capture more representative features for more

accurate segmentation, we usually confront the optimization dif-

ficulties when a network goes deeper. To the end, we propose a

deep supervision mechanism to resolve these difficulties by formu-

lating an objective function that can guide the training of low- and

mid-level layers in a direct and unmediated way and hence ener-

gize the prorogation of information flows within the network so

that more representative features can be learned from the training

data. Such a mechanism can further alleviate the problem of lim-

ited training data (from the perspective of subject-level) by tapping

the potentials of the data to generate more powerful and general-

izable features. 

For the overall architecture of our 3D DSN, we choose to intro-

duce auxiliary classifiers in a sparse manner rather than a dense

manner as Merkow et al. (2016) did. Such a sparse manner can

help manage the scale of the model, as more additional deconvolu-

tional layers would bring in larger number of the parameters. Note

that if a model is too complicated, its efficiency may be inhibited

as it is difficult to train a model with massive parameters with lim-

ited training data. In addition, it would be not easy to adjust the

balancing weights η for dense supervision during training. 

In practice, we need to contemplate that different anatomical

organs and structures have significant variations in sizes, shapes

and textures, which may cause some slight adjustments of our net-

work configurations. For example, the network’s receptive field is

mainly determined based on the size of the targeting object. In

this case, we use slightly different network configurations to han-

dle liver segmentation and heart segmentation in our paper. Note

that these slight adjustments do not influence the generalization

of the proposed 3D DSN. The two networks, in essence, employ

the same techniques and share the same design principles. 

The conditional random field is built on top of the score vol-

umes obtained from 3D DSN, and therefore the CRF part is sepa-

rable and flexible in practice. Based on our experimental results,

the CRF is helpful to improve the liver segmentation results. How-

ever, cardiac image segmentation does not gain great improve-

ments from this post-processing. One possible reason is that the

substructures of the heart (i.e., myocardium and blood pool) are

much more complex and less continuous than the liver tissues. For

example, the myocardium has a surface structure encompassing

the branchy vessels with small thickness. Another reason is that

the liver segmentation is binary labeling whereas the heart seg-

mentation comes with multi-class fashion. It was difficult to fig-

ure out a global set of parameters that make improvements on

both myocardium and blood pool. We also tried to process the

two classes separately, but was faced with the problem of how to

deal with the overlapping regions. The work of Kamnitsas et al.

(2017) also reported similar challenging issues on their 3D exten-

sion of the fully connected CRF model. One possible solution for
ddressing this problem is to cast CRF into the recurrent layers and

ointly train it with the 3D DSN ( Zheng et al., 2015 ). 

. Conclusion 

We propose a 3D deeply supervised network (i.e., 3D DSN)

or end-to-end volumetric anatomical structure segmentation from

edical images. By up-scaling the intermediate coarse feature vol-

mes in-network, we can efficiently perform the dense segmen-

ation in a volume-to-volume manner, where we directly obtain

qual-sized output as the input data. Furthermore, we develop a

D deep supervision mechanism by connecting hidden layer fea-

ures to auxiliary classifiers. This strategy can not only address the

ptimization challenges when training deep 3D networks, but also

mprove the discriminative capability of networks. Finally, based

n the high-quality score volumes obtained from 3D DSN, we em-

loy a CRF model to refine the segmentation results. We exten-

ively validate the proposed 3D DSN on two distinct applications

nd the results demonstrate the effectiveness and generalization

f the proposed network. Last but not least, our 3D DSN is very

fficient and has great potential to be used in clinical applications

equiring timely interactions, such as intraoperative planning and

uidance. 
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