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Abstract

How can we reliably simulate future driving scenarios under a wide range of
ego driving behaviors? Recent driving world models, developed exclusively on
real-world driving data with expert trajectories, struggle to represent hazardous
or non-expert behaviors that are rare in training corpus. This limitation restricts
their applicability to tasks such as policy evaluation. In this work, we address this
challenge by enriching real-world human demonstrations with diverse non-expert
data collected from a driving simulator (e.g., CARLA), and building a controllable
world model trained on this heterogeneous corpus. Starting with a video generator
featuring a diffusion transformer architecture, we devise several strategies to ef-
fectively integrate conditioning signals and improve prediction controllability and
fidelity. The resulting model, ReSim, enables Reliable Simulation of diverse open-
world driving scenarios under various actions, including hazardous non-expert ones.
To close the gap between high-fidelity simulation and applications that require
reward signals to judge different actions, we introduce a Video2Reward module
that estimates a reward from ReSim’s simulated future. Our ReSim paradigm
achieves up to 44% higher visual fidelity, improves controllability for both expert
and non-expert actions by over 50%, and boosts planning and policy selection
performance on NAVSIM by 2% and 25%, respectively.

1 Introduction

Learning a world model capable of predicting plausible future outcomes is now envisioned as a key
milestone in achieving autonomy [1, 2, 3]. Over the past decade, researchers have leveraged visual
world models to learn compact representations [4, 5], guide test-time planning [6, 7, 8], and develop
reinforcement learning agents [9, 10] across various domains [11, 12, 13]. Unlike general-purpose
video generators, which prioritize visual fidelity and generalization, world models simulate futures
with precise control over ego actions.

In the autonomous driving domain, recent driving world models have also made rapid improvements
in visual fidelity and generalization by scaling to massive driving datasets [14, 15, 16] and integrating
frontier video generation techniques [17, 18]. However, the ability to accurately follow actions, which
is an essential requirement for precise reward estimation and effective planning [19, 20], remains
challenging [21]. As real-world data continues to grow, a critical question emerges: Is real-world
human data alone sufficient to guarantee simulation reliability? A notable limitation of real-world
data is that it predominantly consists of safe expert demonstrations, where the state-action space
is inherently restricted by safety and regulation concerns [22, 23]. Consequently, safety-critical or
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Figure 1: Overview of ReSim. (a) Heterogeneous driving data includes (i,ii) experts’ safe driving
logs, and (iii) potentially dangerous (non-expert) driving behaviors from simulations. (b) Prior
driving world models are trained on expert data solely, leading to consistently safe yet inaccurate
imaginations; in ReSim, we leverage all sources of data to simulate reliable and realistic futures, and
build a robust reward model that generalizes to open-world scenarios within the simulator. (c) The
high-fidelity prediction, accurate action-following, and reward estimation abilities of ReSim facilitate
driving applications related to both policy deployment and simulation.

hazardous events (e.g., collisions, off-road deviations) are significantly underrepresented [24, 25, 26].
This imbalance leads to severe hallucinations when the world model is exposed to unseen non-expert
actions in certain states, undermining its robustness and reliability [27, 28].

To address the problem, we present ReSim, a reliable driving world model that can be steered by
various actions, including out-of-distribution ones, while achieving high-fidelity simulation results.
Our approach first enriches real-world human driving logs with non-expert data gathered from
a driving simulator [29], where agents can execute a broader spectrum of actions without safety
concerns. The resulting training corpus illustrated in Fig. 1(a) covers a wide spectrum of scenarios
and actions (including non-expert ones), and further supports the simulation reliability for our world
model. Built upon a scalable text-to-video generator [30], ReSim applies a multi-stage training
pipeline to integrate visual and action conditions. We devise an unbalanced noise sampling strategy
along with a dynamics consistency loss to emphasize the learning of motion coherence, especially
when being applied to non-expert actions with significant visual changes. As showcased in Fig. 1(b),
prior works like Vista [16] fail to follow the specified steering action, while ReSim accurately
simulates off-road behaviors. Moreover, making the world model beneficial for real-world driving
often requires reward estimation [1, 10, 31, 8], which judges the quality of different actions to guide
decisions. Therefore, we develop a Video2Reward model to convert simulated video outputs from
ReSim into scalar rewards in real-world scenarios.

Based on the above explorations, we further demonstrate applications for supporting real-world
autonomous driving in various aspects, as depicted in Fig. 1(c). In scenarios where action conditioning
is absent, the simulated future of ReSim can serve as a visual plan from which an executable ego
trajectory can be derived. On the NAVSIM planning benchmark [23], with front-view sensory videos
only, our video prediction-based policy achieves an improvement of +2.0 compared to state-of-the-art
world model-based planners [32] and +2.6 compared to an end-to-end baseline [33] with supervised
learning. Additionally, the integration of ReSim and the Video2Reward model offers a solution
for selecting the trajectory with the highest estimated reward among those generated by candidate
policies, thereby justifying and guiding the final decision. In our experiments, this policy selection
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process leads to a performance boost of 55.3% in comparison to the weak candidate policies. More
intuitively, our system offers a synthetic environment where we can validate the behavior of a learned
driving policy by running it within the imagination of ReSim in a closed-loop manner.

Contributions. (1) While prior works either use simulated or real-world data separately to develop
driving world models, we demonstrate that integrating both sources can alleviate the shortage of
unsafe driving behaviors in real-world data, and can improve the model’s action controllability in
real-world scenarios. (2) We present ReSim, a controllable world model that reliably simulates high-
fidelity future outcomes by precisely executing diverse action inputs, together with a comprehensive
training recipe including an improved loss formulation and noise sampling strategy for incorporating
condition inputs and capturing scenario dynamics. Rewards can be derived from the simulated futures
via a Video2Reward model. (3) We applying ReSim to facilitate driving in real-world scenarios, and
validate its effectiveness via benchmarking on a wide array of datasets and tasks, where it exhibits
evident improvements over previous counterparts.

2 Reliable Driving World Simulation

We outline the ReSim framework as follows. In Sec. 2.1, we introduce the heterogeneous training
data with a wide range of scenarios and actions. We instantiate ReSim on a diffusion transformer
architecture with careful modifications to capture dynamic driving scenarios and enable accurate
action conditioning in Sec. 2.2. We propose to derive rewards from the simulated results of ReSim
via a Video2Reward model in Sec. 2.3. Furthermore, we demonstrate the applicability of our method
in real-world driving applications in Sec. 2.4. More implementation details are in Appendix Sec. B.

2.1 Heterogeneous Data Compilation

Existing driving world models are typically developed on public autonomous driving datasets with
expert trajectories [34, 35] and web videos [14]. Similarly, in this work, we compile these two
sources, specifically NAVSIM [23] and OpenDV [14], within our training data. NAVSIM contains
rigorously labeled actions for action control learning, while the large-scale OpenDV dataset supports
generalization of the world model. However, as shown in Fig. 1(a), both sources are dominated by
human behaviors. The lack of non-expert actions limits prior world models’ ability to emulate non-
expert behaviors and their corresponding outcomes, such as collisions. This issue further hinders the
world models from effectively identifying an inferior driving policy and providing reliable rewards.

To address this limitation, we leverage a driving simulator, i.e., CARLA [29], to gather data in
synthetic environments, enabling exploration without the costs and risks associated with the physical
world. Notably, although simulated data has been adopted for world models in synthetic environ-
ments [2, 10, 36, 37], such a source is overlooked in driving world models that operate in real
scenarios [15, 14, 16, 38]. World models trained in simulation alone struggle to generalize to real
world due to the significant visual gap between two worlds. Our data collection is conducted in
CARLA with randomly sampled routes from Bench2Drive settings [39]. Two types of agents are
deployed within the environments. One uses a well-established driving policy, PDM-Lite [40, 41], to
collect expert executions, while the other adopts an exploration strategy whereby both the steering
angle and the speed are randomly sampled from predefined sets to generate non-expert behavior data,
which is underrepresented in human data yet a crucial component for training reliable world models.
As a result, the numbers of video samples for each dataset are 4M for OpenDV, 85K for NAVSIM
and 88K for CARLA. Each video sample is 4.9s long with a frequency of 10Hz, where the first 9
frames are visual context and the last 40 frames are prediction targets during training. See more data
collection details in appendix B.1.

2.2 Controllable World Model

Basics. ReSim is built on CogVideoX [30], a high-capacity diffusion transformer originally
conditioned only on text. To enable visual-context and trajectory conditioning, we replace the
denoiser’s historical latent inputs with their clean counterparts (following Vista [16]) and project
future ego waypoints via a learnable encoder into the transformer’s input space alongside video
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latents. The model is supervised by the following video diffusion loss:

Ldiffusion = Ex,ϵ,t

[
∥xk: −Dθ(xt; t,h, c[,a])

k:∥2
]
, (1)

where x is the clean video latent, and xt is the noised video latent constructed by imposing a
randomly sampled noise ϵ on x at a diffusion timestep t. The diffusion transformer Dθ is conditioned
on latents of historical frames h, a high-level text command c (e.g., “Turn left”), and a fine-grained
action a which is a sequence of future ego waypoints. To focus on forecasting the future, the diffusion
loss is applied to the latent from the k-th frame onward only, excluding the observed history.

Dynamics Consistency Loss. So far, the standard video diffusion loss (Eq. (1)) supervises each
video frame independently, which overlooks temporal correlations in videos, resulting in inferior
spatiotemporal coherence and realism [42, 43, 16]. To address this, we introduce a dynamics
consistency loss to additionally supervise the “latent motion”, the discrepancy of video latent across
different timestep ranges. This loss forces predicted motion to match the ground truth. We compute
this loss over multiple intervals to capture both short-term and long-term dynamics. The intuition
behind this is that some agent behaviors, e.g., yielding, are hard to capture in the short term. To
stabilize the magnitude of the loss value, we further normalize this loss by a factor of s, which is the
average value of absolute motion disparity for each interval. This loss is formulated as:

Ldynamics = Ex,ϵ,t

[ K∑
j=1

N−j∑
i=1

1

s
∥(di+j − di)− (xi+j − xi)∥2

]
, (2)

where x and d are the ground-truth and model-predicted video latent respectively, and i indexes
the frame of the video latent. K is the maximum timestep intervals considered for latent motion,
which is set to 4 in our experiments. N is the number of frames of video latent. The total loss for
training the world model is the combination of video diffusion loss and dynamics consistency loss:
L = Ldiffusion +λLdynamics, where λ is set to 0.1 empirically. Note that both Ldiffusion and Ldynamics are
applied to the video latent compressed by the video VAE [30]. Therefore, the indices and number of
frames in Eq. (1) and Eq. (2) correspond to the video latent representation instead of the raw video.

Unbalanced Noise Sampling. The behavior of a diffusion model is largely influenced by how we
sample noise during training [44, 45], which controls how much noise is injected into the input
data for the denoiser to recover [46, 47]. When applying commonly-used uniform noise sampling
as in [30], we empirically find that our world model underperforms on complex driving dynamics,
especially when we consider rare and non-expert behaviors. The issue behind this is that uniform
timestep sampling lets models take a “shortcut” on low-noise diffusion timesteps where the model
can recover the injected video noise by simply averaging information in adjacent frames, instead of
learning critical motion details, which degrades the dynamics fidelity in generated driving videos [48].
To force the model to capture complex agent–environment interactions, we bias sampling toward
higher-noise steps. We increase the frequency of drawing timesteps in [500, 1000] from 1/2 to 2/3,
thereby amplifying input corruption and compelling richer dynamics learning.

Progressive Multi-stage Learning. We adapt CogVideoX [30], originally pretrained with text-only
conditioning, into an controllable driving world model via a three-stage curriculum. 1) We first
endow it with the ability to predict futures that follow historical visual context and text commands, by
training on OpenDV [14]. 2) Next, we incorporate NAVSIM [23] and CARLA [29] with annotated
actions for joint training with OpenDV. Action conditions, i.e., future ego waypoints, are encoded
through a learnable transformer. Notably, NAVSIM trajectories are randomly masked (p = 0.5) to
support both action-conditioned and free prediction, while CARLA waypoints remain intact to guide
hazardous maneuvers that cannot be directly inferred from visual context. To prioritize structural
dynamics over high-frequency details while improving training efficiency, we downsample inputs
to 256×448, freeze the diffusion backbone, and fine-tune only the trajectory encoder and a LoRA
adapter [49]. 3) After the effective adaptation of action conditions, we finally resume the model
training on 512×896 resolution with full fine-tuning, producing a model that generates 4s of 10Hz
video conditioned on nine frames at 10Hz, an optional command, and a 4s, 2Hz waypoint sequence.

2.3 Reward Estimation from Video

To accomplish a feedback loop, world models need to estimate a reward to assess the predicted
futures [1, 10], which is largely overlooked in prior driving world models [38, 14, 15]. Among the
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few attempts, the lack of explicit goal states [19] in open-world driving and the complexity of outdoor
scenarios make manual reward crafting challenging [31]. To overcome this, our key insight is to use
the widely adopted simulator CARLA [29] as a rich source to learn rewards from via the unified video
interface, as depicted in Fig. 2. Such a formulation offers several notable advantages. First, the driving
simulator allows flexible exploration and can produce extensive data with environmental feedback to
learn from. This includes not only successful driving experiences, but also non-expert mistakes and
edge cases, covering a wide distribution of reward ranges. Second, contrary to constructing rewards
manually with 3D perception models [31], the video interface does not require highly crafted 3D
priors such as camera poses, and thus can benefit from a broad range of frontier vision models with
strong cross-domain generalization [50, 51].

Reward

Supervise

ReSim

Video2
Reward

Training

Inference

Rule-based Policy

Learned Policy

Infraction Score

Figure 2: Video2Reward model (V2R). Top: V2R
is supervised by infraction score of both safe and haz-
ardous data from simulation, deriving the reward from
a driving video. Bottom: In real-world inference, the
predicted video of ReSim in reaction to a proposed
action is fed into V2R to estimate the action’s reward.

In detail, our Video2Reward model (V2R)
is established on a frozen DINOv2 back-
bone [50] with an additional lightweight pre-
diction head. Supervised by the CARLA in-
fraction score [52, 29] that comprehensively
penalizes multiple factors such as collisions
and excessively low speeds, V2R learns to es-
timate the reward from video sequences. Dur-
ing inference, we send a planned trajectory
produced by any policy to ReSim to simulate
future video, which is then sent to V2R to
estimate the reward of that trajectory. Due
to the highly generalizable visual features of
the DINOv2 backbone and the realistic pre-
diction of ReSim, V2R is readily applicable
to real-world driving scenarios, effectively
assessing the quality of diverse behaviors.

2.4 Applications

Video Prediction-based Policy. From the future prediction capability learned from massive human
driving videos at scale, ReSim implicitly learns how the ego vehicle should behave and can be
converted into a video prediction-based policy, akin to recent approaches in robotics [53, 3, 54]. As
opposed to solely imitating the ego trajectory, predicting future observations allows for utilizing a
broader source of unlabeled video data while leveraging richer supervision, including the intention
of surrounding agents that are not captured in sparse trajectory-based outputs. To serve as a policy
for deployment, ReSim takes historical visual observations and a high-level command as input and
imagines the unseen future images, without conditioning on actions (which should be the output of
this task). After visual imagination, the predicted future frames of ReSim are fed into an inverse
dynamics model (IDM) that converts it into a future trajectory of the ego vehicle. Illustrative samples
are shown in Fig. 3, where critical events for ego planning are highlighted in dashed boxes.
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Figure 3: Video prediction-based policy. ReSim conditions on the history context (left) to synthesize
a plausible visual plan (middle), which is then translated into an ego trajectory via an IDM (right).
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Figure 4: Human evaluation of non-expert
action controllability. ReSim gets the most
votes in both realism and trajectory following.

Table 1: Action-conditioned prediction accuracy
on Waymo (zero-shot). ReSim surpasses baselines
by a large margin under both action conditions. w/o
sim.: No simulation data for training.

Method Action-free ↓ Expert Action ↓
GT Future 0.58 0.58

Vista [16] 5.68 1.89
Ours w/o sim. 1.47 1.18
Ours 1.13 0.86

Reward-guided Policy Selection. Complex driving environments often necessitate the maintenance
of multiple candidate proposals to ensure planning robustness across various scenarios [55]. While it
is straightforward to obtain multiple trajectory proposals from different policies for the same scenario,
it raises the question of how to reconcile these diverse outputs. To address this, we propose to apply
our method to score each trajectory with a reward and select the one with the highest reward for
execution. Concretely, each candidate trajectory is rendered into a short predictive video using ReSim,
and the resulting video is then passed through Video2Reward model to obtain its reward. Guided
by the estimated reward, the trajectory selection process results in a steered policy with significant
improvement over individual policy candidates, by leveraging their advantages in different situations.

Closed-loop Visual Simulation. Vision-based driving agents are primarily evaluated in an open-
loop manner, either on static datasets against pre-recorded trajectories [34, 35] or simulation-based
benchmarks that consider local interactions [23]. Both these evaluation types confine agents to
safe and human-driven scenarios. More seriously, they overlook error accumulations over extended
rollouts and fail to reflect the closed-loop performance as in real-world driving, where agents would
be continuously exposed to new states after taking actions. Owing to its precise action controllability
and high visual fidelity, we can leverage ReSim to simulate visual states in a closed-loop manner. In
each iteration, ReSim executes the predicted action of the driving agent to generate the next visual
state, which is then input to the agent to make decisions for the next iteration.

3 Experiments

In this section, we first evaluate ReSim’s simulation reliability, specifically relating to its action
controllability, video prediction fidelity, and reasonableness of the reward formulation (Sec. 3.1).
Next, we validate ReSim’s applicability to real-world driving tasks (Sec. 3.2). Finally, we present
ablation studies on data and methodological designs to verify their effectiveness (Sec. 3.3).

3.1 Results of Simulation Reliability

Results of Action Controllability. We verify the action controllability of ReSim on the unseen
Waymo Open dataset [35]. For action-free and expert action conditioning, we follow the protocol of
Vista [16] and use the Trajectory Difference metric to assess how closely the world model’s predicted
future aligns with the input trajectory. As reported in Tab. 1, ReSim improves the results by 80%
and 54% for both conditioning modes compared to Vista. Moreover, removing the simulated data
from training (ReSim w/o sim.) results in a performance decrease for both conditioning modes. This
evaluation is conducted on a random subset of the Waymo validation set with 540 samples.

For non-expert action conditioning, we conduct a human preference study among samples generated
by different methods conditioned on non-expert actions. As reported in Fig. 4, ReSim outperforms
baselines by a large margin for both visual realism and trajectory following. We also make qualitative
comparisons between different methods in Fig. 5, where ReSim yields more reliable and realistic
results that align with the non-expert trajectory input. Moreover, the learned action controllability
can be transferred to unseen datasets in a zero-shot manner, as showcased in Fig. 6.

Comparison of Video Prediction Fidelity. The fidelity of video prediction is a key indicator of a
driving world model’s ability to simulate realistic scenarios. As presented in Tab. 2, we evaluate the
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Figure 5: Qualitative comparisons of non-expert action controllability. ReSim reliably simulates
hazardous outcomes from the non-expert action, while other methods either fail to follow the specified
trajectory or compromise the scenario’s consistency. ⋆: without simulated data in training.
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Figure 6: Zero-shot action controllability. ReSim can reliably follow both expert and non-expert
actions in various scenarios from zero-shot datasets.

performance of various driving world models with FID [56] and FVD [57] metrics on nuScenes [34]
validation set. The evaluation protocol follows Vista [16], using only context frames as conditions
without imposing explicit action control. Notably, without training on any nuScenes data samples,
ReSim yields significantly better results in a zero-shot manner compared to in-distribution models.
We also provide qualitative comparisons for long-term future prediction in Appendix Sec. C, where

Table 2: Comparison of prediction fidelity on nuScenes
validation set without action condition. Without seeing
any nuScenes samples during training, ReSim outper-
forms previous in-distribution driving world models.

Method Zero-shot FID ↓ FVD ↓
DriveGAN [58] ✗ 27.8 390.8
DriveDreamer [38] ✗ 14.9 340.8
DriveDreamer-2 [17] ✗ 25.0 105.1
WoVoGen [59] ✗ 27.6 417.7
Drive-WM [31] ✗ 15.8 122.7
GenAD [14] ✗ 15.4 184.0
GEM [18] ✗ 10.5 158.5
Vista [16] ✗ 6.9 89.4

Ours ✓ 5.2 50.4

Vista’s prediction becomes over-
saturated and loses semantics of the
scene, while ReSim remains predicting
visually rich future states in 30s.

Results of Reward Estimation. To eval-
uate the effectiveness of our reward for-
mulations, we measure the ability of
each reward model to distinguish “ex-
pert” from “non-expert” trajectories via
a reward correlation metric. Specifically,
for both CARLA [29] and NAVSIM [23],
we randomly sample successful episodes
with expert trajectories and accompany
each with a randomly drawn trajectory
from other samples that is potentially un-
safe and assumed as non-expert. Evalua-
tion is conducted with 250 pairs of com-
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Figure 7: Reward correlation. Our method
of composing ReSim and Video2Reward
model yields more accurate rewards com-
pared to baselines in both datasets.

Table 3: Reward-guided policy selection. Our re-
ward formulation leads to a guided policy with +26%
PDMS compared to candidate policies, outperform-
ing other guidance and averaged ensemble.

Method Steered PDMS ↑
Transfuser [33] ✗ 47.7
LTF [33] ✗ 47.2

PDMS (Oracle) ✓ 94.2
Average ✓ 66.8
Vista [16] ✓ 59.2
Ours w/o sim. ✓ 69.7
Ours ✓ 74.1

Table 4: Planning results on NAVSIM navtest. ReSim outperforms both world-model (WM)-
based planners and end-to-end (E2E) methods by a large margin, without accessing extra information.

Method Type Multiple
Sensors

Ego
Status

Past
Traj.

Extra
Anno. PDMS ↑

VO planner [60] E2E Plan ✗ ✗ ✗ ✗ 78.4
UniAD [61] E2E Plan ✓ ✓ ✗ ✓ 83.4
Transfuser [33] E2E Plan ✓ ✓ ✗ ✓ 84.0

DrivingGPT [62] WM + E2E Plan ✗ ✗ ✓ ✗ 82.4
LAW [32] WM + E2E Plan ✓ ✗ ✗ ✗ 84.6

GT Future (Oracle) Ground-truth + IDM ✗ ✗ ✗ ✗ 90.8
Ours WM + IDM ✗ ✗ ✗ ✗ 86.6

parative samples for the reward model to judge. Reward models are expected to assign higher scores
to expert trajectories compared to non-expert ones for the same scenario. Results in Fig. 7 validate the
advantage of our method, which surpasses its counterparts in both simulated and real-world datasets.

3.2 Results of Applications

Video Prediction-based Policy. We evaluate the performance of our method on the navtest split
of NAVSIM [23] benchmark. Specifically, we separately train an Inverse Dynamics Model (IDM)
on the NAVSIM training set to convert the predicted video sequence of ReSim to an executable
ego trajectory. As reported in Tab. 4, coupling ReSim and the lightweight IDM produces a video
prediction-based policy that outperforms both end-to-end baselines (UniAD and Transfuser) and
world model counterparts (DrivingGPT) by a non-trivial margin. Notably, our method only requires
the history observations and a high-level command as input, without accessing multiple sensors, ego
status, past trajectory, or extra annotations like other methods. The Visual Odometry (VO) planner
shares the same architecture as our IDM yet performs poorly, underscoring ReSim’s guidance.

Reward-guided Policy Selection. We compare different strategies for selecting an action from two
candidate policies, i.e., Transfuser and LTF [33]. The evaluation is conducted on a subset of NAVSIM,
by selecting 300 challenging scenarios where one of the candidate policies fails while the other
succeeds according to PDMS metric. As shown in Tab. 3, when applied separately, Transfuser and
LTF achieve PDMS of 47.7 and 47.2, respectively. A uniform average ensemble lifts performance to
66.8, while the Vista reward only reaches 59.2. Instead, applying our reward strategy by composing
ReSim and Video2Reward achieves a PDMS of 74.1, which is the closest score compared to the
oracle selection according to ground-truth PDMS, and is higher than all baselines including our
alternative (ours w/o sim.) that removes simulated data from the training of ReSim.

Closed-loop Visual Simulation. As showcased in Fig. 8, we leverage ReSim to iteratively simulate
visual feedback for a running policy starting from two NAVSIM [23] scenarios. At each iteration,
ReSim simulates an entire 4s future simultaneously by executing the action (i.e., future trajectory for
4s) output by the policy. The newly generated frames are then fed into the policy for the subsequent
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Figure 8: Closed-loop visual simulation example. A policy with front view only runs within the
imaginary world generated by ReSim. The policy is adapted from XVO [60].

Uniform Sampling

Unbalanced Sampling

Figure 9: Effect of unbalanced noise sampling. Training
with unbalanced noise sampling yields improved motion
and scenario consistency.

W/O DCL

W/ DCL, K=1

W/ DCL, K=4

Figure 10: Effect of dynamics con-
sistency loss (DCL). Applying DCL
with K = 4 (in Eq. (2)) works best.

decision. We opt for a lightweight Visual Odometry-based planner adopted from XVO [60] as the
policy, since it only takes front-view video as input. Attributed to the generative rollout, ReSim
position the policy into states that are never encountered in a pre-recorded dataset.

3.3 Ablation Study

Effect of Simulated Data. Throughout our experiments, we demonstrate that training with simulated
data improves results across multiple tasks. For action controllability, removing CARLA simulation
data leads to inferior results for both expert (Tab. 1) and non-expert actions (Fig. 4). Without simulated
data, the synthesized future may be inconsistent in the scenario’s structure when conditioned on
non-expert actions, as showcased in Fig. 5. Simulated data also contributes to more accurate reward
estimates as shown in Fig. 7, which further benefits reward-guided policy selection (Tab. 3).

Effect of Unbalanced Noise Sampling. As shown in Fig. 9, applying unbalanced noise sampling
during training makes the predicted future more consistent in terms of agents’ motion and scenario
layout, compared to the baseline with uniform noise sampling.

Effect of Dynamics Consistency Loss. We visualize the effect of applying our proposed dynamic
consistency loss in Fig. 10. The qualitative results verify that incorporating the loss and extending the
maximum interval K for latent motion extraction (in Eq. (2)) yield more coherent future predictions.

4 Conclusion and Outlook

In this paper, we present ReSim, a reliable driving world model that excels in simulating a diverse
range of actions in open-world scenarios. We incorporate non-expert data with hazardous actions
from an established driving simulator to enrich real-world human driving data that primarily consists
of safe behaviors. We also integrate several new training strategies, including a dynamics consistency
loss, unbalanced noise sampling, and multi-stage learning. To facilitate driving applications beyond
visual simulation, a Video2Reward model is devised to estimate the reward from the simulated future.
Extensive experiments demonstrate the effectiveness and versatility of our ReSim system.

Limitation and Future Works. We envision our work as an early glimpse at open-world simulation
with reward feedback, a cornerstone in establishing robust intelligence in the unstructured physical
world. However, our system is still bottlenecked by inference efficiency due to iterative denoising, and
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how to train agents within the synthesized world produced by ReSim is yet to be discovered. Future
work focused on enhancing the efficiency, developing reinforced agents with the world model, and
constructing fair closed-loop planning benchmarks would propel us closer to this goal. A discussion
of limitations and broader impact of our work is included in Appendix Sec. D.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction accurately summarize the contributions and
reflect our results in Sec. 3.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Brief description is in Sec. 4 and a standalone limitation section is provided in
Appendix D.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: The paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We put more implementation details in Appendix B. We will publicly release
our code, model, and dataset.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

18



Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will release all code and models.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: See experimental details in Appendix B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Our experiments are conducted at an extensive data scale on multiple bench-
marks as specified in Sec. 3.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: See the implementation details in Appendix B.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: This research conforms to the Code of Ethics in all aspects.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: See broader impacts in Appendix D.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: See Appendix E.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: All assets, including code and models, will be released with well-organized
documentation and instructions. We provide descriptions in Appendix E.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
Justification: See our setting of human evaluation in Sec. 3.1.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper conducts a human evaluation (survey) with human subjects and
does not have potential risks incurred by participants.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix
In the Appendix, we first outline related works in Sec. A. We then demonstrate implementation details
for data and models in Sec. B to supplement Sec. 2 in the main paper. Additional results are included
in Sec. C to supplement Sec. 3 in the main paper. We discuss the limitations and broader impact of
our work in Sec. D, and list the license of all assets in Sec. E.

A Related Work

A.1 World Model

World models are considered as the abstraction of the open world, and having this kind of common
sense greatly helps to learn new skills effectively, thus leading to high-level intelligence [1]. Under
the definition of world models following the Dreamer series [10, 36, 37], they represent the transition
of environmental dynamics, taking the past states or observations and policy’s actions as input,
and generating the next (latent) state together with an estimation of the reward. They also feature
long-term prediction with continuous rollouts [2].

Abundant literature has explored world models in traditional policy learning tasks, especially utilizing
the look-ahead property to learn efficient representations [63], conduct sampling-based planning [64,
65, 66], and enable model-based reinforcement learning [2, 10, 36, 37].

Taking a step further, researchers in applications have successfully employed world models in
simulated games [67, 9, 11, 10, 36, 37], navigation [8, 12], and robotics [13, 68, 69, 3, 70, 71].
However, to learn and apply a world model requires extensive exploration and interaction with
the environment, leading to the above advancements mostly being developed in simulation or
constrained environments. It is infeasible to obtain diverse hazardous driving movements in the real
world [72, 73]. In this work, for the first time, we address this challenge by leveraging heterogeneous
data and transferring rewards learned from simulation to diverse real-world scenarios.

A.2 Predictive Model for Driving Scenes

Driving Scenes are significantly unstructured, dynamic, and complex [74, 75, 76, 77], compared
to standard policy learning environments such as Atari [78], DM Control [79], ViZDoom [80],
etc. In order to effectively encode observations and facilitate restoring future environments, a
wide span of representations have been explored to build the world state, including the vectorized
representations [81, 82, 83, 84, 85], bird’s-eye-view (BEV) representation [86, 87, 88, 89], point
clouds [90, 91, 92], 3D occupancy [93, 94], images [58, 38, 17, 18, 95], and language [96, 97].
Meanwhile, these works mainly focus on public driving datasets, which are still limited in scales to
achieve strong generalization ability. Inspired by the rapid growth of visual generative models [98, 44]
and the increased data volume captured by cameras with low costs [15, 14, 99], recent world models
that imagine future states in image sequence (i.e., video) yield encouraging results in visual fidelity
and generalization [15, 16, 18].

Unfortunately, prior methods still struggle to fulfill the mission of faithful simulation. Due to
the insufficient learning of scenario dynamics, their imagination quality significantly degrades in
challenging cases and long-horizon predictions [15, 16]. They also fall short in simulating negative
consequences, such as car crashes, in response to bad ego actions, since they are mainly established
on human driving logs, which are biased toward safe executions. Furthermore, the core problem for
driving world models, how to deduce the reward for a given action and apply the world model for real-
world driving problems, is largely understudied. In particular, with high-dimensional observations and
complex relationships between agents and the environment, specifying rewards for open-world driving
scenarios is challenging compared to goal-conditioned reward specifications [7, 65, 8]. Among the
previous works, Wang et al. [31] propose to construct rule-based rewards with off-the-shelf 3D
perception models [100, 101], yet these models are sensitive to sensor configurations like camera
poses thus hard to generalize [102]. Uncertainty-based rewards in Vista [16] struggle to consider
specific types of behaviors such as off-route actions. Our work meticulously investigates these
challenges to facilitate planning and simulation.
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A.3 Video Generation

In recent years, deep generative models have made remarkable strides in both image genera-
tion [103, 98] and video generation [104, 44, 105, 106]. Recent studies [30, 107] introduce the
diffusion transformer architecture [108] to video generation and achieve impressive spatiotemporal
consistency. However, existing video generation models trained with large-scale web data are not
directly applicable as driving world models due to their imperfect prediction of driving scenarios and
lack of action controllability [14]. We bridge the gap with novelly designed model structures and
training protocols.

B Implementation Details

B.1 Dataset

Our guiding observation is that each data corpus has distinct characteristics and limitations in terms of
scenario diversity, planning labels feasibility, and the degree of danger, as depicted in Fig. 1(a). Based
on that, we propose compiling our training data from diverse sources to integrate their complementary
features to cover a wide scope of scenarios and ego actions. We specify each type of data source as
follows.

Universal Driving Videos. Building a world model that generalizes to arbitrary scenarios requires
learning from massive data with a wide coverage [13, 14, 99]. Therefore, we leverage the OpenDV
dataset [14], which is the largest public driving video dataset, to pillar the scenario generalization of
our world model. OpenDV dataset includes 1700 hours of uncalibrated front-view driving videos
captured worldwide with a wide coverage of scenarios and camera configurations. The uncalibrated
nature of this dataset allows the learned model to seamlessly adapt to new camera settings. We
pseudo-labeled the dataset with high-level driving commands, including “Turning left”, “Moving
forward”, and “Turning right”, by estimating the flow via the OpenCV toolkit [109]. During
training, we assign a high sampling rate (5×) to video sequences with turning actions based on the
driving command, as these cases are generally more challenging to learn than the forward movement.
As a result, we collect 4M video clips from OpenDV datasets.

Expert Driving Data. Despite the large data volume and high diversity of online driving videos, these
videos do not provide detailed annotations for ego actions, e.g., ego trajectories, which are critical for
learning world models with required action conditions [2]. The absence of such action annotations
calls for the need to incorporate expert driving datasets that are rigorously curated and labeled.
Therefore, we include a public driving dataset NAVSIM [23] into our compilation. We intentionally
exclude commonly used nuScenes [34] and Waymo [35] datasets from training, and leverage them
for held-out evaluation. Specifically, 85K data samples from navtrain split of NAVSIM [23] are
included in training.

Explorable simulated data. Both online driving videos and expert driving datasets are produced
by human drivers. The lack of suboptimal data would hinder the world model’s ability to emulate
non-expert behaviors and corresponding outcomes, e.g., collisions. We randomly sample from 220
predefined routes in the Bench2Drive benchmark [39], varying the weather and time of day to enhance
scenario diversity. We deploy two agents to explore the simulated environment while collecting data:
One uses a well-established driving policy, PDM-Lite [41], to collect data from successful executions.
Another agent for collecting non-expert data is implemented by rule-based explorations to cover
a larger action space. This agent randomly samples a control configuration for steering angle and
throttle and a behavior pattern from a predetermined set to execute. The total number of successful
and hazardous execution cases is 88K, with each type accounting for roughly half the amount.

To be more specific about the ‘non-expert’ agent, it follows a structured "expert-takeover" process.
First, the expert PDM-Lite policy drives for the initial period (1s). Then, control is switched to one of
the following exploratory strategies to generate diverse, non-expert actions for 4s: 1) Slight Turns:
The vehicle steers slightly left or right towards a randomly chosen angle between 10-20 degrees and
then continues forward. 2) Hard Turns: The vehicle steers slightly left or right towards a randomly
chosen angle between 10-20 degrees and then continues forward. 3) Forced Lane Changes: The
vehicle executes a hard lane change to the left or right. 4) Tailgating: The vehicle disables its brakes
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Figure S.11: Overview of ReSim world model. Learning from heterogeneous data compilation
(Sec. 2.1), ReSim features designs specified in Main Sec. 2.2.

Table S.5: Optimization configurations for different learning stages. Traj. Enc.: Trajectory
Encoder, Res.: Resolution, BS: Batch Size, LR: Learning Rate.

Stages DiT LoRA Traj. Enc. Dataset Res. BS LR Steps

1) Trainable - - OpenDV 512×896 80 1e−5 20K
2) Frozen Trainable Trainable OpenDV, NAVSIM, CARLA 256×448 160 5e−5 80K
3) Trainable Trainable Trainable OpenDV, NAVSIM, CARLA 512×896 80 5e−5 50K

and applies full throttle to induce a rear-end collision with a vehicle ahead. Each strategy also includes
randomization of its internal parameters (e.g., turning angle, speed) to encourage action diversity.

B.2 Model and Training

ReSim World Model. The architecture of ReSim is adapted from CogVideoX [30], consisting of a 2B
diffusion transformer (DiT) as denoising backbone, a T5 encoder [110] for language encoding, a 3D
Causal VAE that compresses raw videos into a compact latent space. Alongside language conditions
for high-level driving command, we additionally devise a lightweight trajectory encoder, composed
of two attention blocks and a linear head, to integrate the action condition into the DiT input. The
overall architecture is depicted in Fig. S.11 with some of our designs highlighted. Besides our key
innovations stated in Sec. 2, we also apply a conditioning augmentation strategy following [111, 11]
to corrupt the video latent of historical observations to mitigate the error accumulation issue of
long-term rollout. Similar to [11], the diffusion timesteps for historical context (t-aug) and future
prediction (t) are separately sampled during training, while t-aug is always set to 0 during inference.
This strategy improves the robustness of ReSim for multi-round prediction.

To enable classifier-free guidance for sampling [112], we randomly drop the textual command with a
probability of p = 0.5. Similarly, we also drop the conditional ego trajectory at p = 0.5 for NAVSIM
samples. However, we retain the ego trajectory for all CARLA samples without dropout, since
their abnormal and hazardous behaviors cannot be accurately inferred from historical observations
only and require explicit trajectory as guidance. Moreover, exposing the model to unconditioned
hazardous behaviors could interfere with the learning of expert patterns from NAVSIM. Detailed
learning configurations for different stages are included in Tab. S.5. All training stages are conducted
on 40 A100 GPUs, and the total training duration is around 14 days.

Video2Reward Model. Video2Reward model consists of a pretrained DINOv2 [50] as backbone,
and a prediction head that outputs a scalar reward. For each video sequence, all video frames are
first processed separately via the image-based DINOv2 backbone. All image features are then passed
to the prediction head, which aggregates all features via two consecutive spatial-temporal attention
blocks and further predicts a scalar reward via an MLP.
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Learning from our collected CARLA data only, Video2Reward model is supervised by the Infraction
Score recorded from the CARLA simulator for each sample, which is a comprehensive evaluation of
the ego driving performance [52] and penalizes behaviors such as collisions, traffic light violations,
off-road deviations, and unreasonable low speed. It is trained for 20 epochs on a random subset of
35K samples from our CARLA data. We use the AdamW optimizer [113] with a learning rate of
1× 10−3. All video sequences are resized to 224×224 as input to this model.

Inverse Dynamics Model. Inverse dynamics model (IDM) estimates the ego trajectory from a video
clip [114, 16]. Throughout our experiments, there are two parts that require the use of IDM, i.e.,
the Trajectory Difference evaluation of expert action controllability (Sec. 3.1) and the application of
video prediction-based policy (Sec. 3.2). These two IDMs are trained separately on different datasets,
yet share the same architecture with a visual odometry backbone from XVO [60] and a lightweight
attention head that outputs the ego trajectory with 8 waypoints in 2Hz.

For the Trajectory Difference of expert action controllability, the IDM transform model’s action-
control prediction into an estimated trajectory, and then we measure how closely the estimated
trajectory matches the ground truth according to their L2 distance. A lower distance signifies a better
action controllability of the driving world model. This IDM is trained on Waymo training set [35] for
40 epochs with a learning rate of 1× 10−4. For video prediction-based policy, the IDM transforms
ReSim’s action-free prediction (without command and ego future trajectory as condition) into an
executable trajectory for planning. The IDM is trained on navtrain split of NAVSIM for 100 epochs.
The learning rate for first 50 epochs is 1× 10−4 and decreases to 1× 10−5 for the last 50 epochs.

Visual Odometry(VO)-based Planner. The VO-based planner is utilized as a baseline for video
prediction-based policy as in Tab. 4, and an agent that drives within the simulated world of ReSim
for closed-loop visual simulation as in Fig. 8. It shares similar architecture and training to the
aforementioned NAVSIM IDM. The only difference is that, instead of ingesting the whole video
sequence containing both history and future frames as NAVSIM IDM, the VO-based planner takes
historical frames as input only, without any explicit clue of the future observations.

B.3 Sampling

With ReSim, each short-term future video is simulated by sampling with the DDIM sampler [115]
for 50 steps. The simulated outcome is a 4s video sequence in 10Hz with a resolution of 512×896.
The input conditions include 9 frames of historical observations in 10Hz, an optional high-level
command, and an optional ego trajectory with 8 future waypoints in 2Hz. The high-level com-
mand is in one of “Turning left”, “Moving forward”, and “Turning right”, and is clas-
sified either by estimated flow for OpenDV dataset [14] or ego trajectory for action-annotated
datasets like NAVSIM [23] following common practice in [61, 116]. We always apply a prefix
prompt, “This video depicts a realistic view from the driver’s perspective of
a car driving on the road.”, concatenated with the textual command for both training and
sampling. Empirically, this prefix helps guide the model to generate driving scenarios. Following
CogVideoX [30], we apply a decreasing classifier-free guidance strategy with guidance scale starting
from 7.5 and gradually decreasing to 1. To synthesize a longer future beyond the training horizon (4s),
we can leverage the last 9 frames from the newly generated sequence as the context for next-round
prediction iteratively. Simulating a 4-second video sequence takes two minutes on a single Nvidia
A100 GPU.

B.4 Human Evaluation

The human evaluation for non-expert action controllability (Sec. 3.1) is conducted with 15 participants
and 40 questions for each participant, resulting in 600 answers in total. As showcased in Fig. S.12,
each participant is requested to choose their preferred one among the synthesized video of three
candidate models for each evaluation aspect. The candidate models are Vista [16], ReSim w/o
simulated data, and ReSim (ours), and the evaluation aspects are Visual Realism and Trajectory
Following. The association of different models and their generations is anonymous to participants.
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Figure S.12: Example of human evaluation. Participants are presented with synthesized videos of
three anonymous candidate models. The order of different models’ generations is shuffled for each
testing scenario.

C Additional Results

C.1 Action Controllability

We provide additional visualizations for zero-shot action controllability in Fig. S.13 and Fig. S.14 for
nuScenes and Waymo samples, respectively. Both datasets are unseen during training. Qualitative
results demonstrate that ReSim can be flexibly controlled by both ground-truth trajectory (expert
action) and randomly associated trajectory (non-expert actions).

C.2 Ablation Study for Simulated Data

As shown in Fig. S.15, jointly training with simulated data improves the controllability of ReSim
in open-world scenarios. Samples are from OpenDV validation set [14] with randomly associated
trajectories from other labeled datasets.

C.3 Action-free Prediction

We show the action-free prediction ability of ReSim in Fig. S.16. When conditioned on historical
frames only without action inputs, ReSim synthesizes a possible future outcome, that might differ
from the ground-truth due to the multi-modality of driving scenarios [117].

C.4 Long-horizon Prediction

We compare ReSim with Vista [16] on long-horizon prediction in Fig. S.17. Starting from the same
scenario, ReSim can emulate a more visually rich future in a longer horizon. This generation process
does not use any action conditions, and both models perform multi-round rollouts that iteratively
condition on the previously generated sequence to extend the prediction horizon.

C.5 Failure Mode

Although ReSim exhibits improved fidelity and controllability over previous methods, it still faces
challenges as in Fig. S.18. We discuss the limitation in Sec. D (Societal Impact).

D Limitations and Broader Impact

Inference Efficiency. Despite the improved fidelity and controllability of our proposed ReSim, its real-
world application is still potentially bottlenecked by the inference efficiency since diffusion models
typically require multiple rounds of denoising process to ensure the generation quality [31, 44, 16].
To improve the inference latency, one potential solution is to reduce the number of denoising steps
during the sampling phase. Recent advances in robotics [118] have proven that even with a single
forward pass of the generative denoising network, the produced representation would greatly benefit
downstream planning performance. Another approach is to distill a large yet slow diffusion model
into a smaller one, which can be real-time deployed [119, 120].

World Model for Policy Training. Besides the onboard deployment of the heavy world model,
another promising direction is to apply the world model as an dynamic environment to train policies [2,
10, 121]. This is beneficial as we can then deploy the policy to the autonomy directly, instead of
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the world model, upon the training convergence of the policy model. Inspired by the tremendous
success of large-scale policy learning within the abstract simulator without visual signals [122], the
proposed ReSim offers a great opportunity to reproduce and go beyond the human-level robustness in
the regime of vision-based driving [61, 123] by scaling up ReSim’s visual simulation. We will follow
this research direction in future work.

Closed-loop Benchmark. As illustrated in the results in Sec. 3.2, ReSim can reactively expose
the policy to new states beyond the human driving logs when serving as a closed-loop visual
simulator, in contrast to current predominant evaluation benchmarks for end-to-end autonomous
driving [34, 35, 23]. However, since ReSim is trained on front-view observations only, common
planning methods with multi-view camera inputs, such as UniAD [61] and VAD [123], cannot be
readily applied in such simulation. Moreover, how to fairly benchmark different policies quantitatively
using ReSim is still worth exploration.

Societal Impact. Though meticulously developed with state-of-the-art performance shown in the
results, ReSim might still exhibit uncontrollable visual artifacts in generation due to the stochastic
nature of the diffusion framework. It might also hallucinate in complex scenarios with multiple agents
involved, and further pose risks for downstream applications. Despite the training on large-scale
datasets, the uncurated data distribution, such as geographical regions, might lead to biased behavior
of the learned model. We hope our work could shed light on the construction of open-world neural
simulation for physical intelligence spanning both driving and robotics, by leveraging the visual
richness of the physical world and the action flexibility of the simulated world collectively.

E License of Assets

Our training and evaluation are conducted on publicly licensed datasets and benchmarks [34, 124, 35,
23, 14]. To improve action diversity, we collected some data from the CARLA simulator [29] under
the CC-BY License. The scenario configurations for the CARLA data follow Bench2Drive [39] under
CC BY-NC-SA 4.0. ReSim is developed upon CogVideoX [30], with both code and model under
the Apache License 2.0. We adopt public visual encoders, including DINOv2 [50] (under Apache
License 2.0) and XVO [60] (under CC BY-NC-SA 4.0) for the construction of our Video2Reward
and inverse dynamics model, respectively. Vista [16] is leveraged as a comparative baseline, which is
under Apache License 2.0. We will release our code and models under the Apache License 2.0.
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Expert Act.

Non-expert Act.

Non-expert Act.

Expert Act.

nuScenes

nuScenes

Figure S.13: Visualizations for zero-shot action controllability on nuScenes. The expert actions
are recorded ground-truth from the driving log, while non-expert actions are randomly sampled from
other scenarios. Best viewed zoomed in.

Expert Act.

Non-expert Act.

Non-expert Act.

Expert Act.

Waymo

Waymo

Figure S.14: Visualizations for zero-shot action controllability on Waymo. The expert actions are
recorded ground-truth from the driving log, while non-expert actions are randomly sampled from
other scenarios. Best viewed zoomed in.
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Figure S.15: Additional ablations for incorporating simulated data in training. Simulated data
improves controllability of ReSim for non-expert actions. Historical frames are not shown for brevity.
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Figure S.16: Visualizations for action-free future prediction. ReSim can predict the future without
action conditions by inferring from historical frames only.
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Figure S.17: Long-term future prediction. Compared to Vista whose prediction fidelity severely
degrades in 15s, ReSim can predict consistent future states with rich details in more than 30s.

Figure S.18: Failure modes. ReSim still struggles in certain scenarios, such as falsely crossing the
parapet, poor consistency for occluded objects, and producing visual artifacts for extreme cases. Best
viewed zoomed in.
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