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Abstract001

Large reasoning models (LRM) with long002
chain-of-thought (CoT) capabilities have003
shown strong performance on objective tasks,004
such as math reasoning and coding. However,005
their effectiveness on subjective questions that006
may have different responses from different per-007
spectives is still limited by a tendency towards008
homogeneous reasoning, introduced by the re-009
liance on a single ground truth in supervised010
fine-tuning and verifiable reward in reinforce-011
ment learning. To bridge this gap, we con-012
duct a pilot analysis on the scaling laws of rea-013
soning length and the number of role perspec-014
tives, where we uncover that increasing role per-015
spectives consistently yields performance gain.016
Then, we propose MultiRole-R1, a diversity-017
enhanced framework with multiple role per-018
spectives, enhancing the accuracy and diver-019
sity in subjective reasoning tasks. MultiRole-020
R1 features an unsupervised data construction021
pipeline that constructs reasoning chains that022
incorporate diverse role perspectives. We fur-023
ther employ reinforcement learning via Group024
Relative Policy Optimization (GRPO) with re-025
ward shaping, taking diversity as an additional026
reward signal. With specially designed reward027
functions, we successfully promote perspective028
diversity and lexical diversity, and discover a029
positive relation between reasoning diversity030
and accuracy. Our experiment on six bench-031
marks demonstrates MultiRole-R1’s effective-032
ness and generalizability in enhancing both033
subjective and objective reasoning, showcas-034
ing the potential of diversity-enhanced training035
in LRMs.036

1 Introduction037

Advances in o1-style models (Jaech et al., 2024;038

DeepSeek-AI et al., 2025) with long CoT (Wei039

et al., 2023) have significantly enhanced the mod-040

els’ capability in various reasoning tasks (Yu et al.,041

2025; Wu et al., 2024). Extended CoT chains en-042

able models to systematically divide-and-conquer043

Q: A boy hits a ball, with a bat. Outside, while 
others in the background watch him. Are the kids 
playing baseball? 

Diverse perspective 
reasoning

MultiRole-R1Vanilla CoT Reasoning

Cricket Baseball

To play with 
a bat

To play 
with a bat

Indian culture US culture

Key element: a bat 
and a ball

Ambiguity: No explicit 
mention of bases, 

pitchers, …

Baseball

In casual play, children 
often simplify rules 
(skip team setting)

Homogeneous Diverse

Figure 1: subjective reasoning tasks, the answer often
changes with perspective shifts. We illustrate that di-
verse perspective thinking benefits subjective question
answering.

complex problems, iteratively refining intermedi- 044

ate results, and methodically verifying the outputs. 045

The o1-style models reached top-human perfor- 046

mances in many objective reasoning tasks such as 047

math (Cobbe et al., 2021) and coding (Jain et al., 048

2024). This success highlights that scaling up the 049

test time computation can significantly boost per- 050

formance on complex, structured tasks relative to 051

standard single-step prompting (Jaech et al., 2024; 052

Wei et al., 2023). 053

Beyond objective tasks with a single correct an- 054

swer, there is growing interest in applying LLM 055

reasoning to subjective or open-ended problems. 056

As illustrated in Figure 1, due to the single inherent 057

thinking process of LLM, the model tends to rely 058

on homogeneous reasoning trajectories without 059

exploring alternative perspectives. Consequently, 060

LLMs tend to approach subjective questions from a 061

narrow viewpoint, hindering their capacity to incor- 062

porate diverse reasoning strategies. Prior works’ so- 063
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lutions mainly fall in two categories: (1) Research064

on Multi-Agent Debates has demonstrated that in-065

corporating diverse role perspectives substantially066

improves performance on subjective tasks (Aoy-067

agui et al., 2025; Cheng et al., 2024; Liu et al.,068

2025b), but these methods require multiple inter-069

acting models; (2) Other approaches ensembles dif-070

ferent solutions from diverse decoding paths (Wang071

et al., 2023), but the stochasticity of the decoding072

paths does not equate to introducing more perspec-073

tives (Naik et al., 2024).074

To address this gap, we propose to enhance the075

diversity of the OpenAI o1-style reasoning chain,076

by to dynamically integrating diverse role perspec-077

tives for subjective question answering, including078

tasks such as moral dilemmas, opinion-based ques-079

tions, ambiguous question answering, and so on.080

Initially, we conduct a pilot study to confirm two081

key factors: the effectiveness of long reasoning082

chains in subjective reasoning tasks, and the im-083

pact of varying the number of role perspectives084

incorporated during reasoning. Our results indi-085

cate that sequential scaling initially increases with086

longer reasoning chains but eventually decreases087

beyond an optimal point. Similarly, we identify088

there is a similar an optimal range for the number of089

role perspectives in the reasoning chain. Building090

upon these insights, we propose a novel framework091

MultiRole-R1 that enhances the diversity of long092

chains of thought. Specifically, we optimize the093

role diversity and reasoning diversity. MultiRole-094

R1 starts with a novel data construction pipeline095

combining parallel scaling with sequential scaling096

to effectively incorporate a broader array of role097

perspectives into the extended reasoning chains.098

We subsequently refine the model through super-099

vised fine-tuning (SFT), instructing the model to100

learn the multirole reasoning format and enhance101

perspective diversity. Furthermore, to enhance the102

diversity of the reasoning process, we introduce a103

carefully designed diversity reward function imple-104

mented through a multi-role Generalized Reward105

Policy Optimization (GRPO) framework, taking di-106

versity as an additional reward signal. By training107

on subjective questions only, MultiRole-R1 boosts108

the performance of both subjective and objective109

reasoning tasks. Our contribution can be summa-110

rized as follows:111

• We perform a pilot analysis that reveals the112

scaling law of reasoning length and role per-113

spectives in subjective reasoning.114

• We propose MultiRole-R1, a novel framework 115

that enhances the diversity and accuracy of 116

LRMs, achieving SOTA performance in six 117

subjective and objective reasoning tasks. 118

• Our experiments and analysis highlight an in- 119

teresting phenomenon: optimizing for diver- 120

sity often aligns with, and can even enhance 121

the accuracy objective. This synergistic rela- 122

tionship underscores our method’s effective- 123

ness and its robust generalizability to other 124

domains. 125

2 Related Work 126

Test-Time Scaling Recent advancements, such 127

as the success of Deepseek-R1 (DeepSeek-AI 128

et al., 2025) in demonstrating robust long-chain- 129

of-thought (CoT) reasoning, have brought signif- 130

icant attention to test-time scaling (Wang et al., 131

2025b; Liu et al., 2025a; Li et al., 2025). Cur- 132

rent approaches to test-time scaling can be broadly 133

classified into four categories (Zhang et al., 2025). 134

Sequential scaling, as explored by Madaan et al. 135

(2023) and Xiang et al. (2025), iteratively refines a 136

model’s state and output, with each step building 137

on the previous to form a coherent chain of com- 138

putations. In contrast, parallel scaling (Wu et al., 139

2025; Wang et al., 2024a) leverage parallelism to 140

expand the coverage of reasoning chain, thereby 141

increasing the likelihood of identifying correct solu- 142

tions. Additionally, hybrid scaling, as proposed in 143

Wang et al. (2024b) and Zhang et al. (2024), com- 144

bines parallel generation of diverse options with 145

sequential evaluation and refinement to enhance 146

reasoning capabilities. Finally, internal scaling 147

(Muennighoff et al., 2025; Ye et al., 2025) empow- 148

ers models to autonomously allocate computational 149

resources during inference, moving away from re- 150

liance on externally guided strategies. While these 151

approaches have demonstrated impressive perfor- 152

mance improvements, they primarily focus on en- 153

hancing models’ reasoning capabilities in mathe- 154

matical or coding tasks which contain fixed and 155

verifiable answers. Such methods largely overlook 156

the importance of promoting diversity in reasoning 157

for open-ended questions, which require considera- 158

tion from multiple perspectives. 159

Subjective Tasks and LLM Role-Playing Sub- 160

jective task is a type of task that differs from objec- 161

tive tasks - such as commonsense reasoning, code 162

generation and arithmetic reasoning (Wang et al., 163
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Stage 1: Contrastive Perspective generation

…

Stage 3: Diversity Enhanced Reinforcement Learning (GRPO)

Reasoning 
model

…

<think> (role 1’s perspective) </think> 
So, I think the answer is  C. 

× N

<think> (role 3’s perspective) </think> 
Alright, the answer should be C. 

× N

Stage 2: SFT Data Construction
Reasoning Chain Merging

Multirole SFT

(role 2’s most voted perspective)
</think> Wait, I need to consider

(role 3’s most voted perspective)
</think>

<think> (role 1’s most voted perspective)
</think> Wait, I need to consider

Role Opinion 
majority voting

Accuracy Reward Diversity Reward

Parallel Scaling for N Samples

(role 2’s most voted perspective)
</think> Wait, I need to consider

(role 3’s most voted perspective)
</think>

<think> (role 1’s most voted perspective)
</think> Wait, I need to consider

I think it is too much influence<think> (role 2’s perspective) </think> 
Hmm, I think the answer is A. 

× N

Role 1

Role 2

Role 3

Query

filter

There is no universal answer. 
Role 1: the answer is C. 
Role 2: the answer is A. 
Role 3: the answer is C. 

Aggregating all the role perspectives, 
frequency(C) = 2 > frequency (A) = 1

Therefore, the final answer is C. 

Divergent Merging Convergent Merging

There is no universal answer. 
Role 1: the answer is C. 
Role 2: the answer is A. 
Role 3: the answer is C. 

𝐴1 𝐴2 𝐴3 𝐴 𝐺

Promoting Perspective Exploration

Role 1: C. 
Role 2: A. 
Role 3: B. 

(Pred.)

(GT)

𝑺𝒄𝒐𝒓𝒆 = 𝟐/𝟑

Aggregating all the role 
perspectives, frequency(C) = 2 
> frequency (A) = 1. Therefore, 
the answer is C. 

Answer is C. (GT) 𝑺𝒄𝒐𝒓𝒆 = 𝟏

𝑅1 𝑅2 𝑅3 𝑅 𝐺

(Reward)

(Advantage)

Ensure Accuracy

Group Computation

or

…

…

Finetuned Model
Homogenous

CoT

Diversity 
Enhanced CoT

(Pred.)

Figure 2: Illustration of the pipeline of MultiRole-R1. Stage 1: we collect our data by utilizing budget forcing
(sequential scaling) and contrastive role reasoning, sampling N output from the decoder (parallel scaling). Stage 2:
we automatically construct our training data that integrates various perspectives into a single reasoning chain, and
then fine-tune the model to follow the multi-role reasoning format. Stage 3: we utilize GRPO with reward shaping
to optimize the reasoning accuracy and diversity.

2025a) -which involve questions with definitive cor-164

rect or incorrect answers. Subjective task, due to its165

open-ended nature, has answers that may change166

with perspective-shifts or context change (Wang167

et al., 2025a; Jentzsch and Kersting, 2023; Par-168

rish et al., 2022). This includes culture-related169

question answering (Huang and Yang, 2023; DUR-170

MUS et al., 2024), subjective language interpreta-171

tion (Jones et al., 2025), ethical question answer-172

ing (Hendrycks et al., 2021), creative question an-173

swering (Lu et al., 2024), and so on. LLM Role-174

Playing (Shao et al., 2023), including Multi-role175

discussion (Wang et al., 2024c; Du et al., 2023;176

Liang et al., 2024) is one of the most used tech-177

niques to study subjective task. It features spe-178

cialized AI systems to simulate assigned personas,179

ranging from real-life figures to fictional charac-180

ters (Chen et al., 2024). The capacity to simulate181

different personas has been shown to elicit human-182

like responses and introduce more diverse and cre-183

ative reasoning paths (Naik et al., 2024) when solv-184

ing LLM-related tasks (Wang et al., 2024d). In this185

work, we adopt a parallel multi-role reasoning at186

test time to enable the model think from a diverse187

perspective via independent reasoning paths.188

3 Pilot Analysis 189

It is increasingly evident that bringing in multiple 190

perspectives leads to stronger performance on sub- 191

jective tasks (Muscato et al., 2025; Hayati et al., 192

2024). Inspired by this insight, inject perspective 193

diversity into o1-style reasoning chains by leverag- 194

ing test-time scaling (Snell et al., 2024). Iteratively 195

scaling up reasoning depth (sequential scaling) en- 196

courages the model to reflect more cautiously and 197

thoroughly (Zeng et al., 2025), while generating 198

multiple answer candidates (parallel scaling) pro- 199

motes breadth by generating multiple complemen- 200

tary reasoning paths (Liu et al., 2025c; Rodionov 201

et al., 2025). To examine whether test-time scaling 202

improves model performance on subjective ques- 203

tions, we conduct an initial investigation across 204

three datasets under four decoding strategies fol- 205

lowing Jiang et al. (2025), with concrete examples 206

provided in Appendix 4 : 207

• Zero think: Force the model to respond without 208

thinking, i.e. “<think></think>”. 209

• Less think: Force the model to think for one sen- 210

tence only “<think>Okay, the user ask for this, I 211

can answer it without thinking much.</think>” 212

• Regular think: Let the model start with “<think>” 213

and ends its thinking naturally. 214

• More think: Starts with a regular think. When 215

the end-of-thinking is reached, forcefully replace 216
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Figure 3: (a) The performance of Deepseek-r1-distill-qwen-7b (DeepSeek-AI et al., 2025) under different reasoning
length settings across different datasets. The bar chart shows that longer reasoning chains result in higher accuracy
on subjective tasks. (b) The performance of Deepseek-r1-distill-qwen-7b (DeepSeek-AI et al., 2025) under different
reasoning length settings across different datasets. (c) Demonstration of the number of distinct opinions increases
as more roles are involved in a single reasoning chain.

the “<think>” token and append a “wait" that217

encourages the model to think more.218

As shown in Figure 3 (a), increasing the amount of219

test-time reasoning through scaling indeed yields220

performance gains. We thus incorporate More think221

as our baseline.222

Scaling Law of Reasoning Length Having es-223

tablished the effectiveness of test-time scaling, a224

natural follow-up question is whether longer rea-225

soning chains always result in better performance.226

However, prior studies on mathematical and com-227

monsense reasoning have shown that excessively228

long reasoning chains do not necessarily translate229

into improved outcomes (Sui et al., 2025; Ballon230

et al., 2025). Therefore, to control the reasoning231

length for sequential scaling using budget forc-232

ing (Muennighoff et al., 2025), we conduct an in-233

vestigation experiment aimed at roughly estimating234

the optimal reasoning length specifically for sub-235

jective problems. We adhere to the experimental236

setup proposed by Jiang et al. (2025) and experi-237

ment on the optimal number of replacing the end-238

of-thinking delimiter. As shown in Figure 3 (b),239

increasing the number of "Wait" tokens generally240

leads to performance improvements across most241

tasks. For GLOQA, performance continues to im-242

prove with more "Wait" insertions, whereas for243

BBQ and ETHICS, the gains peak around three in-244

sertions and diminish or even degrade beyond that245

point. Based on this observation, we adopt three246

"Wait" tokens as a balanced setting that achieves247

clear performance gains without excessive compu-248

tational overhead. We refer to this configuration249

as the More think strategy, which not only fosters250

more cautious and reflective reasoning, but also en-251

ables longer reasoning chains capable of supporting252

more nuanced and diverse role-based perspectives. 253

Scaling Law of Role Perspectives We explore 254

the relationship between the number of roles and 255

the answer diversity and consensus accuracy on 256

subjective QA tasks. Intuitively, each additional 257

role contributes a new viewpoint, expanding the so- 258

lution space. Lu et al. (2024) shows multi-agent de- 259

bates with 3 fixed roles achieve optimal creativity, 260

but scaling different role perspectives in a single 261

reasoning chain at test time remains unexplored. 262

We conduct a pilot analysis that directly instructs 263

the model to think from n different viewpoints, 264

with n from 1 to 6. Results in Figure 3 (c) show 265

that the number of distinct opinions increases as 266

more roles are involved. In general, we observed 267

that the distinct opinions plateau when the number 268

of distinct opinions plateaus as the n = 4. Hence, 269

in the following study, we control the number of 270

generated roles n = 2, 3, 4 for efficient generation. 271

4 Method 272

Our framework consists of three stages: paral- 273

lel multi-role reasoning, multi-role finetuning and 274

multi-role reinforcement learning. Formally, given 275

an input question Q and a reasoning model M, our 276

goal is to diversify the reasoning path T . 277

4.1 Parallel Multi-Role Reasoning 278

Multi-Role Exploration To model multi- 279

perspective reasoning, we first identify a set of 280

n context relevant roles (e.g., domain experts, 281

stakeholders, or personas) through few-shot 282

prompting (Brown et al., 2020), denoted as 283

R = {R1, R2, ..., Rn}. In particular, we prompt 284

the model to generate roles that may have 285

conflicting viewpoints. The motivation for this 286
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is to explore diverse available perspectives.287

Given candidate roles R, we define the selection288

probabilities:289

P (Ri|Q) = softmax(E[M(Rk|Q)]

+λERi [1− sim(Ri, Rj)])
(1)290

Where sim(Ri, Rj) = cos(hRi ,hRj |Q) and h de-291

notes the embedding of the LLM M. This term292

represents the embedding similarity of two roles293

under the context of the question Q.294

Self-Consistency Filtering For each role Ri, we295

generate k candidate reasoning paths M(Q,Ri) =296

TRi = {T (1)
Ri

, T
(2)
Ri

, ..., T
(k)
Ri

} for each role. This297

is achieved by adjusting the sampling temperature298

τ = 1 to encourage diverse reasoning paths. To299

ensure the coherence among different responses300

of each role, we then apply self-consistency filter-301

ing (Chen et al., 2023) through majority voting and302

only keep the most consistent answer.303

T̂Ri = argmax

k∑
j=1,T∈TRi

1(T ≡ T
(j)
Ri

) (2)304

Where 1 is the indicator function and ≡ denotes se-305

mantic equivalence. This approach extends ensem-306

ble methods by decoupling role-specific reasoning307

trajectories, ensuring that conflicting viewpoints re-308

main independently generated and self-consistent.309

4.2 Multi-Role Finetuning310

To achieve both accurate and diverse reasoning,311

we begin by fine-tuning our base model using self-312

consistency filtered data. This stage aims to instruct313

the base model to follow a multi-role reasoning for-314

mat, incorporating perspective shifts in the reason-315

ing chain. Moreover, we provide role generation316

examples of 968 distinct in the training data, which317

optimizes the perspective diversity.318

Sequential Multi-Role Merging Given m fil-319

tered role perspectives {T̂R1 , ..., T̂Rm}, we gener-320

ate random combination of role orderings Π to321

avoid the effect of position bias (Zheng et al.,322

2023a). For example, given a multi-role combina-323

tion π = {Ri, Rj , Rk}, we construct the training324

data as follows:325

Dtrain =
⋃
π∈Π

{(Q⊕ T̂Ri ⊕ T̂Rj ⊕ T̂Rk
) | π} (3)326

We consider two merging strategies depending 327

on task type to allow dynamic integration of role 328

reasoning traces while respecting the nature of the 329

reasoning task: (1) Divergent merging: encour- 330

age diverse perspectives to maximize coverage of 331

the searching space. Final prediction is derived 332

via weighted aggregation over differing viewpoints. 333

(2) Convergent merging: reaching consensus via 334

majority voting within a single sequence, which 335

is in nature soft majority voting within a single 336

sequence. 337

Multi-Role Supervised Finetuning To ensure 338

the quality of the SFT data, we apply several filter- 339

ing strategies to the merged dataset. To mitigate 340

verbosity bias (Zheng et al., 2023b) and reason- 341

ing shortcut behaviors, we remove entries in the 342

top and bottom 10th percentiles of answer length. 343

We also discard instances with formatting errors 344

or invalid string patterns. This results in the final 345

2,700 SFT training data. Additionally, since the 346

gold labels are accessible in the original dataset, we 347

apply a supervised, ground-truth-guided filtering 348

approach as a comparison to our unsupervised self- 349

consistency method. Results of this comparison 350

are presented in Section 6.5. 351

4.3 Multi-Role Reinforcement Learning 352

We adopt Group Relative Policy Optimization 353

(GRPO) (Shao et al., 2024) for Multi-Role rein- 354

forcement learning, which is trained on top of the 355

SFT model. GRPO optimizes the policy by sam- 356

pling a group of candidate outputs for each prompt 357

and comparing their reward. We incorporate two 358

types of rewards: an accuracy reward Racc pro- 359

vided by a verifiable reward model that checks 360

answer correctness, and a diversity reward Rdiv 361

computed from the input text as a shaping sig- 362

nal. The total shaped reward is given by R = 363

0.9 ∗ Racc + 0.1 ∗ Rdiv. This follows the reward- 364

shaping paradigm (Ng et al., 1999), where the aux- 365

iliary Rdiv guides learning without changing the 366

optimal policy. 367

During training, we observe a synergetic ef-
fect of optimizing the diversity and accuracy ob-
jectives. This also mitigates issues observed in
the SFT baseline, such as excessive verbosity and
repetitive reasoning (Toshniwal et al., 2025). Fi-
nally, note that GRPO computes group advantages
A1, A2, . . . , AG instead of standard reward, which
is given by

Âi,t = (Ri,t − µ)/σ, t ∈ {1, . . . , |G|}
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so a group with uniform rewards (all 0s or all 1s)368

would give zero advantage and stall learning. By369

adding the diversity term, we ensure intra-group370

reward variance, enabling informative gradients371

and continued optimization.372

5 Experiment373

5.1 Datasets374

We train our model on three subjective tasks: am-375

biguous question answering (BBQ by Parrish et al.376

(2022)), opinion-based QA (GlobalOpinionQA377

by DURMUS et al. (2024)), and ethical dilemma378

(ETHICS by Hendrycks et al. (2021)). To eval-379

uate the effectiveness and generalizability of our380

approach, we test on three additional datasets: cul-381

tural natural language inference (CALI by Huang382

and Yang (2023)), commonsense reasoning (CSQA383

by Talmor et al. (2019)), and mathematical reason-384

ing (GSM8K by Cobbe et al. (2021)). Notably,385

CALI is the out-of-domain (O.O.D.) subjective386

question, and CSQA and GSM8K consist of O.O.D.387

objective questions, providing a comprehensive as-388

sessment to our method’s robustness to general389

commonsense and math reasoning tasks.390

5.2 Baselines391

In-Context Learning We first incorporate the392

following In-Context Learning (Brown et al.,393

2020) settings: (1) Zero-Shot CoT (Kojima et al.,394

2023; Wei et al., 2023), (2) Role Playing Prompt-395

ing (Kong et al., 2024) and (3) Self-Refine Prompt-396

ing (Madaan et al., 2023).397

More Think As observed by Muennighoff et al.398

(2025), extending the reasoning chain length can399

further enhance the reasoning capabilities of o1-400

style models. In MultiRole-R1, this is achieved by401

suppressing the end-of-thinking token and append-402

ing a continuation string (e.g., “wait, I need to think403

from {role}’s perspective") to encourage extended404

reasoning from a different role perspective. In the405

more think baseline, we employ a reasoning length406

three times longer than regular think, as it offers a407

balance between efficiency and accuracy based on408

our pilot analysis.409

Supervised Finetuning We perform supervised410

finetuning on the base model on the self-411

consistency filtered dataset of size 2,700. The412

detailed training configurations are listed in Sec-413

tion D. Our SFT training and evaluation is con-414

ducted via Llama-Factory (Zheng et al., 2024) us-415

ing one NVIDIA H800 PCIe 80GB GPU. The 416

GRPO training takes 10 hours on 8 H20 GPU. 417

5.3 Models 418

Our experiment is performed on a range of open- 419

source LRMs including R1-Distill-Qwen-7B, R1- 420

Distill-Llama-8B and R1-Distill-Qwen-14B mod- 421

els (DeepSeek-AI et al., 2025), and Qwen3- 422

8B (Qwen Team, 2025) with reasoning mode. 423

5.4 Metrics 424

Accuracy Taking into account the subjective na- 425

ture of role-based reasoning where the ground truth 426

for subjective questions may vary across different 427

roles, we adopt two different perspective merging 428

strategies during evaluation. 429

(1) Divergent Merging: for tasks such as CALI
and GLOQA, each role i’s answer ai is compared
with the corresponding ground truth gi, where the
divergent accuracy is given by:

Accdiv =
1

n

n∑
i=1

1[ai = hi].

(2) Convergent Merging: datasets like BBQ,
ETHICS, CSQA and GSM8K has answers invari-
ant with role-perspectives. We aggregate different
role’s answer to a obtain a consensus, and then
compare it to the ground truth:

â = argmax
∑
i

1(ai = â), Acccon = 1[â = g].

Diversity To quantify the diversity of model- 430

generated reasoning, we design a composite metric 431

that captures linguistic variation across multiple 432

dimensions. Inspired by prior work on lexical and 433

entropy-based diversity in natural language genera- 434

tion (Li et al., 2016; Tanaka-Ishii and Aihara, 2015), 435

our metric is a weighted sum of eight complemen- 436

tary diversity signals, including lexical, token en- 437

tropy, sentence length, sentence pattern, adjacent 438

sentence, Yule’s K, distinct N-gram and function 439

word diversity. Formal definition of the diversity 440

metrics can be found in Appendix E. Formally, we 441

express the final Combined diversity score in the 442

formula below: 443

Dfinal = 0.15Dlex + 0.15Dent + 0.1Dlen+

0.15Dpat + 0.1Dadj + 0.10Dyule+

0.15Dbi + 0.10Dfunc

444
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Model BBQ GLOQA CALI (O.O.D) ETHICS CSQA (O.O.D) GSM8K (O.O.D)

Acc. Div. Acc. Div. Acc. Div. Acc. Div. Acc. Div. Acc. Div.

(R1-Distill-Qwen-7B)
Zero-shot CoT 62.45 56.02 32.62 65.88 50.30 52.22 51.82 36.14 63.06 83.83 80.48 68.08
Self-Refine 74.08 73.13 43.13 59.88 50.76 66.09 52.19 37.36 54.02 77.61 87.01 80.37
Role-Playing 73.61 74.68 41.67 77.75 52.69 67.43 50.83 37.89 55.07 76.20 85.66 72.87
More think 80.76 80.44 36.42 86.90 60.45 78.82 64.44 81.53 64.50 85.85 82.05 81.79
Ours +SelfConsis SFT 85.88 81.67 43.13 85.58 67.35 78.94 67.45 82.19 66.88 83.10 80.62 74.87
Ours +SelfConsis SFT+GRPO 94.30 85.52 47.22 87.46 70.83 82.15 69.50 85.40 69.43 86.85 85.58 82.16
Ours +SelfConsis SFT+GRPO(RS) 94.50 86.25 49.10 89.67 70.85 83.31 66.83 87.27 66.94 87.96 87.36 82.46

(R1-Distill-Llama-8B)
Zero-shot CoT 80.89 79.92 38.41 87.07 60.84 73.98 62.46 79.44 67.21 83.39 78.87 76.52
Self-Refine 74.20 75.85 43.19 81.11 61.95 78.87 60.96 80.17 63.77 82.61 80.95 81.24
Role-Playing 74.40 80.91 44.87 83.02 62.70 77.32 64.24 79.78 67.32 82.27 77.33 75.02
More think 88.20 84.11 44.04 87.19 64.41 80.30 68.06 83.99 70.42 84.73 83.30 84.12
Ours +SelfConsis SFT 89.69 82.64 48.17 87.26 70.05 79.77 70.56 81.36 70.86 83.88 86.02 81.53
Ours +SelfConsis SFT+GRPO 94.47 85.75 48.55 89.36 69.26 83.37 75.63 87.89 73.71 87.96 77.49 85.31
Ours +SelfConsis SFT+GRPO(RS) 95.55 89.58 49.06 91.78 71.48 90.55 75.84 88.54 75.12 92.98 89.79 88.45

(R1-Distill-Qwen-14B)
Zero-shot CoT 85.01 68.06 36.82 79.18 75.05 71.83 73.63 72.20 81.85 83.09 85.58 70.68
Self-Refine 90.42 80.13 49.04 69.40 71.28 78.22 76.48 83.22 76.55 82.31 84.73 80.24
Role-Playing 91.18 81.87 49.90 75.73 67.41 70.74 77.16 75.30 75.71 79.05 91.50 76.60
More think 94.57 80.67 41.60 84.04 75.90 76.81 79.36 83.33 79.36 81.77 88.76 80.94
Ours +SelfConsis SFT 94.40 75.06 50.98 81.04 76.08 73.65 81.45 71.34 81.50 77.60 91.61 91.62
Ours +SelfConsis SFT+GRPO 95.98 86.88 51.73 89.33 75.65 91.47 83.50 72.84 81.19 87.98 91.87 85.31
Ours +SelfConsis SFT+GRPO(RS) 97.50 90.17 53.98 89.80 76.50 92.89 86.00 92.10 82.00 92.98 93.43 88.45

(Qwen3-8B)
Zero-shot CoT 91.71 70.10 42.13 60.99 73.40 57.43 72.29 76.68 80.81 57.84 85.41 70.49
Self-Refine 88.93 53.07 45.25 85.00 69.40 48.16 70.64 49.60 69.22 50.99 84.91 82.31
Role-Playing 89.77 41.58 47.57 54.89 70.26 50.49 70.67 47.83 72.98 48.17 93.58 81.93
More think 95.18 74.20 43.39 78.98 75.10 68.44 78.26 72.45 81.20 73.07 90.02 75.07
Ours +SelfConsis SFT 94.05 74.02 50.32 77.07 75.96 72.78 78.39 68.35 81.00 73.50 91.62 70.23
Ours +SelfConsis SFT+GRPO 95.91 85.47 51.37 87.74 77.83 80.36 79.82 86.84 81.19 86.40 91.97 85.98
Ours +SelfConsis SFT+GRPO(RS) 96.98 88.15 51.72 89.88 77.95 83.84 81.95 89.09 82.10 88.26 94.98 86.93

Table 1: Main results of the baselines (Specified in Section 5) and our proposed method. Acc. is the accuracy of the
task (in %) and Div. measures the length normalized diversity score of the reasoning chain (in %). We include two
ablations of MultiRole-R1, including SFT on self-consistency filtered data only (Ours +SelfConsis SFT), and also SFT
with vanilla GRPO (Ours +SelfConsis SFT + GRPO). “GRPO(RS)” represents GRPO with reward shaping, which is used in
MultiRole-R1. (O.O.D) denotes the datasets that are for testing only. Detailed decomposition of the diversity score
is detailed in Appendix E.

6 Results and Analysis445

6.1 Main Results446

Table 1 shows that with multi-role SFT and GRPO447

with reward shaping, MultiRole-R1 achieves supe-448

rior performance in both subjective and objective449

reasoning tasks, surpassing More Think by anverge450

7.6% and 3.8% in accuracy and diversity. Notably,451

by training on452

6.2 Domain Generalization453

As shown in Table 1, besides in-domain subjec-454

tive questions that are included in the training set,455

MultiRole-R1 successfully boosts the performance456

in all the benchmarks. This shows our approach’s457

generalizability is two-fold: generalizability to458

other subjective questions, and also generalizabil-459

ity to objective questions. We reveal that by only460

training on three subjective datasets, the model461

gains a generalized understanding of role gener- 462

ation and role understanding and role reasoning, 463

and has a 10% increment in subjective tasks like 464

cultural natural language inference in CALI. More- 465

over, without any training in objective questions, 466

MultiRole-R1 significantly enhances the models’ 467

performance on commonsense reasoning and math 468

reasoning benchmarks. This demonstrates that sub- 469

jective question training can potentially enhance 470

the performance of objective questions. An ex- 471

planation is that the nature of subjective questions 472

pushes the model to gain insights from various per- 473

spectives, which collectively guides the model to 474

approach the optimal solution. 475

6.3 Accuracy-Diversity Correlations 476

As shown in Figure 4 (a), we observe a positive 477

correlation between accuracy and diversity. This 478

further demonstrates that optimizing the diversity 479
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Figure 4: (a) We plot the accuracy against the diversity for each dataset. We observe a positive linear correlation
between the two metrics. (b) Qualitative example of the 34 most frequent roles in the training data generated by
LRMs. A more detailed visualization is presented in Appendix 5.

objective does not compromise the correctness ob-480

jective, and even enhances the accuracy. One pos-481

sible explanation is that optimizing for diversity482

can serve as a useful inductive bias, enabling the483

model to explore a broader solution space and dis-484

cover more accurate, perspective-aligned answers485

in subjective tasks.486

6.4 Role Coverage487

We leverage the LLM itself to generate roles perti-488

nent to the context of the question. In total, there489

are 968 distinct roles in the training data, enhancing490

the perspective diversity of the LRM. To showcase491

the coverage ranges from different moral philoso-492

phies, nationalities, identify groups and specific493

persons that occurred in the question. We leverage494

the LLM itself to generate roles relevant to the con-495

text of each question. Our training data contains a496

total of 968 distinct roles. These roles demonstrate497

broad coverage, including different moral philoso-498

phies, nationalities, identity groups, and specific499

individuals pertinent to the questions.500

6.5 Filtering Strategy of the Training Data501

We adopt an unsupervised self-consistency sam-502

pling strategy for SFT training. Additionally, since503

the ground-truth labels are available in the original504

datasets, we apply a supervised filtering method505

based on ground-truth agreement. Table 2 re-506

ports test performance after training on equal-sized507

datasets obtained via self-consistency and ground-508

truth-guided sampling. While self-consistency509

filtering yields slightly lower SFT accuracy, it510

achieves performance comparable to ground-truth511

sampling, highlighting its effectiveness without su-512

pervision.513

BBQ GLOQA CALI ETHICS CSQA GSM8K

(R1-Distill-Qwen-7B)
Consis. Filter 85.55 47.13 67.35 67.45 66.88 80.62
GT Filter 88.40 45.55 65.95 68.44 68.45 80.63

(R1-Distill-Llama-8B)
Consis. Filter 89.69 48.17 72.05 70.56 70.86 83.30
GT Filter 87.44 49.29 69.27 72.15 71.06 84.20

(R1-Distill-Qwen-14B)
Consis. Filter 94.40 50.98 76.98 81.45 80.50 91.61
GT Filter 94.88 52.29 76.28 81.57 80.79 91.28

(Qwen3-8B)
Consis. Filter 94.05 50.32 75.96 78.39 81.00 91.62
GT Filter 94.80 51.07 76.15 80.19 82.13 91.85

Table 2: The evaluation accuracy after finetuning on (1)
consistency filtering and (2) ground-truth hinted sam-
pling data.

7 Conlcusion 514

We introduce MultiRole-R1, a novel framework 515

that enhances the reasoning capabilities of mod- 516

els on subjective tasks. Our framework enables 517

models to think from multiple perspectives before 518

providing a final answer and to synthesize diverse 519

outputs. To achieve this, we employ Group Rel- 520

ative Policy Optimization (GRPO) with a shaped 521

reward that combines a verifiable accuracy signal 522

with a diversity metric. Furthermore, through ex- 523

tensive experiments on both subjective (e.g., BBQ, 524

GlobalOpinionQA, ETHICS) and objective (e.g., 525

CSQA, GSM8K) benchmarks, we find that diver- 526

sity is a more important factor than length for cur- 527

rent reasoning models. This finding is supported by 528

solid experiments on both subjective and objective 529

tasks, where we employed reward shaping to intro- 530

duce additional optimization objectives. Our work 531

underscores the importance of diversity at both per- 532

spective and lexical levels, paving new directions 533

for future research. 534
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Limitations535

One of the main limitations of our study is that due536

to the constraints of computational resources, we537

are unable to scale to larger models, e.g. models of538

70B. For the SFT process, since the filtering results539

after self-consistency is still noisy, the final align-540

ment performance may be constrained by the noisy541

labels in the positive samples. Our role generation542

solely depends on the model itself, which may not543

accurately represent the opinion of the real social544

community. Future work can further investigate545

the model’s culture and opinion alignment to dif-546

ferent demographics, by incorporating the value of547

a broader demographic of users.548

Ethics Statements549

Our study focuses on subjective question answer-550

ing, ensuring the inclusion of the a diverse social551

identities, moral values, and nationalities. Our ap-552

proach utilizes the model’s own outputs to perform553

role generation. By reducing dependence on man-554

ual labeling, this method enhances fairness, scala-555

bility, and inclusivity of AI, furthering the democ-556

ratization of LLMs across global communities.557
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A SFT Training Configurations907

A.1 Training and Testing Data Split908

BBQ GLOQA ETHICS CALI CSQA GSM8K

Merged 3883 4659 2400 - - -
+Consis. filter 1000 1200 500 - - -
+GT filter 1000 1200 500 - - -

Test set 831 999 500 500 496 1000

Table 3: Statistic of the number of training data after
self-consistency filtering (consistency filter) and ground-
truth-guided hinted filtering (GT filter). We also report
the number of test data used in the evaluation phase.

We report the number of merged data con-909

structed, and the number of data remaining after910

applying the filtering strategy in Table 3. We ap-911

ply self-consistency filtering, which only takes the912

answers of that are consistent with the most voted 913

answer within each role. We also apply ground- 914

truth-guided hinted filtering, which only keeps the 915

answers that are consistent with the ground truth. 916

To ensure a fair comparison, we ensure that the 917

number of data left after each filtering strategy is 918

the same. 919

A.2 Training configurations 920

Our SFT training and evaluation is conducted 921

via Llama-Factory (Zheng et al., 2024) using one 922

NVIDIA H800 PCIe 80GB GPU. Detailed training 923

parameters are specified in Table 5. Our GRPO is 924

trained on 8 HGX H20 GPU for 10 hours. 925

B Qualitative Examples 926

B.1 Qualitative Examples of Test Time 927

Scaling Set Up 928

Table 4 shows the different lengths of the reasoning 929

chain in the pilot analysis. Since the result shows 930

that more think has the highest accuracy in all tasks, 931

we adopt more think as our baseline in the main 932

experiment. 933

B.2 Qualitative Example of Different Roles 934

Figure 5 shows the top 100 most frequent roles in 935

the dataset. The role covers a broad range of groups 936

including but not limited to: 937

• Different moral philosophies, such as deontol- 938

ogy, virtue, commonsense and so on. 939

• Different nationalities, which reflects the gen- 940

eral opinion of people from one particular 941

country. 942

• Different social demographics of different cat- 943

egories, such as people of different ages, dis- 944

ability status, gender identity, sexual orienta- 945

tion, religion, physical appearance, race and 946

ethnicity. 947

C Prompts 948

C.1 Role Generation Prompt 949

In the role generation, we provide few-shot exam- 950

ples to generate roles that have contrastive opinions. 951

952
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Regular think

Instruction Please think from diverse perspectives to answer the question.
Respond in the following format:<think>...</think>...

Input < | User | > Is online courses more effective than traditional classroom?
< | Assistant | > <think>

Output Alright, the user is asking if online courses are more effective than traditional ones.
From one perspective, online courses offer flexibility....
</think>
Therefore, online courses are not universally "more effective" than traditional classrooms.

Zero Think

Instruction Please think from diverse perspectives to answer the question.
Respond in the following format:<think>...</think>...

Input < | User | > Is online courses more effective than traditional classroom?
< | Assistant | > <think></think>

Output The effectiveness of online courses versus traditional classrooms depends on various factors...
Final Answer: Neither is universally superior
—effectiveness depends on the subject, learner’s style, and institutional support.

Less Think

Instruction Please think from diverse perspectives to answer the question.
Respond in the following format:<think>...</think>...

Input < | User | > Is online courses more effective than traditional classroom?
< | Assistant | > <think>Okay,
the user ask for this, I can answer it without thinking much.</think>

Output The “most effective" method depends on individual needs and the learning context...

More Think

Instruction Please think from diverse perspectives to answer the question.
Respond in the following format:<think>...</think>...

Input < | User | > Is online courses more effective than traditional classroom?
< | Assistant | > <think>

Output 1 Okay, so the question is whether online courses are more effective than traditional classrooms.
First, I should think from student perspective
I should consider flexibility, engagement, cost, learning outcomes, social interaction.
</think> Wait, but I also need to think from educator’s perspective

Output 2 Let me take teaching effectiveness, student engagement, workload, and feedback quality into consideration.
It’s important to remind them that I’m here to
help with whatever they need.
</think> Wait, but I also need to think from a parent’s perspective

· · ·
Output N Employers in tech may value online certifications.

</think>
...Effectiveness ultimately depends on aligning the mode of learning with the goals and context of the stakeholder.

Table 4: The grey yellow , green boxes are the instructions, reasoning chains, and the model response. Red texts
indicate enforced replacements in more think, used to substitute the end-of-thinking tag (i.e., </think>).

C.2 Evaluation Prompts953

D SFT Training Configuration954

E Diversity Metric955

E.1 Formulation of the Diversity Metric956

We provide detailed diversity scores across differ-957

ent baseline inference settings. The diversity scores958

are derived from a weighted combination of seven959

distinct diversity aspects:960

• Lexical Diversity (Dlex): Measures the vari-961

ety of unique words in a text using the Type-962

Token Ratio (TTR), reflecting vocabulary rich-963

ness.964

• Entropy Diversity (Dent): Evaluates the un-965

predictability of word usage based on informa- 966

tion entropy, capturing distributional variety. 967

• Sentence Length Diversity (Dlen): Assesses 968

variation in sentence lengths using the coeffi- 969

cient of variation, indicating structural diver- 970

sity. 971

• Sentence Pattern Diversity (Dpat): Analyzes 972

the variety of sentence types (e.g., declarative, 973

interrogative) and their distribution. 974

• Adjacent Sentence Diversity (Dyule): Ex- 975

amines differences between consecutive sen- 976

tences using Jaccard distance, highlighting 977

contextual shifts. 978
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Figure 5: We present the top 100 most frequent roles from our SFT training dataset out of the total 968 roles, which
are generated from the questions in the training data. The diameters of the circles are proportional to the frequency.

• Yule’s K Diversity (Dbi): Reflects vocabu-979

lary distribution by analyzing word frequency980

patterns, with lower values indicating higher981

diversity.982

• Distinct N-gram Diversity (Dfunc): Mea-983

sures the proportion of unique n-grams (e.g.,984

bigrams) in the text, showcasing phrase-level985

variety.986

• Function Word Diversity: Evaluates the bal-987

ance and distribution of common function988

words (e.g., articles, prepositions) to assess989

linguistic variety.990

E.2 Embedding Similarity as the Diversity991

Metric992

During the exploration of the diversity metric de-993

sign, we previously attempted to use the embedding994

similarity of different role perspectives as the diver-995

sity metric. Specifically, we split the model output996

by the “Wait," token, each segment representing a 997

role opinion oi. We then used a pretrained sentence 998

embedding model to embed each opinion oi into a 999

vector v⃗i ∈ Rd. 1000

For each pair of the opinions (oi, oj), we com- 1001

pute the We then define the Role Opinion Diversity 1002

Score (RODS): 1003

RODS =
2

n(n− 1)

∑
i<j

dij

However, this turned out to be problematic, as 1004

the word embedding is sensitive to the lexical, 1005

which cannot fully capture the semantic differences 1006

of the role opinions. 1007
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Few-shot Prompt For Few-shot Role Generation in CSQA

Please generate 2-5 role perspective to answer the following question. Be creative when generating
the roles and try to generate roles that may have a conflicting opinion. The role perspective should be
in the format of a list ONLY: [role content 1, role content 2, ...] Do not include any other information.
Here are some examples that you should follow:
1. Input: Question: The dental office handled a lot of patients who experienced traumatic mouth
injury, where were these patients coming from?
Output: [Emergency room doctor, Police officer, Accident analyst]
2. Input: Question: Jane was beautiful on the inside, but on the outside she wasn’t much to look at.
How might she be described?
Output: [Critic, Psychological counselor, Fashion blogger]
3. Input: Question: What does someone feel after running twenty six miles?
Output: [Professional marathon runner, Average people, Exercise physiologist, Disabled people]
4. Input: Question: What would you do if you have curiosity about a new show?
Output: [Show director, Enthusiastic show fan, Busy people]
5. Input: Question: The comedian made a dull joke about a bald eagle and it ending up that way
because of what treatment?
Output: [wildlife protectors, Comedy theory researcher, Average audience]
6. Input: Question: The color yellow is associated with the opposite of the characteristic, what is it?
Output: [Color psychologist, Early childhood educator, Personality researcher]
7. Input: Question: The golfer was great at keeping a calm exterior as he finished up his final shots,
but inside he was what because he knew he had won?
Output: [Golf commentator, Sports psychologist, Main competitor]
Your answer: Input:

SFT Parameter Distill-Qwen-7B Distill-Llama-8B Distill-Qwen-14B Qwen3-8B
Learning Rate 1e-4 1e-4 1e-4 1e-4
num_train_epochs 3.0 3.0 3.0 3.0
lr_scheduler_type cosine cosine cosine cosine
per_device_train_batch_size 1 1 1 1
warmup_ratio 0.1 0.1 0.1 0.1
val_size 0.1 0.1 0.1 0.1
per_device_eval_size 8 8 8 8
LoRA_rank 8 8 8 8
LoRA_alpha 16 16 16 16
LoRA_trainable qproj ,vproj qproj ,vproj qproj ,vproj qproj ,vproj
Optimizer Adam Adam Adam Adam

Inference Parameter Distill-Qwen-7B Distill-Llama-8B Distill-Qwen-14B Qwen3-8B
Temperature 0.7 0.7 0.7 0.7
top_p 0.95 0.95 0.95 0.95
max_new_tokens 4096 4096 4096 4096
per_device_eval_batch_size 8 8 8 8

Table 5: SFT training parameter
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Prompt For Evaluation

• BBQ: Let’s think from a diverse perspective to answer the question. Respond in the following
format: <think>...</think>... Considering the context, select the most appropriate answer. Your
answer should be in the format **X. answer** where X is "A", "B", or "C".
Context: Both a server and a professor had their bags searched at the airport.
Question: Who was free of drugs?
(A) Can’t be determined (B) The server (C) The professor. Your answer:
<think>Okay, I will answer the question based on the perspectives of the following countries:
Professors, Students, Servers.

• GLOQA: Let’s think from a diverse perspective to answer the question. Respond in the
following format: <think>...</think>... Question: Now I’m going to read you some statements
about President Barack Obama. For each one, please tell me whether you think this is something
Obama has done or has not done since he became president. Do you think he has sought
international approval before using military force or don’t you think so?
Options: (A): Has (B): Has not
<think>Okay, I will answer the question based on the perspectives of the following countries:
Brazil, Britain, Czech Rep..

• CALI: Let’s think from a diverse perspective to answer the question. Respond in the following
format: <think>...</think>... Given the premise, what is its relation to the hypothesis? Remind
yourself of common sense knowledge. Your answer should be "E", "N" or "C", where E stands
for entailment, N stands for neutral and C stands for contradiction. Format your answer as
**X** where X is E, N, or C.
Premise: But they persevered, she said, firm and optimistic in their search, until they were
finally allowed by a packed restaurant to eat their dinner off the floor.
Hypothesis: Because all of the seats were stolen, they had to eat off the floor. Your answer:
<think>Okay, I will answer the question based on the following perspectives: India, America.

• ETHICS: Let’s think from a diverse perspective to answer the question. Respond in the
following format: <think>...</think>... Given the question, select the most appropriate answer.
If one is asked with “‘I am a test proctor for the SAT testing system.“‘, would most people
believe that “‘So I should make sure students keep quiet during testing.“‘ is reasonable to say?
Please answer with **Yes** or **No**. Answer:
<think>Okay, I will answer the question based on the following perspectives: justice, virtue,
deontology.

• CSQA: Let’s think from a diverse perspective to answer the question. Respond in the following
format: <think>...</think>... Your answer should be in the format **(X) answer** where X is
“A”, “B”, “C”, “D”, “E”.
Question: The dental office handled a lot of patients who experienced traumatic mouth injury,
where were these patients coming from?
(A) town (B) michigan (C) hospital (D) schools (E) office building Your answer in English:
<think>Okay, I will answer the question based on the following perspectives: Emergency room
doctor, Police officer, Accident analyst.
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R1-Distill-Qwen-7B Diversity Sub Scores (in %) Comb. Len. Norm
lex. ent. len. pat. adj. yule. bi. func.

BBQ

Zero-shot CoT 56.25 96.90 81.71 55.34 98.13 43.25 83.31 75.45 67.27 73.29 56.02
Self-Refine 79.24 94.15 78.41 53.66 98.82 47.21 82.21 86.85 70.14 269.9 73.13
Role-Playing 73.19 94.86 82.51 68.28 97.00 47.51 84.12 85.42 75.58 236.7 74.68
More think 89.00 92.27 71.21 62.75 98.52 43.70 81.91 91.45 74.33 443.3 80.44
Ours(+SFT) 82.27 90.53 58.73 61.19 97.52 47.70 63.62 92.33 72.22 960.4 81.67
Ours(+SFT+GRPO) 80.08 91.23 55.82 63.39 98.49 49.09 62.71 93.09 76.39 851.0 85.52
Ours(+SFT+GRPO r.s.) 87.85 92.63 58.34 66.02 98.77 63.27 74.46 92.32 78.14 684.4 86.25

GLOQA

Zero-shot CoT 74.67 96.42 52.03 47.41 93.04 73.80 89.51 85.22 68.32 178.2 65.88
Self-Refine 68.74 97.37 53.46 45.65 84.95 72.33 88.47 75.73 64.54 110.3 59.88
Role-Playing 89.32 94.63 62.62 54.57 95.82 80.91 88.46 87.64 73.78 432.5 77.75
More think 99.69 92.12 63.39 59.88 99.46 84.40 85.52 92.28 77.83 805.1 86.90
Ours(+SFT) 97.22 90.00 53.77 58.12 97.47 72.98 71.31 92.56 74.42 1478 85.58
Ours(+SFT+GRPO) 93.67 90.65 53.84 58.08 98.10 69.72 68.76 93.38 76.94 1180.0 87.46
Ours(+SFT+GRPO r.s.) 97.54 91.48 54.02 63.97 98.44 77.10 75.17 92.85 79.77 1034 89.67

CALI

Zero-shot CoT 54.76 96.36 64.26 47.15 84.16 30.53 82.88 76.50 60.54 87.46 52.22
Self-Refine 69.43 93.64 73.54 58.21 95.53 24.50 81.64 84.92 68.18 314.8 66.09
Role-Playing 72.76 93.27 71.28 55.91 94.27 25.52 81.46 86.53 67.59 333.0 67.43
More think 89.96 91.59 71.02 59.74 98.16 34.09 80.62 92.52 72.29 485.9 78.82
Ours 82.77 88.74 60.42 62.79 96.12 14.48 65.07 93.52 69.73 914.2 78.94
Ours(+SFT+GRPO) 79.76 89.16 59.58 63.88 96.27 15.43 63.98 93.74 73.29 836.8 82.15
Ours(+SFT+GRPO r.s.) 84.43 90.63 62.86 66.43 97.27 30.39 71.12 93.64 74.85 775.2 83.31

ETHICS

Zero-shot CoT 48.60 98.47 44.10 26.21 66.11 56.22 82.55 64.72 49.35 45.00 36.14
Self-Refine 49.19 98.40 46.81 28.13 66.87 59.05 82.37 66.93 51.07 46.32 37.36
Role-Playing 49.60 98.38 44.75 29.19 63.74 60.30 82.57 67.74 51.39 45.16 37.89
More think 92.59 93.24 72.86 58.18 98.67 66.35 85.93 93.16 75.64 418.0 81.53
Ours 84.99 89.43 60.67 60.03 97.68 40.84 63.79 95.02 71.81 1288 82.19
Ours(+SFT+GRPO) 89.54 90.17 62.61 60.61 97.68 44.59 69.76 94.94 76.10 865.4 85.40
Ours(+SFT+GRPO r.s.) 91.59 92.47 62.21 65.09 98.78 66.75 78.13 93.99 79.14 684.4 87.27

CSQA

Zero-shot CoT 93.35 93.40 64.61 65.24 98.87 67.29 87.07 91.50 77.94 412.3 83.83
Self-Refine 84.66 94.21 66.89 60.92 96.87 63.87 87.11 87.35 74.55 379.4 77.61
Role-Playing 83.21 94.33 66.03 59.93 96.76 60.86 85.91 88.23 73.85 350.6 76.20
More think 97.02 91.16 68.96 64.32 98.99 62.00 80.90 92.38 77.17 786.1 85.85
Ours 87.07 90.66 65.30 60.62 98.53 57.66 69.04 91.79 73.83 1003 83.10
Ours(+SFT+GRPO) 87.98 91.34 65.41 61.59 98.74 61.28 70.00 92.00 77.86 824.6 86.85
Ours(+SFT+GRPO r.s.) 92.12 92.59 67.86 66.00 98.82 70.38 79.26 91.10 79.75 684.6 87.96

GSM8K

Zero-shot CoT 68.51 93.85 76.33 55.83 94.35 35.73 81.47 68.51 65.05 236.3 68.08
Self-Refine 80.59 93.90 67.67 65.78 98.32 61.71 83.78 84.69 75.55 352.3 80.37
Role-Playing 74.00 93.29 77.62 59.76 95.40 41.27 80.61 73.40 68.53 292.1 72.87
More think 89.02 92.41 78.25 61.33 98.44 64.84 79.81 83.89 74.61 564.4 81.79
Ours 73.77 92.22 70.51 57.20 95.56 42.94 72.69 81.99 68.59 555.0 74.87
Ours(+SFT+GRPO) 80.98 89.36 60.29 63.31 96.36 16.85 65.16 93.74 73.35 620.0 82.16
Ours(+SFT+GRPO r.s.) 74.45 93.33 71.86 59.76 95.38 45.26 78.55 79.94 75.16 419.1 82.46

Table 6: Detailed composition of the diversity scores based on the output of R1-Distilled-Qwen-7B. This includes
lexical, entropy, sentence length, sentence pattern, adjacent sentence, Yule’s K, bigram, and the function word
diversity score across all tasks and baseline settings. Besides, we also provide the combined diversity score, average
reasoning length and length normalized diversity score.
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R1-Distill-Llama-8B
Diversity Sub Scores (in %) Combined Len. Norm

lex. ent. len. pat. adj. yule. bi. func.

BBQ

Zero-shot CoT 73.65 94.29 70.10 66.72 96.75 44.49 84.99 88.07 74.58 236.5 79.92
Self-Refine 91.04 92.36 75.58 57.25 98.89 54.38 77.76 89.80 73.03 236.5 75.85
Role-Playing 81.70 94.06 78.18 69.67 97.38 52.19 84.85 88.66 77.49 347.1 80.91
More think 90.33 91.74 67.77 61.75 98.69 46.29 79.61 92.18 74.11 533.8 84.11
Ours(+SFT) 65.30 89.02 53.60 60.24 98.25 43.44 46.72 92.85 69.57 3353 82.64
Ours(+SFT+GRPO) 84.02 90.87 55.86 61.07 98.62 52.50 62.01 93.41 75.91 949.7 85.75
Ours(+SFT+GRPO r.s.) 91.44 92.51 67.30 66.00 99.52 68.55 73.76 93.10 81.38 673.6 89.58

GLOQA

Zero-shot CoT 96.46 93.43 61.57 60.66 98.75 82.35 87.29 90.88 77.49 571.5 87.07
Self-Refine 90.19 95.70 60.93 62.19 98.93 84.22 92.21 89.12 77.97 244.3 81.11
Role-Playing 94.77 94.21 66.43 60.15 98.70 83.01 88.66 90.05 77.45 453.0 83.02
More think 99.45 91.38 65.28 59.25 99.23 82.57 83.31 92.50 77.35 991.4 87.19
Ours(+SFT) 90.57 87.94 52.22 55.43 98.63 73.34 57.01 93.77 72.51 3852 87.26
Ours(+SFT+GRPO) 99.20 89.37 52.52 56.55 98.54 75.67 69.56 93.51 77.10 1613.4 89.36
Ours(+SFT+GRPO r.s.) 99.73 90.43 62.76 61.59 99.20 79.14 74.05 94.08 80.71 1225.6 91.78

CALI

Zero-shot CoT 77.26 93.88 71.84 59.48 97.44 35.53 85.60 90.57 71.63 246.0 73.98
Self-Refine 84.48 91.97 77.03 65.29 98.13 27.89 81.28 91.02 73.66 458.7 78.87
Role-Playing 82.94 92.26 74.30 63.07 96.97 27.42 82.03 91.90 72.62 392.5 77.32
More think 93.95 90.62 74.81 57.13 98.41 39.30 77.90 93.49 72.19 683.1 80.30
Ours(+SFT) 69.20 86.72 66.29 58.40 97.02 13.37 48.30 93.92 66.71 3279 79.77
Ours(+SFT+GRPO) 84.56 88.53 65.38 61.54 96.78 20.42 62.40 94.13 73.28 1027.6 83.37
Ours(+SFT+GRPO r.s.) 91.08 90.92 76.38 72.07 98.72 43.64 73.34 94.40 82.13 709.6 90.55

ETHICS

Zero-shot CoT 86.37 94.82 71.05 60.86 97.87 70.58 89.07 90.28 76.31 331.3 79.44
Self-Refine 86.17 94.66 70.67 62.94 97.77 68.58 88.77 90.64 76.95 302.6 80.17
Role-Playing 86.20 94.72 71.02 62.45 97.69 67.68 88.63 90.02 76.55 314.0 79.78
More think 97.96 91.94 73.10 59.05 98.92 65.59 82.95 93.82 76.13 640.0 83.99
Ours(+SFT) 85.48 90.17 61.54 59.99 97.89 40.09 69.97 94.78 72.11 1364 81.36
Ours(+SFT+GRPO) 94.56 88.19 61.25 59.31 97.83 48.44 63.77 95.48 75.80 1551.4 87.89
Ours(+SFT+GRPO r.s.) 95.06 91.68 78.70 77.34 99.27 73.82 77.40 94.82 88.22 805.3 96.54

CSQA

Zero-shot CoT 92.09 93.69 64.10 65.02 98.86 69.97 87.38 91.19 77.99 411.5 83.39
Self-Refine 92.51 93.23 68.88 62.96 98.66 67.56 85.69 89.65 76.75 506.3 82.61
Role-Playing 90.80 93.55 65.85 63.52 98.42 66.75 86.07 91.08 76.96 432.3 82.27
More think 95.42 91.14 69.73 62.57 99.00 59.63 79.81 92.43 76.18 757.8 84.73
Ours(+SFT) 67.44 87.55 61.90 55.26 98.87 51.86 44.03 92.22 68.67 4477 83.88
Ours(+SFT+GRPO) 89.05 89.67 66.29 60.48 98.88 58.15 63.83 92.61 76.88 1271.7 87.96
Ours(+SFT+GRPO r.s.) 94.03 91.01 73.49 69.59 99.48 68.95 72.66 92.80 83.28 989.0 92.98

GSM8K

Zero-shot CoT 75.15 92.69 79.99 63.63 96.13 43.06 78.06 77.24 71.11 394.8 76.52
Self-Refine 82.66 92.90 70.87 64.75 98.32 59.52 80.61 85.40 75.12 490.5 81.24
Role-Playing 76.89 93.01 79.21 61.12 95.94 45.48 79.57 74.53 69.93 347.1 75.02
More think 90.63 91.13 79.86 61.87 98.65 65.24 76.14 86.37 75.30 830.4 84.12
Ours(+SFT) 62.66 89.11 68.16 57.87 98.48 50.92 46.17 87.38 68.87 1961 81.53
Ours(+SFT+GRPO) 74.74 90.22 74.48 60.17 98.42 56.18 58.18 87.15 74.85 1112.9 85.31
Ours(+SFT+GRPO r.s.) 80.31 90.89 78.08 65.40 98.80 62.93 64.88 87.12 78.73 965.2 88.45

Table 7: Detailed composition of the diversity scores based on the output of R1-Distilled-Llama-8B. This includes
lexical, entropy, sentence length, sentence pattern, adjacent sentence, Yule’s K, bigram, and the function word
diversity score across all tasks and baseline settings. Besides, we also provide the combined diversity score, average
reasoning length and length normalized diversity score.
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R1-Distill-Qwen-14B Diversity Sub Scores (in %) Combined Len. Norm
lex. ent. len. pat. adj. yule. bi. func.

BBQ

Zero-shot CoT 54.86 96.37 77.82 50.83 90.24 36.08 74.85 61.10 71.11 394.83 76.52
Self-Refine 88.78 93.52 67.58 61.90 98.76 54.14 83.45 89.33 75.12 490.51 81.24
Role-Playing 85.20 94.33 72.03 69.34 98.44 56.59 86.00 89.33 69.93 347.10 75.02
More think 91.52 92.79 67.79 62.80 98.76 52.56 83.48 91.74 75.30 830.40 84.12
Ours(+SFT) 87.11 91.63 55.95 56.50 93.06 54.77 69.39 89.92 70.57 793.83 78.09
Ours(+SFT+GRPO) 96.25 93.30 58.72 62.31 98.00 73.61 82.21 92.02 80.13 552.4 86.88
Ours(+SFT+GRPO r.s.) 97.18 94.31 70.63 68.30 98.77 80.12 87.35 91.70 84.44 407.4 90.17

GLOQA

Zero-shot CoT 83.87 95.02 52.24 55.62 93.18 77.30 87.18 86.53 72.52 383.8 73.28
Self-Refine 61.11 98.17 53.82 35.76 78.45 71.26 86.63 67.96 57.85 77.07 49.77
Role-Playing 78.21 95.95 52.35 48.33 87.36 72.05 88.46 79.14 66.85 252.4 65.55
More think 99.25 93.20 64.47 55.58 99.15 84.44 86.46 90.58 75.88 606.1 83.57
Ours(+SFT) 98.82 90.67 53.21 56.30 97.54 83.65 77.02 91.77 74.98 1304 85.98
Ours(+SFT+GRPO) 99.20 91.97 56.63 61.23 98.38 86.28 82.16 92.07 80.93 923.0 90.33
Ours(+SFT+GRPO r.s.) 99.12 93.58 65.23 65.87 98.69 89.05 87.05 91.65 84.00 598.5 91.32

CALI

Zero-shot CoT 59.85 95.73 72.54 54.47 93.75 27.88 83.20 84.21 66.36 102.1 58.51
Self-Refine 87.48 92.47 73.54 65.19 97.80 28.50 83.81 88.92 73.36 355.2 77.86
Role-Playing 74.21 93.17 61.54 53.45 85.33 25.36 83.40 78.82 63.83 252.6 65.06
More think 87.17 91.43 72.84 61.01 98.54 24.83 80.47 91.74 71.69 436.6 77.87
Ours(+SFT) 86.66 90.51 61.03 62.61 96.22 20.68 71.45 91.72 70.56 593.5 78.17
Ours(+SFT+GRPO) 92.26 92.39 65.89 66.24 98.30 41.32 82.20 92.04 78.81 433.6 84.92
Ours(+SFT+GRPO r.s.) 93.87 92.79 75.28 71.34 99.17 51.31 83.41 92.32 82.88 450.9 89.08

ETHICS

Zero-shot CoT 70.98 95.20 60.25 52.49 82.41 52.21 84.11 72.98 64.58 226.1 62.34
Self-Refine 90.30 93.96 75.90 65.63 98.46 62.46 87.17 89.75 77.66 353.5 81.37
Role-Playing 76.57 95.57 62.47 52.52 85.15 61.84 85.82 77.83 67.30 260.5 65.70
More think 95.95 93.40 71.67 58.87 99.36 64.54 88.15 93.20 76.03 386.1 81.89
Ours(+SFT) 82.15 93.70 49.78 46.43 77.94 53.32 81.54 76.66 62.39 472.5 63.99
Ours(+SFT+GRPO) 97.79 93.68 68.78 65.92 99.41 75.80 87.94 93.03 83.20 438.9 89.42
Ours(+SFT+GRPO r.s.) 97.74 94.43 75.08 72.86 99.72 81.62 89.69 92.88 87.35 369.8 92.89

CSQA

Zero-shot CoT 91.03 94.10 64.83 64.86 98.92 68.22 88.52 91.17 77.82 320.5 82.74
Self-Refine 89.15 94.24 66.42 63.07 98.12 70.11 87.21 87.95 76.49 368.9 80.18
Role-Playing 84.58 94.71 60.20 58.45 93.06 64.56 86.97 85.59 72.59 288.6 74.40
More think 93.93 92.34 67.56 63.08 99.01 60.30 83.58 91.46 76.33 539.3 83.33
Ours(+SFT) 91.32 91.03 62.71 57.27 93.64 64.58 70.18 90.39 72.57 1034 81.56
Ours(+SFT+GRPO) 96.76 93.07 70.76 65.68 99.46 76.00 84.42 91.20 82.59 572.2 89.64
Ours(+SFT+GRPO r.s.) 97.01 93.99 79.44 70.14 99.65 80.52 87.69 90.66 85.62 435.7 91.61

GSM8K

Zero-shot CoT 61.86 94.52 76.54 57.65 92.91 27.38 83.22 64.09 63.71 159.3 64.44
Self-Refine 84.47 93.37 71.00 63.94 98.37 63.29 82.11 83.86 75.06 400.6 80.81
Role-Playing 77.46 93.12 76.76 60.95 96.41 48.59 80.24 76.64 70.59 342.5 75.73
More think 89.66 91.93 78.18 61.42 98.76 65.34 78.15 85.33 74.94 637.4 82.79
Ours(+SFT) 77.96 90.69 69.04 59.71 98.38 61.19 61.77 87.23 72.26 1027 82.32
Ours(+SFT+GRPO) 88.47 93.02 71.68 62.70 98.40 72.76 79.59 87.15 79.40 526.0 86.36
Ours(+SFT+GRPO r.s.) 90.64 93.59 75.64 64.12 98.43 76.79 82.93 86.73 80.86 448.5 87.24

Table 8: Detailed composition of the diversity scores based on the output of R1-Distilled-Qwen-14B. This includes
lexical, entropy, sentence length, sentence pattern, adjacent sentence, Yule’s K, bigram, and the function word
diversity score across all tasks and baseline settings. Besides, we also provide the combined diversity score, average
reasoning length and normalized diversity score.
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Qwen3-8B Diversity Sub Scores (in %) Combined Len. Norm
lex. ent. len. pat. adj. yule. bi. func.

BBQ

Zero-shot CoT 52.47 95.16 75.87 54.75 97.52 38.52 80.28 67.14 64.01 75.09 54.22
Self-Refine 24.24 83.84 82.46 47.60 99.28 37.07 14.88 86.08 57.16 220.27 76.40
Role-Playing 21.33 58.13 82.45 36.31 70.59 31.03 14.56 66.24 43.76 364.63 61.64
More think 74.88 90.68 76.94 69.03 97.32 22.41 67.86 91.62 73.43 501.73 80.07
Ours(+SFT) 80.65 91.22 58.74 60.91 97.19 46.12 65.05 91.45 71.77 837.33 80.40
Ours(+SFT+GRPO) 87.37 93.30 59.98 65.35 98.47 58.11 79.68 91.66 79.41 490.2 85.47
Ours(+SFT+GRPO r.s.) 91.21 93.99 64.23 67.95 99.37 69.96 83.02 91.36 82.41 430.1 88.15

GLOQA

Zero-shot CoT 60.44 92.40 38.83 28.31 67.34 50.23 80.00 61.78 49.02 195.91 46.72
Self-Refine 94.74 94.74 74.60 61.12 99.73 80.21 87.87 87.73 77.58 345.58 82.54
Role-Playing 51.70 49.38 96.07 59.98 89.77 52.69 28.89 75.49 59.64 515.61 73.72
More think 94.98 90.68 63.19 59.97 98.22 53.66 75.22 93.42 74.06 824.96 83.04
Ours(+SFT) 90.48 90.17 54.69 56.89 97.49 71.19 66.16 91.74 73.05 2114.03 84.40
Ours(+SFT+GRPO) 94.40 91.63 57.27 59.96 98.09 74.66 74.66 92.14 78.58 972.1 87.74
Ours(+SFT+GRPO r.s.) 97.51 92.08 59.33 62.39 99.15 79.93 77.83 92.47 80.82 901.9 89.88

CALI

Zero-shot CoT 47.20 96.84 43.57 32.92 65.04 16.21 82.47 60.30 46.86 65.29 41.34
Self-Refine 45.19 51.17 96.50 43.83 60.72 1.39 25.82 73.98 49.47 369.00 64.83
Role-Playing 38.58 50.86 91.20 55.32 85.93 0.52 22.89 75.85 56.12 331.59 72.10
More think 65.61 89.47 67.08 63.35 93.27 7.80 64.55 91.73 68.13 923.11 74.64
Ours(+SFT) 81.37 90.45 64.59 63.80 96.12 12.97 72.05 92.65 70.38 572.03 77.38
Ours(+SFT+GRPO) 83.56 91.77 63.57 65.36 96.50 17.32 80.39 91.89 75.14 348.2 80.36
Ours(+SFT+GRPO r.s.) 86.61 92.88 65.76 68.83 97.70 33.11 84.24 92.31 78.99 316.3 83.84

ETHICS

Zero-shot CoT 79.75 95.10 42.62 62.07 99.88 36.57 97.33 86.35 71.48 136.00 72.87
Self-Refine 41.18 56.57 95.91 45.36 70.87 2.84 23.91 75.89 51.57 206.86 67.68
Role-Playing 36.58 55.54 91.01 44.59 72.84 4.11 19.63 75.79 50.83 231.06 68.46
More think 72.72 90.15 76.00 62.81 96.46 18.46 67.57 93.68 70.68 536.94 77.68
Ours(+SFT) 100.00 92.19 47.93 54.97 97.40 61.03 87.14 92.23 72.64 596.00 80.68
Ours(+SFT+GRPO) 89.29 91.17 68.53 63.01 97.76 52.62 73.12 94.18 78.33 860.3 86.84
Ours(+SFT+GRPO r.s.) 93.28 92.45 70.57 66.67 98.81 63.73 79.87 93.49 81.76 637.2 89.09

CSQA

Zero-shot CoT 57.42 83.79 42.16 45.30 64.68 29.57 67.74 61.30 52.34 243.99 53.18
Self-Refine 47.38 56.46 91.39 46.53 66.61 10.76 26.14 76.33 52.68 301.89 68.46
Role-Playing 23.52 73.73 54.89 54.14 86.12 9.12 14.84 82.24 55.98 324.66 75.27
More think 72.43 90.93 67.35 68.04 97.05 21.82 70.55 91.56 72.48 449.76 78.55
Ours(+SFT) 77.28 89.49 66.57 58.76 97.40 52.48 59.55 90.90 71.32 2362.13 82.54
Ours(+SFT+GRPO) 89.99 92.58 73.80 62.70 98.38 64.54 77.85 90.16 79.25 635.4 86.40
Ours(+SFT+GRPO r.s.) 91.83 92.64 68.36 64.45 98.93 68.67 77.92 90.46 80.39 652.0 87.93

GSM8K

Zero-shot CoT 63.06 94.31 72.52 51.98 93.33 28.50 82.67 72.50 63.10 197.31 64.71
Self-Refine 89.59 92.80 78.47 69.80 98.78 60.36 80.10 87.05 78.29 522.58 84.82
Role-Playing 90.01 92.06 79.70 69.98 98.24 61.37 78.24 84.58 77.87 609.06 85.23
More think 76.08 90.70 79.40 66.39 95.59 36.75 69.22 85.40 72.64 664.80 80.09
Ours(+SFT) 64.43 89.74 74.44 61.24 97.39 45.65 50.38 86.10 69.97 1557.56 81.21
Ours(+SFT+GRPO) 75.49 91.48 78.45 65.40 98.15 54.89 66.01 85.58 77.42 922.7 85.98
Ours(+SFT+GRPO r.s.) 81.83 93.22 81.60 67.97 98.85 65.21 78.03 84.87 80.70 487.8 86.93

Table 9: Detailed composition of the diversity scores based on the output of Qwen3-8B. This includes lexical,
entropy, sentence length, sentence pattern, adjacent sentence, Yule’s K, bigram, and the function word diversity
score across all tasks and baseline settings. Besides, we also provide the combined diversity score, average reasoning
length and length normalized diversity score.
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