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Abstract

Recent studies of the emergent capabilities of001
transformer-based Natural Language Under-002
standing (NLU) models have indicated that they003
have an understanding of lexical and composi-004
tional semantics. We provide evidence that005
suggests these claims should be taken with006
a grain of salt: we find that state-of-the-art007
Natural Language Inference (NLI) models are008
sensitive towards minor semantics preserving009
surface-form variations, which lead to sizable010
inconsistent model decisions during inference.011
Notably, this behaviour differs from valid and012
in-depth comprehension of compositional se-013
mantics, however does neither emerge when014
evaluating model accuracy on standard bench-015
marks nor when probing for syntactic, mono-016
tonic, and logically robust reasoning. We pro-017
pose a novel framework to measure the extent018
of semantic sensitivity. To this end, we evalu-019
ate NLI models on adversarially generated ex-020
amples containing minor semantics-preserving021
surface-form input noise. This is achieved us-022
ing conditional text generation, with the ex-023
plicit condition that the NLI model predicts024
the relationship between the original and adver-025
sarial inputs as a symmetric equivalence entail-026
ment. We systematically study the effects of the027
phenomenon across NLI models for in- and out-028
of domain settings. Our experiments show that029
semantic sensitivity causes performance degra-030
dations of 12.92% and 23.71% average over031
in- and out-of- domain settings, respectively.032
We further perform ablation studies, analysing033
this phenomenon across models, datasets, and034
variations in inference and show that seman-035
tic sensitivity can lead to major inconsistency036
within model predictions.037

1 Introduction038

Transformer-based (Vaswani et al., 2017) Lan-039

guage Models (LMs) have shown solid perfor-040

mance across various NLU tasks (Wang et al., 2018,041

2019). These advances have led to suggestions re-042

garding the emergent capabilities of the models043

in terms of syntactic (Sinha et al., 2020; Hewitt 044

and Manning, 2019; Jawahar et al., 2019; Warstadt 045

and Bowman, 2020), logic (Wei et al., 2022a,b) 046

and semantic (Kojima et al., 2022; Dasgupta et al., 047

2022) understanding. However, we present novel 048

evidence that indicates that these models are prone 049

to inconsistent predictions induced by inherent sus- 050

ceptibility towards semantic sensitivities. 051

To probe the models for these discrepancies, we 052

formalise semantic comprehension as the ability 053

to distinguish logical relations within sentences 054

through identifying compositional semantics (Ja- 055

cobson, 2014; Carnap, 1959). This means that 056

negligible semantic variations should not impact 057

the inherent relations implied between the texts, 058

e.g. “There were beads of perspiration on his brow.” 059

entails both “Sweat built up upon his face.” and the 060

slight variation “The sweat had built up on his face.” 061

Authentic comprehension of semantics does allow 062

for such understanding through discovering seman- 063

tic structures and the inherent relations induced by 064

them (Cicourel, 1991; Schiffer, 1986; Rommers 065

et al., 2013). This means that analysing the emer- 066

gent semantic understanding within a model should 067

minimally involve testing for sensitivity towards 068

semantics-preserving surface-form variations. 069

We particularly focus on the task of textual en- 070

tailment (Dagan et al., 2005), otherwise referred 071

to as Natural Language Inference (Bowman et al., 072

2015, NLI), which has been widely used to probe 073

how well the models understand language (Condo- 074

ravdi et al., 2003; Williams et al., 2017; Nie et al., 075

2019). This is a pairwise input task, where given 076

a premise p and a hypothesis h, the objective is 077

to predict if the premise entails, contradicts or is 078

neutral towards the hypothesis. 079

We propose a framework for testing semantic 080

sensitivity within transformer-based models trained 081

for NLI, by creating semantics-preserving surface- 082

form variations of the hypothesis (see Figure 1). 083

These variations are created using conditional gen- 084
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Figure 1: The proposed framework is comprised of two components. (i) a module for generating semantics-
preserving surface-form hypothesis variations and (ii) using the generated surface for measuring semantic sensitivity
and predictive inconsistency.

eration with Large Language Models (LLMs). We085

show that proposed candidates do not alter the core086

meaning or the truth value compared to the original087

statement. The original and generated sentences088

maintain denotative equivalence, where two sen-089

tences or phrases might be interpreted as having090

the same truth value or factual content but may091

carry minor variations of nuances or connotations.092

To ensure that the relations are preserved within093

the candidates during conditional generation, we094

assert that the NLI model predicts the original and095

generated hypothesis to symmetrically entail each096

other. This indicates that the model perceives both097

the generated and original hypothesis as equivalent.098

After introducing these variations, we evaluate the099

NLI model by replacing the original hypothesis100

with the generated candidates. As the candidates101

are indicated to be equivalent by the same NLI102

model, this evaluation will indicate whether the103

model can recover the existent relation between the104

premise hypothesis pair in the presence of minor105

semantic-preserving noise. We use the samples106

where the model identifies the existing relation cor-107

rectly from the original premise hypothesis pair.108

This ensures that assessing for semantic sensitiv-109

ity would not be hindered by the discrepancies in110

model performance.111

We systematically study the semantic sensitiv-112

ity across transformers that achieve state-of-the-art113

or similar results when trained on NLI datasets, 114

namely RoBERTa (Liu et al., 2019b), BART (Lewis 115

et al., 2019), DeBERTa (He et al., 2020) and Dis- 116

tilBart (Sanh et al., 2019; Lewis et al., 2019) with 117

different parametrizations. To measure the effect 118

of the phenomenon on the inconsistency of the pre- 119

dictions, we use three popular English datasets - 120

MultiNLI (Williams et al., 2017, MNLI), SNLI 121

(Bowman et al., 2015) and ANLI (Nie et al., 2019). 122

The models are fine-tuned using MNLI, which we 123

choose for in-domain testing, as it covers a wide 124

range of topics and is frequently used for zero- 125

shot and few-shot textual classification (Yin et al., 126

2019). We use the same models for out-of-domain 127

evaluation across the other NLI datasets. 128

Our contributions are as follows: (i) we propose 129

a novel framework for assessing semantic sensitiv- 130

ity within transformer-based language models (ii) 131

we systematically study the influence of this phe- 132

nomenon on inconsistent predictions across various 133

transformer variants (iii) we show that the effect 134

is persistent and pronounced across both in- and 135

out-of-domain evaluations (iv) we further complete 136

ablations to assess the severity of the inconsistent 137

predictions caused by semantic sensitivity. 138

2 Related Work 139

Semantic comprehension is considered a funda- 140

mental building block for language understanding 141
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(Allen, 1995). Although attempts have been made142

to probe language models in terms of compositional143

semantic capabilities, the conclusions regarding144

their emergence remain to be discussed.145

Models appear to understand semantics Re-146

cently a wide suite of tasks has been proposed for147

testing models for language understanding (Wang148

et al., 2019; Zellers et al., 2018; Ribeiro et al., 2020)149

with the credence that a model with strong perfor-150

mance should be able to utilise semantic relations151

when completing the tasks. In light of these, it152

has been shown that transformer-based language153

models can be directly trained (Zhang et al., 2020;154

Rosset et al., 2020) to utilise semantic structure155

to gain distributional information within the task.156

Specifically, NLI models have also been shown to157

be capable of pragmatic inferences (Jeretic et al.,158

2020a) with a perception of implicature (Grice,159

1975) and presupposition (Stalnaker et al., 1977;160

Grice, 1975).161

Models struggle with semantics Directly prob-162

ing for a specific aspect of semantic understand-163

ing has shown that transformer-based language164

models tend to struggle with semantics (Belinkov,165

2022). It has been indicated that pretraining the166

language models does not exploit semantic infor-167

mation for entity labeling and coreference resolu-168

tion (Liu et al., 2019a). Furthermore, transformer169

attention heads only minimally capture semantic170

relations (Kovaleva et al., 2019) from FrameNet171

(Baker et al., 1998). Studies have also shown that172

NLI models, in particular, tend to struggle with lexi-173

cal variations, including word replacements (Glock-174

ner et al., 2018; Ivan Sanchez Carmona et al., 2018;175

Geiger et al., 2020), and sequence permutations176

(Sinha et al., 2021).177

Sensitivity in NLI models Probing NLI mod-178

els for language understanding has been a hall-179

mark testing ground for measuring their emerging180

capabilities (Naik et al., 2018a; Wang and Jiang,181

2015; Williams et al., 2017). A wide range of tests182

indicates that models trained for NLI are prone183

to struggling with syntax and linguistic phenom-184

ena (Dasgupta et al., 2018; Naik et al., 2018b; An185

et al., 2019; Ravichander et al., 2019; Jeretic et al.,186

2020b). It has also been shown that NLI models187

heavily rely on lexical overlaps (Ivan Sanchez Car-188

mona et al., 2018; McCoy et al., 2019; Naik et al.,189

2018b) and are susceptible to over-attending to190

particular words for prediction (Gururangan et al.,191

2018; Clark et al., 2019). Our line of work is associ- 192

ated with evaluating NLI models for monotonicity 193

reasoning (Yanaka et al., 2019) and sensitivity to- 194

wards specific semantic phenomenon (Richardson 195

et al., 2020), such as boolean coordination, quan- 196

tification, etc. However, we systematically test NLI 197

models for their compositional semantic abilities 198

and measuring the degree of inconsistence of their 199

predictions influenced by the phenomenon. 200

3 Methodology 201

We aim to create a framework for assessing se- 202

mantic sensitivity within NLI models and measure 203

its impact on the inconsistence of model predic- 204

tions. The first part of the pipeline we propose is 205

an adversarial semantics-preserving generation for 206

introducing variations within the original samples. 207

The second part of the pipeline involves assessment 208

using the acquired generations. 209

3.1 Semantics Preserving Surface-Form 210

Variations 211

We formalise NLI as a pairwise input classi- 212

fication task. Given a dataset of premise hy- 213

pothesis pairs D = (p1, h1), . . . (pn, hn), where 214

∀pi ∈ P & hi ∈ H are a set of textual tokens 215

P,H ⊆ T , the goal is to classify the pairs as 216

entailment, contradiction or neutrality, i.e. C = 217

{E,C,N}. We are also given a pre-trained lan- 218

guage model (PLM) M that is trained for textual 219

entailment. Before introducing semantic varia- 220

tions, only the samples where model M predicted 221

the label correctly are filtered, i.e. Dcorrect = 222

{∀(pi, hi) ∈ D : M(pi, hi) = ŷ = y}, where ŷ is 223

the prediction and y is the original label. This is 224

completed to ensure that the evaluation of semantic 225

sensitivity is not hindered or inflated by the pre- 226

dictive performance and confidence of the model 227

M. This type of filtering is used when probing 228

for emergent syntactic (Sinha et al., 2021), lexi- 229

cal (Jeretic et al., 2020b), and numerical (Wallace 230

et al., 2019) reasoning capabilities. We can see the 231

original accuracy of NLI models and the number 232

of samples used in the study in Table 1. 233

To introduce semantics preserving noise within 234

chosen samples, we complete a two-fold refinement 235

process. We utilise a generative LLM G, which has 236

been fine-tuned on natural language instructions 237

(Wei et al., 2021; Chung et al., 2022), and prompt 238

it to paraphrase the original hypothesis hi, with the 239

following prompt: Rephrase the following sentence 240
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bart-l roberta-l distilbart deberta-b deberta-l deberta-xl

MNLI(n=10000) 90.10% 90.56% 87.17% 88.77% 91.32% 91.44%

SNLI(n=10000) 87.55% 86.44% 84.37% 84.39% 88.87% 88.54%
ANLI_r1(n=1000) 46.20% 46.40% 41.40% 35.10% 49.70% 53.00%
ANLI_r2(n=1000) 31.60% 27.00% 32.80% 29.80% 32.70% 35.40%
ANLI_r3(n=1200) 33.08% 26.75% 32.75% 30.50% 35.92% 38.75%

Table 1: The original accuracy on testing/dev sets for various transformers (b-base, l-large, xl-extra large) on
in-domain MNLI experiments and zero-shot transfers to out-of-domain SNLI and ANLI. The number near the
dataset name designates the exact amount of original samples in the testing set.

while preserving its original meaning: <hi>. This241

is not sufficient to produce semantics-preserving242

variations as generative models are prone to halluci-243

nations (Ji et al., 2023) and not assured to produce244

an equivalent paraphrase. To ensure that the genera-245

tion h′i is logically equivalent to the original sample246

and thus semantics-preserving, we impose the con-247

dition that the NLI model should infer the relation248

between the original and generated hypothesis as a249

symmetric entailment:250

M(hi, h
′
i) = ŷC=E = M(h′i, h) (1)251

The bidirectional nature of entailment allows us252

to claim that sentences are logically equivalent (An-253

gell, 1989; Clark, 1967). We refine the proposed254

variation candidates using the generator G until k255

candidates that satisfy the condition are produced.256

Human Evaluation of Surface-Form Variations257

To further ensure the validity of this variation gen-258

eration method, we conduct a human evaluation259

of the generated samples. We randomly sample260

100 examples of generated and original hypothesis261

pairs across all datasets and employ two annotators262

to assess whether the sentences are semantically263

and logically equivalent within the pair. Our re-264

sults show that in 99% of the cases, the annotators265

marked the samples as equivalent with an inter-266

annotator agreement measure of Cohen’s κ = 0.94.267

This further shows the reliability of the method268

for generating semantics-preserving surface form269

variations. We provide further token overlap level270

analysis in Appendix A.271

3.2 Evaluating Semantic Sensitivity272

After obtaining k semantic variations for each hy-273

pothesis, we test the semantic sensitivity of the274

model by replacing the original hypothesis hi with275

the candidates {h′1i , . . . h′ki } and making a predic-276

tion with the NLI model M. As the proposed277

variations are logically equivalent to the original, 278

we want to test if the new model prediction would 279

vary compared to the original. 280

R(pi, hi, h
′j
i ,O) = 281

=

{
1,O(M(pi, hi),M(pi, h

′j
i )) = 0

0,O(M(pi, hi),M(pi, h
′j
i )) = 1

(2) 282

Here O : C × C → {0, 1} is a boolean matching 283

operator between the labels predicted with original 284

hypothesis hi and the surface-form variations h′ji . 285

A change in the label would imply that the model 286

is semantically sensitive and the original correct 287

prediction is inconsistent with the label produced 288

for the semantics preserving surface-form variation. 289

A graphical representation can be seen in Figure 5. 290

We use two metrics to measure semantic sensitivity 291

within NLI models, both of which are derivative 292

formulations of a Fooling Rate (Moosavi-Dezfooli 293

et al., 2017), which is used for assessing the success 294

of adversarial attacks (Chakraborty et al., 2018). 295

Given k possible surface-form variations for the 296

hypothesis, we test if at least one of the candidates 297

would be able to cause a label change compared to 298

the original prediction, which can be formalised as: 299

rr =

∑n′

i 1

[
∃j ∈ [1, k],R(pi, hi, h

′j
i ,=) ̸= 1

]
n′ .

(3)

300

Here n′ is the number of correctly answered orig- 301

inal samples, and the matching operator O is a sim- 302

ple equality checking operator "=". We refer to 303

this metric as a relaxed Fooling Rate. To measure 304

more drastic label changes, i.e. entailment to con- 305

tradiction and vice versa, we also define a stricter 306

version of Equation 3. 307
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rs/rr bart-large roberta-large distilbart deberta-base deberta-large deberta-xlarge

MNLI 6.64%/12.35% 5.71%/11.56% 9.20%/ 16.80% 6.66%/13.81% 5.38%/11.54% 5.89%/11.49%

SNLI 10.11%/15.52% 8.38%/14.98% 15.67%/23.68% 9.96%/17.01% 7.83%/13.39% 9.50%/14.69%
ANLI_r1 31.51%/42.89% 28.45%/35.01% 31.48%/52.30% 40.0%/48.99% 25.66%/37.88% 22.71%/30.73%
ANLI_r2 34.39%/51.91% 24.62%/42.80% 36.09%/57.49% 34.92%/48.47% 28.44%/44.04% 29.46%/46.46%
ANLI_r3 29.11%/51.39% 21.88%/45.00% 29.26%/52.42% 33.88%/53.17% 24.88%/44.65% 23.23%/42.37%

Table 2: The strict and relaxed fooling rates of different transformer models across in-domain (MNLI) and out-
of-domain (SNLI, ANLI) evaluations. On average more than half of the labels change towards their logically
contrasting counterpart.

rs =

∑n′

i 1

[
∃j ∈ [1, k],R(pi, hi, h

′j
i ,=

s) ̸= 1
]

n′ .

(4)

308

We replace standard equality for the operator O309

in Equation 3 with a strict counterpart that matches310

only if the predictions are direct opposites, i.e. en-311

tailment ↔ contradiction. It must be noted that312

the neutral class does not have a direct opposite;313

thus, the metric for this label remains unchanged.314

It can be concluded that the inequality rs ≤ rr ≤ 1315

trivially holds when using these metrics.316

4 Experimental Setup317

4.1 Model Details318

Semantics preserving Generation To generate319

and refine semantic variations of the original hy-320

pothesis, we chose flan-t5-xl as the generation321

model G. It is an instruction-tuned LLM that322

has shown close state-of-the-art performance in323

tasks such as paraphrasing, zero and few shot gen-324

eration, chain of thought reasoning (CoT), and325

multi-task language understanding (Chung et al.,326

2022). For each of the selected hypotheses, we327

produce k = 10 unique semantics-preserving vari-328

ations. To ensure diversity and consistency of the329

generated text while avoiding computationally ex-330

pensive exhaustive search, we use a group beam331

search (Vijayakumar et al., 2016) with a temper-332

ature t ∈ [0.3, 0.6] and a maximum output of 40333

tokens throughout the generation and refinement334

procedure. We also further diversify the generation335

by using the recipe from Li et al. (2016).336

NLI models We systematically experiment with337

transformer architectures that are fine-tuned on338

MNLI, which exhibit state-of-the-art or close pre-339

dictive accuracy on the dataset. We specifically340

choose bart-large (Lewis et al., 2019), roberta- 341

large (Liu et al., 2019b), deberta-base, deberta- 342

large, deberta-xlarge (He et al., 2020) and distil- 343

bart (Sanh et al., 2019). These PLMs are taken 344

without change from their original studies through 345

the Transformers library (Wolf et al., 2020), ensur- 346

ing the complete reproducibility of the results. To 347

observe the effect in an out-of-domain setup, we 348

also evaluate these models on SNLI and ANLI in a 349

zero-shot transfer setting. 350

5 Results and Analysis 351

This section presents the results and analyses of our 352

semantic sensitivity evaluation framework along 353

with a suite of ablations analysing the phenomenon 354

across various transformer sizes, domains, and la- 355

bel space. Furthermore, we measure the impact 356

of the phenomenon on the inconsistent predictive 357

behaviour of NLI models. 358

5.1 Semantic Sensitivity 359

In-domain We evaluate several PLMs trained on 360

MNLI using our experiments presented in Table 2. 361

The results show that models are limited in their 362

comprehension of compositional semantics as the 363

relaxed fooling rate on in-domain experimentation 364

averages at rr = 12.9%. This is further reinforced 365

by the fact that more than half, rs = 6.58% of 366

the label changes occur with strict inequality. This 367

means that minor semantics-preserving changes 368

lead to a sizable shift in model predictions, even 369

prompting towards the opposite decision edge half 370

the time. The behaviour is consistent across all the 371

transformers and leads us to believe that samples 372

that changed labels after surface-form variations 373

showcase the inconsistent predictive nature of the 374

models. We further elaborate on this in the next sec- 375

tion. Consequently, semantically equivalent varia- 376

tions evidently hinder the decision-making of the 377

NLI models, prompting us to believe that models 378
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have limited understanding w.r.t. semantic struc-379

ture and logical relation, even when the model is380

trained on texts from the same distribution.381

Out-of-domain We also probe the NLI models382

in an out-of-domain zero-shot setting to assess the383

transferability of compositional semantic knowl-384

edge. Our results in Table 2 show that the discrep-385

ancies and limitations in semantic comprehension386

are even more pronounced in this setting. We see an387

averaged relaxed fooling rate of rr = 23.7%, with388

the maximum at 57.49%, which is only marginally389

better than a majority voting baseline. It must be390

noted that because different datasets have varying391

numbers of samples, the average is weighted w.r.t.392

the number of sampled instances from the partic-393

ular dataset in the experiment. The results on out-394

of-domain evaluation once again follow the pattern395

that more than half, rs = 15.8% of the samples396

switch the labels to their logically contrasting coun-397

terparts. This shows that zero-shot transfer further398

amplifies the limitations that NLI models have for399

using semantic structures and preserving logical400

relations. This further suggests that the semantic401

variations where a label change occurs are likely to402

be originally predicted correctly as an inconsistent403

guess. It follows, that although PLMs fine-tuned404

on MNLI are widely used for zero-shot classifica-405

tion, their effectiveness diminishes if the classifica-406

tion tasks require syntactic understanding. Indeed,407

model effectiveness declines and the fooling rates408

rise as the tasks become more challenging, requir-409

ing greater syntactic knowledge, as we can see from410

the comparison of the results from SNLI to ANLI.411

Effects of distillation Next, we want to probe if412

the susceptibility towards semantic noise is trans-413

ferred during model distillation. Thus, we use Dis-414

tilBart that is distilled from a larger pre-trained415

BART model. While model accuracy remains com-416

parable to the original model in Table 1, the dis-417

tilled version struggles sizeably more with surface-418

form variations. On average, across in- and out-of-419

domain evaluation, the distilled NLI model is more420

sensitive than the original in terms of relaxed fool-421

ing rate by △rr = 18.4%. The effect of supposed422

inconsistence is amplified when observing the strict423

fooling rate, where on average rr
rs

≤ 1.5. This in-424

dicates that during distillation, models are bound425

to forget the knowledge regarding compositional426

semantics making it harder to preserve the logical427

equivalence during inference.428

Effects of model size We also test how 429

semantics-preserving noise affects models of dif- 430

ferent sizes and parametrization (see Figure 2). Al- 431

though for in-domain setup, the relaxed fooling 432

rate metrics marginally drop as the models get big- 433

ger, the same cannot be observed in out-of-domain 434

setup. It is evident that bigger PLMs from our study 435

are almost as restricted in semantic comprehension 436

as their smaller counterparts. This indicates that 437

emergent semantic capabilities are not only tied to 438

model size, but also widely depend upon the choice 439

of the training dataset. 440

5.2 Severity of Inconsistent Predictions 441

Consistency across label space To analyse the 442

extent of semantic sensitivities within NLI models 443

we test the effect across all the classes in the label 444

spaces, presented in Table 3. The per-class break- 445

down of the strict and relaxed fooling rate indicates 446

that the effect is consistent across the whole label 447

space. This allows us to conclude that the observed 448

limitations in compositional semantic understand- 449

ing are not caused by class imbalances and are not 450

specific to a particular set of examples. We see 451

the increased fooling rate across all of the labels 452

when comparing in-domain and out-of-domain ex- 453

periments. This reinforces the prior indications 454

regarding models’ inability to use semantic struc- 455

ture to preserve inherent relations within the data, 456

as all logical relations attain rather similar amounts 457

of fooling rate during direct evaluation. 458

Distribution shift in decision making Recall 459

that we want to measure the impact of semantics- 460

preserving surface-form variations on NLI models. 461

We study the predictive distributional shift within 462

the samples that cause a changed model predic- 463

tion. To do this, we initially split the samples into 464

two categories considering whether the sample in- 465

duced a change of the original prediction within 466

the NLI model. We further average the probability 467

distribution of labels obtained from the final soft- 468

max layer of the model for these two categories. 469

We measure the differences between the two dis- 470

tributions with two statistical tests. To evaluate 471

the relative entropy between them, we use Jensen- 472

Shanon Divergence (Fuglede and Topsoe, 2004), a 473

symmetric, non-negative, and bounded metric for 474

assessing the similarity between two distributions, 475

JSD(P∥Q) = 1
2D(P∥M)+ 1

2D(Q∥M), where D 476

is the Kullback–Leibler divergence (Joyce, 2011). 477

We verify the statistical significance of our findings 478
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Figure 2: In- and out-of-domain fooling rate of DeBERTa of varied sizes, which are measured on MNLI (left) and
SNLI (right). Similarly, rs and rr represent the strict and relaxed fooling rates, respectively.

rs/rr (y = E) rs/rr (y = N) rs/rr (y = C) rs/rr

MNLI 2.78%/13.41% 14.33%/14.33% 3.69%/11.17% 6.58%/12.92%

SNLI 9.54%/18.73% 19.42%/19.42% 2.92%/11.82% 10.24%/16.54%
ANLI_r1 21.64%/41.97% 38.62%/38.62% 29.17%/44.57% 29.97%/41.30%
ANLI_r2 20.84%/46.28% 49.41%/49.41% 21.89%/50.80% 31.32%/48.53%
ANLI_r3 11.65%/52.00% 47.18%/47.18% 16.42%/46.50% 27.04%/48.17%

Table 3: Fooling rate averaged over all models. rs represents the strict fooling rate, in which case the predicted label
of the evaluation pair is opposite to the original label y. rr measures the proportion of label change. y ∈ {E,N,C}
group the (p, h) pairs by their semantic relation, representing entailment, neutrality, and contradiction, respectively.

with the Kolmogorov–Smirnov test (Berger and479

Zhou, 2014), which shows if the two sets of sam-480

ples are likely to come from the same distribution.481

Our results in Figure 3 show a significant distri-482

bution shift when assessing semantics-preserving483

surface-form variations. The cosine distance in484

the sentence embedding space between the gen-485

erated and original samples is negligible at 0.04.486

As the absolute cosine similarity values possess487

limited interpretable meaning, we further explore488

the distributions of cosine distances towards orig-489

inal samples for the examples that do and do not490

induce label changes. We measure the Jansen-491

Shannon divergence of these two distributions at492

0.001, implying they are strongly similar. This re-493

inforces the hypothesis that surface-form variations494

produce logically equivalent samples with minor495

distance in the embedding space regardless of the496

induced label changes. However, despite minor497

changes in the semantic composition, we see a siz-498

able change in the final predictive distribution of499

the NLI models. We see a significant rise both500

in Jensen-Shannon divergence and Kalmogorov-501

Smirnov metric, △JSD = 0.51 and △K-S = 0.54, 502

when comparing the examples where the model 503

prediction has changed compared to the original. 504

This indicates that the generated variations do not 505

cause negligible change within model prediction, 506

but rather can be considered adversarial for the 507

model. It shows that the limited capabilities to 508

utilise syntactic information cause the model to 509

significantly change the final prediction given mi- 510

nuscule variations, which is an to inconsistent pre- 511

dictive behaviour. Given that we initially sampled 512

examples that the models answered correctly, these 513

results assert our belief that the models do not dis- 514

play consistent predictive behaviour despite having 515

equivalent inputs. This shows that albeit the strong 516

model performance presented in Table 1, there is 517

masked degeneration and discrepancies within the 518

NLI models stemming from semantic sensitivity. 519

Our method allows for explicitly quantifying the 520

degree of semantic sensitivity within PLMs and 521

allows to measure the impact of that sensitivity on 522

the decision-making process of the model. 523
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Figure 3: Divergence of predictive probability distribution between (p, h) and (p, h′) measured across the datasets
(ANLI is averaged over the rounds) and averaged over all models. All evaluation pairs are split into two groups
based on whether they manage to flip the original label. Two divergence metrics are shown – JS divergence (left)
and KS divergence (right).
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Figure 4: Standard deviation σ of predicted label prob-
abilities (obtained from the final softmax layer of the
model) averaged for original premise-hypothesis pair
(left), surface-form variations that did not cause label
changes (mid) and did induce label change (right). The
bigger σ, the more confident the model is w.r.t. the pre-
dictions. The results are averaged over all models.

Semantic-Sensitivity and decision variations524

We lastly analyse the standard deviation within525

the predicted label distribution produced from the526

softmax of the model. We compute the standard527

deviation for the distribution of original premise hy-528

pothesis predictions and compare it with a replace-529

ment that does not and does cause label changes in530

PLM classification, see Figure 4. For reference, the531

upper bound for standard deviation in this 3 class532

setting happens when the model is greatly confident533

in one of the classes, i.e. softamx = [1, 0, 0] →534

σmax = 0.471. Bigger σ on average implies more535

confident answers by the PLM. It can be observed 536

that the average predictions with the original sam- 537

ples have a great degree of confidence. We see an 538

interesting phenomenon where the predictive confi- 539

dence slightly rises across most of the datasets for 540

the cases where the model is able to recover the 541

inherent textual relations. However, when faced 542

with examples that cause label changes, there is 543

a significant drop of △σ = 0.1 in the standard 544

deviation averaged across the datasets. This sig- 545

nifies that predictive confidence sizably degrades 546

when the model struggles to recover the existent 547

relations because of slight semantics-preserving 548

variations. That further indicates that NLI models 549

are susceptible to semantic sensitivity and have lim- 550

ited knowledge of compositional semantics, which 551

can lead to the degradation of predictive confidence 552

and incidentally inconsistent predictions. 553

6 Conclusion 554

We present a novel framework for assessing seman- 555

tic sensitivity in NLI models through generating 556

semantics-preserving variations. Our systematic 557

study of the phenomenon across various datasets 558

and transformer-based PLMs shows that the mod- 559

els consistently struggle with variations requiring 560

knowledge of compositional semantics. This per- 561

formance deterioration happens across the whole la- 562

bel space, almost regardless of model size. We mea- 563

sure the impact of semantic-sensitivity and show 564

that it diminishes models’ predictive confidence 565

and can lead to predictive inconsistency. 566
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Limitations567

In our work, we cover the semantic-sensitivity that568

can be found within NLI models. However, the569

framework can be applied to a wider range of clas-570

sification tasks. The benchmark can be extended571

with more datasets and further enhanced with larger572

human evaluation. Also, we covered PLMs specifi-573

cally trained for NLI; however, it would be great to574

cover bigger LLMs, in particular w.r.t. their emer-575

gent zero-shot capabilities. Another limitation is576

that we only cover English-based language mod-577

els and do not test in multi-lingual or cross-lingual578

settings.579

Ethics Statement580

Our work completes an analysis of numerous mod-581

els w.r.t. their decision inconsistency induced by se-582

mantic surface form variations. We show that mod-583

els are somewhat unable to handle logically and584

semantically equivalent sentences, which would585

mean their inconsistent use across various domains586

and applications. Our generation method does not587

induce any further exploitation threat and can be588

used only for measuring the above-mentioned in-589

consistencies. We only use open source publicly590

accessible data and models within our experimen-591

tations.592
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A Appendix913

Dataset Fuzzy token match % average length h average length h′ average token overlap

mnli 84.83 14.31 14.14 13.25
snli 81.55 10.81 11.21 10.38
anli_r1 87.59 17.3 17.02 13.73
anli_r2 86.49 15.99 15.84 12.8
anli_r3 85.17 14.32 14.29 11.27

Table 4

Evaluation under Label change To assess the914

extent of the impact of semantic sensitivity, we em-915

ploy an evaluation under label change. This means916

we consider the examples that changed the original917

prediction of the model after a surface-form varia-918

tion replaced the original hypothesis. A graphical919

representation of this can be seen in Figure 5. It920

must be noted that we use only the samples that the921

model originally predicted correctly to avoid incor-922

rect assessment regarding the reasoning behind the923

false predictions. Our primary aim is to measure924

the semantic sensitivity within the model predic-925

tions and the extent of inconsistency it causes.926

Token Level-Differences of the generated varia-927

tions We further explore the difference between928

surface-form variations and original examples by929

conducting a token-level analysis for each pair930

(h, h′). We compute the average amount of tokens931

present for the original and generated hypothesis932

and use fuzzy and exact matching to assess the933

overlap of tokens on average for each dataset. The934

results can be seen in Table 4. The results show935

that the generated and original examples have a936

high token level overlap which further reinforces937

the idea that surface form variations are close both938

syntactically, in the embedding space and logically.939

p h

h'

En
ta

ilm
en

t

original
prediction

Label

Change ?

Original
Samples

Semantics-
preserving
variation

Figure 5: A diagram for assessing semantic similarity.
Given the generated semantics-preserving surface-form
variation h′, we evaluate if a label change occurs when
replacing the hypothesis in accordance with Equation 1
.
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