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ABSTRACT

Neighborhood Learning (NL) is a fundamental tool in Multiagent Systems (MAS).
The task is for each autonomous agent to learn, in parallel, some information (e.g.,
agent identifier, message, etc.) from every neighboring agent, according to some
notion of vicinity. NL thus requires communication among neighboring agents,
which is particularly challenging if agents are tiny devices with very limited ca-
pabilities (for instance, biological systems) and may interrupt each other. In this
work, we study how the speed of learning depends on the system topology. We
model the communication environment as a Weighted Beeping Network (WBN).
In a WBN, network nodes (one for each agent) communicate by deciding whether
to beep or stay silent – all the beeps are then scaled by weights on the correspond-
ing links, and a threshold function is applied at each idle node to check if they
heard a beep or not. We introduce a novel characteristic of a WBN topology,
called Maximum Average Influence (MaxAveInf), and we prove almost tight up-
per and lower bounds on the running time to accomplish NL task by a Multiagent
System, as a linear function of that characteristic. Although MaxAveInf is a global
characteristic and it could be as large as the number of all agents in some networks,
even with small neighborhoods, for networks with small value of MaxAveInf we
succeeded to give a provably-efficient nearly-optimal algorithmic solution.

1 INTRODUCTION

In this work, we study Neighborhood Learning (NL) in Multiagent Systems (MAS). To solve NL,
each agent must, in parallel, receive an information from every neighboring agent, according to
some notion of vicinity. Parallel NL is then a fundamental tool for typical computations in MAS
where agents must communicate with all neighbors (e.g., Ba et al. (2024); Chen et al. (2024); Du
et al. (2024); Li et al. (2024); Liu et al. (2024b)).

Smart agents’ systems are common in nature, and their environment is often harsh and
communication-restrictive, e.g., insect colonies, bird flocks, bacteria populations, and others (see
the recent survey by Liu et al. (2024a)). As a subfield of Swarm Intelligence, smart agents enable
a collective of organisms or entities to exhibit a whole-system intelligence. This is done by having
each member communicate and analyze (typically) simple “wireless” signals between peers.

One of the simplest classic models of ad hoc communication reflecting those natural mechanisms is
the Beeping Network (BN) Cornejo & Kuhn (2010); Afek et al. (2011; 2013). BNs are graphs where
a pair of nodes are neighbors if they can communicate directly (i.e., without relays), modeled with a
link between them. At any given time a node can either beep (emit some signal with no embedded
information but the presence of the signal) or listen. Beepers beep in an attempt to propagate infor-
mation, but listeners cannot distinguish between single and multiple beeps received simultaneously.

In this work, we extend the BN communication model to weighted graphs, which we call Weighted
Beeping Networks (WBN). In WBNs, an ordered pair of nodes is connected by a link if the weight
associated with that link is positive; here, weights on links model various environmental features
that influence the perceived strength of a beep. Notice that this modeling choice does not restrict
the scope of application of our study, since a non-existing link is simply a link with weight zero,
and nodes do not know link weights. Then, a beep from a beeper u is received by a listener v
depending on the influence of u on v (i.e., the weight of link (u, v)) with respect to the influence
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of other beepers.Accordingly, we define the NL problem restricted to influential neighbors, by set-
ting a parametric threshold σ for a neighbor to be influential that depends on the application.1 The
WBN model is a simple (weighted-graph based) yet fundamental (threshold for delivery of weighted
information, every info bit accounted for by some beep) MAS model. Many “richer” wireless com-
munication models, e.g., Radio Networks and SINR Kowalski et al. (2020); Kowalski & Mosteiro
(2025), can be implemented in WBN, whereas biological communication systems, e.g., bacteria
signaling Moreno-Gámez et al. (2023) can be abstracted by WBN using binary coding for different
communication molecules and specific threshold for combined influence (see Appendix A.2).

Our contribution and broader discussion. We study Neighborhood Learning in a MAS of n
agents under the WBN model, where each agent is installed in one network node. In particular, we
show how to design a provably efficient NL algorithm, run autonomously in parallel by agents.

Most importantly, we identify a characteristic of WBNs, which we call Maximum Average Influence
(MaxAveInf) and denote as W . The NL problem, similarly to almost all complex graph problems,
does not have a concise formula for exact number of rounds. E.g., time-related parameters (mixing,
covering, etc.) of random walks are only approximated by concise formulas, such as vertex/edge
expansion or conductance. We follow the same methodology and show mathematically that

W is a good approximation of the shortest solution to the (parallel) NL problem,
by showing that the ratio between the upper and lower bound is O(log2 n). More precisely, we
show in Sec. 3 that our NL algorithm locally propagates messages of length M in O(W log n ·
(M+ log n)) rounds on any topology graph G with MaxAveInf at most W (see Theorem 2). (Note
that the additive log n comes from attaching the node identifier to the message, and it subsumesM
for short messages, i.e., M = O(log n).) This bound holds with high probability, i.e., with error
polynomially small in n. For clarity, we present and analyze our algorithm in three steps: first we
present a simplified version of NL, called One-beep Local Broadcast (OBLB), in which only one bit
of information has to be delivered (i.e.,M = 1) – for settings where only W and a polynomial upper
bound on n are known, and all agents start execution simultaneously (Sec. 3.1); then we generalize
our techniques to NL (Sec. 3.2); and finally, we show how to remove the knowledge of W and
synchronization assumptions,

In Section 4, for OBLB we prove an almost matching lower bound of Ω(W ) (see Theorem 3). This
lower bound automatically holds for NL, as a more general problem. To prove the lower bound, we
show an adversarial input on which any OBLB algorithm requires the claimed time. Motivated by
the topology of classic neural networks, we used a bipartite graph with certain weight function – we
conjecture that our approach could be further extended to other more specific network classes, such
as multi-layered networks2 or scale-free graphs. In fact, our extensive experimental study strongly
indicates that such lower bound applies to a variety of real-world and (commonly used) synthetic
topologies (e.g., grids or scale-free graphs).

Our technical results above have important implications on the efficiency of parallelization of Neigh-
borhood Learning. MaxAveInf is a global characteristic that could be as large as the number of all
agents, even if the influential neighborhoods (i.e., the sets of influential links connected to each
receiver) are small.3 Given the locality of the NL problem, one would expect to solve it fast in paral-
lel in small neighborhoods. However, our lower bound shows that executing NL in parallel may be
costly, even in networks with small degree (but with high MaxAveInf). To the best of our knowledge,
ours is the first theoretical analysis of upper and lower bounds for the NL in WBN model.

Additionally, in Appendix E, we include a thorough experimental evaluation of our algorithms on
two potential learning environments: social networks in the natural world (four datasets), on top
of which nano-devices could be deployed, and ad-hoc infrastructures (3D-grid, scale-free nets),
deployed possibly for other purposes, for instance, for simultaneous scanning and learning. Our
experiments show that our theoretical analysis is almost tight and constants hidden in the asymptotic
notation are reasonably small. We also show that performance of our algorithm is much better than
other algorithms (such as round-robin or periodic transmissions schedules with initial random shift).

1This threshold models a fundamental physical reality: signal detection requires sufficient signal-to-noise
ratio. Our specific threshold is normalized to 1, but it can be generalized to any constant.

2Multi-layered WBNs could be seen as beeping neural networks, similarly to spiking neural networks.
3E.g., a WBN where each node has only one influential link, and all remaining links have influence just

below the threshold.
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2 MODEL AND DEFINITIONS

2.1 MULTIAGENT SYSTEM MODEL

We consider a Multiagent System (MAS) formed by n autonomous agents, each installed on a node
of a Weighted Beeping Network (WBN). Nodes have communication and computational capabili-
ties, and each node is labeled with a unique ID of O(log n) bits. Time is discretized in slots, also
called rounds. In each slot a node may be either beeping, i.e., sending a beep,4 or listening. A time
slot is long enough to beep, or hear a beep if listening (see Sec. 2.2 for details), and possibly perform
one bit read/write/compare operation in local memory, which are assumed to take negligible time
with respect to the time required by the communication. When presenting main ideas, we assume
clock synchronization, but we also show how to get rid of this limitation later (Sec. 3.3 and App. C).

2.2 COMMUNICATION MODEL ON GENERAL BIDIRECTED WEIGHTED GRAPHS

Due to various reasons (communication interference, preference, etc.), the beep of a node may
be perceived differently by two other nodes. We model this communication phenomenon with an
influence function w : V × V → R+ ∪ {0} where V is the set of network nodes, and for any
x, y ∈ V , w(x, x) = 0 and w(x, y) = w(y, x). The network topology is modeled by a general
bidirected weighted graph G = (V,E), where E = {x, y|x, y ∈ V ∧ w(x, y) > 0} is the set of
bidirected links,5 and the weight function is the influence function defined above. An example of a
topology graph can be seen in Figure 1a. A link from beeper x ∈ V to listener y ∈ V is denoted as
(x, y), and the set of nodes beeping at time t is denoted as V (t). In each time slot, a listening node
may hear: silence if none of its neighbors in G beeps in this time slot, or a beep otherwise.

(a) (b)

Figure 1: Beeping communication model. Fig. (a) Example of WBN topology modeled by a bidi-
rected weighted graph, where weights correspond to influence, see Section 2.2. The arrows of each
bidirected link are omitted for clarity. Fig. (b) Example of the beep delivery concept, as defined in
Sec. 2.3. The depicted arrows point from the beeping nodes to their neighbors, while the remaining
arrows are omitted. Consider a time slot when nodes b, d, and e beep (in red) and a, f , and c listen.
Node a hears a single beep from e, hence this beep is also delivered to e from a (indicated in green).
Node f also hears a beep, caused by its two beeping neighbors: b, with influence 0.2, and e, with
influence 1.2; hence, the beep from e is delivered to f (indicated in green) while the beep from b is
not. Node c also hears a beep, caused by its three beeping neighbors: b, with influence 1.3, node e,
with influence 0.2, and d, with influence 1; as a result, no beep from any neighbor is delivered to c.

2.3 NEIGHBORHOOD LEARNING AND SIMPLIFIED OBLB PROBLEM

We start with the following definitions. For any constant σ ≥ 1, called influence threshold, let
Eσ ⊆ E be the subset of links with influence at least σ, that is Eσ = {(x, y) ∈ E|w(x, y) ≥ σ}.
We call these links influential.6

4Some kind of a signal, such as radio, light, sound, etc.
5Even though the weight is the same in both directions, we use bidirected links to be able to specify the direc-

tion of communication when needed. Graph G can be arbitrary – weight 0 means no edge in E (no influence).
6Influence is defined as a link attribute because a given beeper may have different influence on different

neighboring listeners. Nevertheless, given that influence is a concept of beepers on listeners, we also refer to
the influence of (or on) nodes for clarity of exposition.
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Definition 1. Given a constant σ ≥ 1 and a WBN with set of influential links Eσ where each
node holds a message, the Neighborhood Learning Problem is solved in Γ time slots if, for each
influential link (x, y) ∈ Eσ , by the end of slot Γ node y has learned the ID and message of node x
by analyzing the sequence of beep/silence heard.

The threshold σ restricts learning only to neighbors connected by links in Eσ . Nevertheless, nodes
with lower influence are still around and may interfere with the reception of information from influ-
ential neighbors (see the delivery condition below).

In order to design and analyze efficient algorithms for Neighborhood Learning, we introduce a
simpler problem. The main concept here is a “delivery of a beep” from x to y (with w(x, y) >
σ), which describes a situation when node y heard a beep while node x beeped, but also that the
influence of the other beepers on y was small. More formally, we say that a beep from node x was
delivered to node y in some time slot t, if the following happened in time slot t:

(Delivery Condition:) x beeped, y listened, and the aggregated influence on y of
all other beepers in V (t) was less than 1 (i.e.

∑
z∈V (t):z ̸=x w(z, y) < 1).

Figure 1b illustrates an example of delivery. Note that y may not recognize whether the heard beep
was actually a delivery of a beep from x, yet assuring that such deliveries occur eventually is an
important intermediate goal to achieve.

The simplified version of the main problem is as follows:
Definition 2. Given a constant σ ≥ 1 and a WBN with set of influential links Eσ , the One-beep
Local Broadcast (OBLB) Problem is solved in Γ time slots if, for each influential link (x, y) ∈ Eσ ,
by the end of slot Γ a beep has been delivered from x to y.

2.4 MAXAVEINF METRIC FUNCTION OF ALGORITHMS

We measure algorithmic performance in time slots as a function of |Eσ| and the following charac-
terization function of a WBN, called Maximum Average Influence (MaxAveInf ):

W = max
E′⊆Eσ

1

|E′|
∑

(x,y)∈E′

∑
(z,y)∈E

w(z, y) .

MaxAveInf is the maximum cumulative influence the receiver of an average link in any subset of
Eσ (links with influence above threshold) can experience, from the transmitters of all other links.
Increasing the parameter σ we restrict the information to be learned (neighborhoods may shrink),
but we may learn it faster as W is monotonically non-increasing with growing σ. In Figure 1 for
example, setting σ = 1 means that only 4 links have to deliver information (beeps). Nevertheless,
links with smaller influence may still deliver some “false beeps” that the algorithm has to mitigate.

The analysis of our Neighborhood Learning algorithms holds with high probability (whp), i.e., with
probability at least 1 − nc for some arbitrary constant c > 0. This constant could scale up by in-
creasing the constant factor embedded in the asymptotic formula (on the number of beeping rounds).

3 ALGORITHMIC UPPER BOUND

We first present and analyze a solution to the simplified one-beep version of Neighborhood Learning,
called One-beep Local Broadcast as in Definition 2 (Sec. 3.1). Next, we generalize it to any NL
input (Sec. 3.2). Extensions of our algorithms are given in Sec. 3.3, and full versions of sketched
proofs are in the Appendix.

3.1 ONE-BEEP LOCAL BROADCAST

Consider the following One-beep Local Broadcast algorithm:

In each time slot, each node beeps with probability p ≤ 1
4W .

The following analysis shows correctness and upper bound on the running time of this algorithm.

4
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Lemma 1. Consider any subset of links E′
σ ⊆ Eσ , such that for each (x, y) ∈ E′

σ node x beeps
with probability p ≤ 1/(4W ) and the remaining nodes are idle. Then, the expected number of links
in E′

σ where a beep is delivered is at least |E′
σ|(1− p)p/4.

Proof sketch: For a given local broadcast protocol, let Xx(t) be a random variable indicat-
ing whether node x ∈ V beeps at time t, and let Xx,y(t) be a random variable indicating
whether a beep from x was delivered to y at time t. To prove the lemma, we need to show:
E
(∑

(x,y)∈E′
σ
Xx,y(t)

)
≥ |E′

σ|(1− p)p/4.

By linearity of expectation, for M = {(x, y) ∈ E′
σ|
∑

z∈V (t) w(z, y) ≤ 2W} :

E
( ∑

(x,y)∈E′
σ

Xx,y(t)
)
=

∑
(x,y)∈M

E (Xx,y(t)) +
∑

(x,y)∈E′
σ\M

E (Xx,y(t)) ≥
∑

(x,y)∈M

E (Xx,y(t))

=
∑

(x,y)∈M

Pr(Xx,y(t) = 1) =
∑

(x,y)∈M

Pr(Xx,y(t) = 1|Xx(t) = 1 ∧Xy(t) = 0) · p(1− p) .

Recall that, for any (x, y) ∈ E, the conditions to deliver a beep from node x to node y at time t are:
Xy(t) = 0, and w(x, y) ·Xx(t) ≥ σ, and

∑
z∈V (t):z ̸=x w(z, y)Xz(t) < 1. From the conditions to

deliver a beep and by Markov inequality,7 we bound complementary event:

Pr
(
Xx,y(t) = 0|Xx(t) = 1∧Xy(t) = 0

)
= Pr

( ∑
z∈V (t):z ̸=x

w(z, y)Xz(t) ≥ 1
)
≤ p

∑
z∈V (t)

w(z, y) .

By upper bounding
∑

z∈V (t) w(z, y) ≤ 2W (by definition of M ) and p ≤ 1/(4W ) (by the condition
of the lemma), we get Pr (Xx,y(t) = 0|Xx(t) = 1 ∧Xy(t) = 0) ≤ 1/2. Putting them all together,

we have that E
(∑

(x,y)∈E′
σ
Xx,y(t)

)
≥

∑
(x,y)∈M

(
1
2 · p(1− p)

)
≥ |M |p(1− p)/2.

To conclude the proof, it remains to show that |M | ≥ |E′
σ|/2. It follows from the Pigeonhole

principle applied to W = maxE′⊆Eσ

1
|E′|

∑
(x,y)∈E′

∑
z∈V (t) w(z, y), in which the complementary

set E′
σ \M = {(x, y) ∈ E′

σ|
∑

z∈V (t) w(z, y) > 2W} must have at most |E′
σ|/2 elements.

Theorem 1. For p ≤ 1
4W , One-beep Local Broadcast can be solved

in O(W log |Eσ|) time slots whp.

Proof. Consider an execution of a One-beep Local Broadcast protocol. Let E(t)
σ ⊆ Eσ be the set

of links with influence at least σ where a beep was not delivered before the beginning of time slot
t = 1, 2, . . . . That is, E(1)

σ = Eσ . By Lemma 1, for p ≤ 1/(4W ) we have that for any t ≥ 1 it is
E
(
|Et+1

σ |
∣∣|Et

σ| = i
)
≤ (1− (1− p)p/4)i .

Then, it is: E
(
|E(t+1)

σ |
)
≤

|Eσ|∑
i=0

Pr(|E(t)
σ | = i)(1− (1− p)p/4)i

= (1− (1− p)p/4)E
(
|E(t)

σ |
)
= (1− (1− p)p/4)t|Eσ| .

Notice for the latter inequality that transmitters do not need to switch off because in Lemma 1 the
influence is added over all neighbors, regardless of whether a beep has been delivered already or not.

On the other hand, by Markov inequality, the probability that One-beep Local Broadcast has not
been solved at the beginning of time slot t+ 1 is

Pr
(
|E(t+1)

σ | ≥ 1
)
≤ E

(
|E(t+1)

σ |
)
≤ (1− (1− p)p/4)t|Eσ| .

Fixing t = (4/((1− p)p)) ln(n|Eσ|), which is in O(W log n), we have that

Pr
(
|E(t+1)

σ | ≥ 1
)
≤

(
1− (1− p)p

4

) 4
(1−p)p

ln(n|Eσ|)

|Eσ| ≤
1

eln(n|Eσ|)
|Eσ| = 1/n .

Thus, the claim of the theorem follows.
7Note that Markov inequality does not require independence of the random variables (see

Thm. 3.1 in Mitzenmacher & Upfal (2005)).
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Algorithm 1: Neighborhood Learning algorithm, pseudo-code for a node v

Input (upper bounds on) parameters n,W,M
τ ← upper bound on time computed locally in analysis of Theorem 1, based on given n,W
αv ← beeping pattern computed according to the definition of αv in the main text
for i = 1, 2, . . . , τ do

if Random(1/(4W )) = 1 then
node v beeps in the 2 log n+M rounds of the super-round i according to pattern αv

else
node v stays silent and records the feedback in the 2 log n+M rounds of the

super-round i into string βv,i

for i = 1, 2, . . . , τ do
if βv,i is valid then

node v locally (no beeping round is needed) decodes βv,i into a pair of ID and message

Output decoded pairs (without redundancies), each containing node ID and message

3.2 NEIGHBORHOOD LEARNING (NL)

In this section, we generalize the algorithm and analysis from Section 3.1 to Neighborhood Learning
(Definition 1). It is run locally and autonomously by each node v. The input contains, apart of the
identifier of node v (given by a binary string of length log n) and an input message: the number
of nodes n, the maximum average influence W , and the maximum size of a messageM. In Sec-
tion 3.3 we show how to get rid of assumptions of known W and synchronization, and relaxing the
requirement of knowing n to only a polynomial upper bound on n.

Algorithm’s structure. The pseudo-code of the Neighborhood Learning algorithm is given in Al-
gorithm 1. The algorithm partitions rounds into consecutive windows of time, called super-rounds,
each of length 2 log n +M, whereM is the maximum length of a message sent. The number of
super-rounds, denoted by τ , is computed as in the time analysis of the One-beep Local Broadcast al-
gorithm in Theorem 1. The algorithm also uses a random generator Random(1/(4W )) that produces
1 with probability 1/(4W ), and 0 otherwise.

Super-round i. In the beginning of a super-round i, each node v performs local ac-
tion as in round i of the One-beep Local Broadcast algorithm (see Section 3.1). It uses
the random generator. If the decision is to beep, then it beeps in its ith super-round
according to the following beeping pattern, denoted αv:

• if there is bit 1 in position j of ID of node v, it beeps and stay silent in rounds 2j − 1 and
2j of its super-round, resp.

• if there is bit 0 in position j of ID of node v, it stay silent and beeps in rounds 2j − 1 and
2j of its super-round, resp.

• in rounds 2 log n + 1, . . . , 2 log n +M of its super-round, node v beeps according to the
bit representation of its message (i.e., it beeps for bit 1 and stays silent for bit 0); if there
are less thanM bits in the message, it piggybacks the message with the 0’s until the end of
the super-round.

If, however, the decision is not to beep, node v stays silent during the whole super-round i and
records the received sequence of beep/silence into a binary string βv,i.

We call a super-round i valid for node v if v has been listening during the super-round and its
recorded feedback βv,i has the following property: the number of 1’s in the first 2 log n positions of
βv,i is exactly log n.

Final decoding. At the end of Algorithm 1, node v decodes each βv,i of a valid super-round i:

• if there are bits 10 at positions 2j − 1, 2j, for j ≤ log n, it decodes bit 1 and puts it at
position j of the decoded ID;

6
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• if there are bits 01 at positions 2j − 1, 2j, for j ≤ log n, it decodes bit 0 and puts it at
position j of the decoded ID;

• in round 2 log n+ j, for j ≤M, node v decodes 1 and puts it in position j of the decoded
message if it heard a beep, and decodes 0 if there was a silence.

Then, node v puts pairs, containing decoded ID and message, to its output, removing redundancies.

Algorithm analysis. We call a neighbor of node v influential if the link between them is influential.

Lemma 2. If there is only one influential neighbor of a node v choosing to beep in the considered
super-round i, and the aggregated influence on v from other neighbors in this super-round is smaller
than 1, then node v correctly decodes the other node’s ID and message from sequence βv,i at the
end of the algorithm.

Proof. The crucial observation is that if there is only one influential neighbor of v that chooses to
beep in the super-round i, say node v∗, and the aggregated influence from other neighbors of v is
smaller than 1, then the operations of beeping according to pattern αv∗ is directly received by v, in
the sense that βv,i = αv∗ . In such case, observe that decoding is the actual reversed operation to
encoding the pattern (i.e., reversed to creating pattern αv∗ ), and in this sense can uniquely decode
the ID of v∗ (based on the first 2 log n bits of sequence βv,i) and the message of v∗ (based on the
remainingM bits of the sequence).

Lemma 3. If two or more influential neighbors of a node v beep in the beginning of a super-round
i, then node v ignores the information received in this super-round in sequence βv,i.

Proof. It follows from the fact that v can recognize that at least two of its influential neighbors
beeped, or that the aggregated influence from other neighbors is at least 1, by analyzing the first
2 log n rounds of this super-round. More precisely, among these bits, there would be more than
log n beeps in these rounds, while in the case of one influential neighbor and aggregated influence
of others smaller than 1 there should be exactly log n beeps in the received sequence βv,i.

Theorem 2. For p ≤ 1/(4W ), Neighborhood Learning can be solved in O(W log n · (log n+M))
time slots whp.

Proof. We combine Theorem 1 with Lemma 2 to conclude that for any node v and any of its influ-
ential neighbors v∗, there is a super-round i when v∗ is the only influential neighbor of v that beeps,
and the aggregated influence of other neighbors of v is smaller than 1. Thus, the ID and message of
v∗ are correctly decoded by v at the end of the algorithm.

Lemma 3 implies that node v correctly ignores information that could come from more than one
influential neighbor or be “too noisy” by aggregated influence of others – node v correctly recognize
it as non-valid.

The number of rounds is τ · (2 log n +M). By Theorem 1, which analysis is used to compute τ ,
and by asymptotic |Eσ| = Θ(n), the total number of time slots is O(W log n · (log n+M)).

3.3 EXTENSIONS AND DROPPING OFF SOME LIMITATIONS

Our main algorithm in Sec. 3.2 can be extended in the following ways – see details in Appendix C.

Arbitrary (unknown) W and only polynomial upper bound on n. The algorithm only needs a
polynomial upper bound on n, as n occurs under logarithm in the formula on MaxAveInf in The-
orem 2. The algorithm could be transformed into one without the need of knowing W in advance,
by doubling estimates of W , using acknowledgments and stopping condition. The number of steps
increases only by a constant factor.

For the sake of our experiments in Appendix E, we designed a stochastic estimation of W , which
is quite accurate on the tested inputs, without significant affectance on algorithm performance.
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De-synchronized systems. Due to a relatively simple structure and various checking mechanisms
in our algorithm, it can be extended to de-synchronized setting (with clock shifts) by using the known
synchronizing methods for beeping networks, see e.g., the recent work by De Marco & Kowalski
(2025). These methods require only a constant overhead, and transform algorithms with structures
similar to ours from fully synchronized into de-synchronized solutions.

Dynamic weights and noise. Noise and other physical conditions are captured by link weights. Al-
though NL cannot be solved in WBN under fully dynamic weights, it could if dynamicity is limited.

4 LOWER BOUND

In this section we prove that any Neighborhood Learning algorithm takes at least Ω(W ) beeping
rounds in some WBN. In fact, even a simplified One-beep version of the problem requires such
number of beeping rounds in some networks.

In the analysis of this section we will show an adversarial WBN that requires the claimed running
time. The network topology of such WBN is a complex bipartite graph (non-existing links corre-
spond to weight 0 between the end nodes).

We start with a technical lemma (with detailed proof and additional figures in Appendix D), followed
by the main theorem.
Lemma 4. Consider a WBN with a complete bipartite topology graph (B,L,E), where B is a set
of beepers, L a set of listeners, E = {(b, ℓ)|b ∈ B ∧ ℓ ∈ L}, and |B| = |L|. The network is
embedded in a metric space with distance function d : B × L → R+. The influence function is
w(b, ℓ) = dmin/d(b, ℓ) for all (b, ℓ) ∈ E, where dmin is the smallest length among all links in E.

Consider some link (b′, ℓ′) ∈ E and a set of links E ⊂ E such that (b′, ℓ′) /∈ E . Then, if it is possible
to deliver a beep in each link (b, ℓ) ∈ E in one time slot, it is

∑
(b,ℓ)∈E w(b, ℓ

′) ∈ O(1).

Proof sketch: To prove the claim we split the set of links E into distant and close with respect to
listener ℓ′. For the set Eclose of close links, we upper bound the influence of their beepers on ℓ′

simply by |Eclose| (since each link has influence at most 1), and we bound |Eclose| by a constant
using a geometric argument and the fact that a beep is delivered through every link in Eclose. For
the set Edist of distant links, we bound the influence of their beepers on ℓ′, by their influence on a
listener at shortest distance from ℓ′. We bound the latter by a constant using a geometric argument
and the fact that a beep is delivered through every link in E . The details follow.

Let 2r be the shortest distance from any listener in E to listener ℓ′. Let Eclose = {(b, ℓ) ∈
E|d(b, ℓ′) ≤ r}, that is the set of links (b, ℓ) ∈ E whose beeper b is within distance r from lis-
tener ℓ′. We bound first the influence of close beepers on ℓ′ as∑

(b,ℓ)∈ Eclose

w(b, ℓ′) =
∑

(b,ℓ)∈ Eclose

dmin

d(b, ℓ′)
≤ |Eclose| < 4 . (1)

The latter inequality can be proved using a geometric argument (whose boundary case is illustrated
in Figure 3a in the Appendix), and the conditions for successful delivery of a beep.

We now bound the influence of beepers in Edist = E \ Eclose on listener ℓ′ as follows.∑
(b,ℓ)∈ Edist

w(b, ℓ′) =
∑

(b,ℓ)∈ Edist

dmin

d(b, ℓ′)
< 6 , (2)

where the latter inequality can be also proved using a geometric argument (whose boundary case
is illustrated in Figure 3b in the Appendix), and the conditions for successful delivery of a beep.
Combining the bounds in Equations 1 and 2, the claim follows.

Theorem 3. There exists a WBN and influence function such that, to solve the Neighborhood Learn-
ing problem, Ω(W ) time slots are required with probability 1, where W is the MaxAveInf.

Proof. We prove the claim showing an adversarial WBN where even One-beep Local Broadcast
in a subset of links requires the claimed running time. Specifically, consider a complete bipartite

8
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WBN (B,L,E) as required by Lemma 4. Let the nodes be labeled as B = {b1, b2, . . . , bn} and
L = {ℓ1, ℓ2, . . . , ℓn}, for some n > 1. Nodes are placed in space so that, for some dmin > 0 and
for all i, j ∈ [n], if i ̸= j it is d(bi, ℓj) > dmin, or otherwise it is d(bi, ℓj) = dmin, and every beeper
(resp. listener) has the same distribution of influence among its outgoing (resp. incoming) links (see
a deployment example in Figure 2).

Figure 2: Example of adversarial network for n = 6.

Under the above definition the influence threshold is 1 and the set of influential links is E1 =
{(bi, ℓi)|i ∈ [n]}. Recall that W = maxE′⊆E1

1
|E′|

∑
(b,ℓ)∈E′

∑
(b′,ℓ)∈E w(b′, ℓ).

Given that all listeners have the same influence distribution among their incoming links, the whole
set E1 maximizes W , that is

W =
1

n

∑
(b,ℓ)∈E1

∑
(b′,ℓ)∈E

w(b′, ℓ) =
1

n
n

∑
(b,ℓ)∈E1

w(b, ℓ1) = 1 +
∑

(b,ℓ)∈E1\{(b1,ℓ1)}

w(b, ℓ1) .

The middle equality is true because all listeners have the same distribution of influence among its
incoming links. Let T (E1) be the number of time slots needed to solve One-beep Local Broadcast
on E1 by some protocol P . Applying Lemma 4 to each time slot of the execution of P , we have that
for link (b1, ℓ1) ∈ E it is

∑
(b,ℓ)∈E1\{(b1,ℓ1)} w(b, ℓ1) ∈ O(T (E1)). The latter holds regardless of

whether P uses randomization or not. Thus, replacing, we get W ∈ O(T (E1)) with probability 1,
and the claim follows.

5 DISCUSSION AND OPEN DIRECTIONS

We showed, using formal analysis, that the complexity of Neighborhood Learning in WBN net-
works is nearly-linearly proportional to the newly introduced characteristic – MaxAveInf. Such
characteristic is global, and its range may span from a constant to the number n of all agents, de-
pending on the weighted network (even if neighborhoods are small). Our lower bound shows that
executing Neighborhood Learning in parallel may be costly even in networks with small degree (but
with high MaxAveInf). On the other hand, for networks with small MaxAveInf (which was also
the case in most of the considered nature-driven and synthetic datasets, see Section E.3), we give a
provably-efficient nearly-optimal algorithmic solution. Our theoretical bounds achieve a gap of at
most (M + log n) log n between the upper bound (for messages of length M) and lower bounds
(for single-bit messages). That means that our upper bound is nearly-optimal for systems with short
messagesM∈ O(log n), yielding a gap of O(log2 n). That is, our algorithm is well scalable. Ap-
pendix E contains experimental analysis confirming our theoretical results on diverse nature-driven
and synthetic datasets. Our algorithm also outruns other competitors.

Interesting open problems include: the study of more complex nature-inspired models in the WBN
framework (including binary encoding of more complex model features), more complex learning
problems, the relation between the influence threshold σ and the MaxAveInf W , and provably accu-
rate estimation methods of the latter. We conjecture that our general lower bound could be improved
for specific graph topologies, e.g., for (nearly-) uniform degree graphs.
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Reproducibility statement. This paper contains all the details of our theoretical study, including
the presentation of our algorithms, pseudocodes, and upper and lower bound proofs. Due to space
constraints, the details of certain proofs have been relegated to Appendix B and D, as well as the
details of algorithmic extensions to Appendix C. A full description of our extensive experimental
study can be found in Appendix E, including citations to the publicly available datasets tested, as
well as to an anonymous repository where we uploaded all the code and input/output data. Further
details on experimental part, such as our computational platform, are included in the reproducibility
section of Appendix E.

REFERENCES

Yehuda Afek, Noga Alon, Omer Barad, Eran Hornstein, Naama Barkai, and Ziv Bar-Joseph. A
biological solution to a fundamental distributed computing problem. Science, 331(6014):183–
185, 2011.

Yehuda Afek, Noga Alon, Ziv Bar-Joseph, Alejandro Cornejo, Bernhard Haeupler, and Fabian
Kuhn. Beeping a maximal independent set. Distributed computing, 26(4):195–208, 2013.
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APPENDIX

A LIMITATIONS, ADDITIONAL MOTIVATION AND OTHER RELATED WORK

A.1 LIMITATIONS OF OUR WORK

From a theoretical perspective, we considered one of the simplest models of ad hoc environment
with communication by beeping, WBN. We used a minimum set of model assumptions, but still
we took into account weighted interactions and threshold function to separate hearing a beep from
silence. Thus, our results could be transformed to more complex models and real datasets of ad hoc
environments. Such transformations are, however, not straightforward and require further studies,
depending on the complexity of the considered variant of the communication model. For instance,
when applying our algorithm to the bee colony environment, one needs to take into account that
bees communicate using complex signals called “waggle dance”; it could be encoded into a binary
sequence, see Dong et al. (2023), however a future study should take into account that not every
binary sequence represents a valid waggle dance (i.e., recognized by bees).

A.2 APPLICATIONS OF WBN TO BETTER UNDERSTANDING COLLECTIVE INTELLIGENCE OF
BACTERIA

Our WBN model can be seen as an abstraction of chemical communication mechanisms used by
bacteria. Specifically, in quorum sensing Moreno-Gámez et al. (2023) bacteria release/sense some
autoinducers (≡ beeps) to the intercellular space. Upon reaching a threshold concentration (≡
influence threshold), autoinducers trigger cascades of signal transduction which regulate processes
such as biofilm formation, virulence, competence and sporulation Miller & Bassler (2001); Fuqua
et al. (1994); Waters & Bassler (2005). Cooperation among bacteria as a multi-cellular (multiagent)
system has been here for billions of years. A connection between WBN and bacteria colonies
may lead to a better understanding of their collective intelligence, as well as interactions with (and
collaborative influence to) surrounding cells of other organisms. For instance, next step could be
to extend the WBN model to different types of beeps in order to model even more complex signal
transduction processes (see Galperin (2004)).

A.3 OTHER RELATED WORK

A related problem of local broadcast has been recently studied in simple beeping networks (without
weights and thresholds), although there is still a polynomial (in terms of the maximum node degree)
gap between the best known upper and lower bounds’ formulas, see Beauquier et al. (2018); Davies
(2023) resp.

From a technical perspective, the closest related work is on link scheduling in wireless networks.
The similarities include: ad hoc network structure and potential impact of one node communication
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to the other. However, the problem of link scheduling is focused on realization of specific known
links (typically, one link per node), unlike in Neighborhood Learning where the information needs to
be propagated via all (unknown) links with sufficiently large influence. Also, the wireless commu-
nication is focused on avoiding interference, while in WBN we want to “strengthen” the information
beeped via links of large influence.

The closest wireless Link Scheduling under interference related works Halldórsson & Wat-
tenhofer (2009); Fanghänel et al. (2009; 2011); Kesselheim & Vöcking (2010); Kesselheim
(2012); Ásgeirsson et al. (2017); Halldórsson & Wattenhofer (2019) correspond to the Signal-to-
Interference-and-Noise-Ration (SINR) interference model. They use a few different characteristics,
called affectance, and their impact to link scheduling performance, see e.g., Halldórsson & Wat-
tenhofer (2009). The generalized affectance model was introduced and used only in the context
of one-hop communication, more specifically, to Link Scheduling by Kesselheim et al. Kesselheim
(2012); Kesselheim & Vöcking (2010). In Kowalski et al. (2014; 2023), the one-hop affectance
characteristic was generalized, called the maximum average tree-layer affectance, to be applicable
to multi-hop communication tasks such as broadcast, together with another characteristic, called the
maximum path affectance. In a more recent summary Halldórsson & Wattenhofer (2019) of work in
Wireless Networks over the last decade theoretical studies of Link Scheduling are overviewed.

B FULL PROOF OF LEMMA 1 FROM SECTION 3.1

Proof. For a given local broadcast protocol, let Xx(t) be a random variable indicating whether node
x ∈ V beeps at time t, and let Xx,y(t) be a random variable indicating whether a beep from x was
delivered to y at time t. In terms of this notation, the claim to prove is

E

 ∑
(x,y)∈E′

σ

Xx,y(t)

 ≥ |E′
σ|(1− p)p/4.

By linearity of expectation, we have that

E

 ∑
(x,y)∈E′

σ

Xx,y(t)

 =
∑

(x,y)∈E′
σ

E (Xx,y(t)) . (3)

Let M ⊆ E′
σ be the set M = {(x, y) ∈ E′

σ|
∑

z∈V (t) w(z, y) ≤ 2W}. Then we can re-write
Equation 3 as

E

 ∑
(x,y)∈E′

σ

Xx,y(t)

 =
∑

(x,y)∈M

E (Xx,y(t)) +
∑

(x,y)∈E′
σ\M

E (Xx,y(t))

≥
∑

(x,y)∈M

E (Xx,y(t)) . (4)

On the other hand recall that, for any (x, y) ∈ E, the conditions to deliver a beep from node x to
node y at time t are Xy(t) = 0, w(x, y)Xx(t) ≥ σ, and

∑
z∈V (t):z ̸=x w(z, y)Xz(t) < 1. Then, we

have that

E (Xx,y(t)) = Pr(Xx,y(t) = 1)

= Pr(Xx(t) = 1) · Pr(Xy(t) = 0) · Pr(Xx,y(t) = 1|Xx(t) = 1 ∧Xy(t) = 0)

= p(1− p)Pr(Xx,y(t) = 1|Xx(t) = 1 ∧Xy(t) = 0).

Replacing the latter in Equation 4, we have that

E

 ∑
(x,y)∈E′

σ

Xx,y(t)

 ≥ p(1− p)
∑

(x,y)∈M

Pr(Xx,y(t) = 1|Xx(t) = 1 ∧Xy(t) = 0)

= p(1− p)
∑

(x,y)∈M

(1− Pr(Xx,y(t) = 0|Xx(t) = 1 ∧Xy(t) = 0)) . (5)
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From the conditions to deliver a beep we have that, for any (x, y) ∈M , it is

Pr (Xx,y(t) = 0|Xx(t) = 1 ∧Xy(t) = 0) = Pr

 ∑
z∈V (t):z ̸=x

w(z, y)Xz(t) ≥ 1

 .

And by Markov inequality 8,

Pr (Xx,y(t) = 0|Xx(t) = 1 ∧Xy(t) = 0) ≤ E

 ∑
z∈V (t):z ̸=x

w(z, y)Xz(t)


=

∑
z∈V (t):z ̸=x

w(z, y)p ≤ p
∑

z∈V (t)

w(z, y).

Replacing in the latter that
∑

z∈V (t) w(z, y) ≤ 2W (by definition of M ) and that p ≤ 1/(4W ) (by
the condition of the lemma), it is

Pr (Xx,y(t) = 0|Xx(t) = 1 ∧Xy(t) = 0) ≤ 1/2.

Replacing the latter in Equation 5, we have that

E

 ∑
(x,y)∈E′

σ

Xx,y(t)

 ≥ |M |p(1− p)/2. (6)

Finally, we lower bound |M | as follows. Recall that

W = max
E′⊆Eσ

1

|E′|
∑

(x,y)∈E′

∑
z∈V (t)

w(z, y),

and that
M = {(x, y) ∈ E′

σ|
∑

z∈V (t)

w(z, y) ≤ 2W}.

Then, by Pigeonhole principle, it is |M | ≥ |E′
σ|/2. Replacing in Equation 6, the claim of the lemma

follows.

C DETAILS ON EXTENSIONS OF THE MAIN ALGORITHM, FROM SECTION 3.3

Arbitrary (unknown) W and only polynomial upper bound on n. First, observe that in the
algorithm we only need a polynomial upper bound on n, as n occurs under logarithm in the formula
on MaxAveInf in Theorem 2.

The impact of an estimation of the actual parameter W could be, hypothetically, more significant, as
the number of learning rounds depends linearly on W (see Thm. 2 and later Thm. 3). Our algorithm
could be transformed into one without the need of knowing W in advance, by using doubling esti-
mates of W (i.e., we keep running our algorithm for parameters W being subsequent powers of 2)
until no delivery. The main property that makes it feasible is described in Lemma 3 – receiving
agents can recognize whether the current communication attempt comes from one agent (which is
desired) or more than one (in which case, the received sequence of beeps can be ignored, hence –
no delivery). Additionally, acknowledgments of successful transmissions have to be implemented:
by repeating the same algorithm, but this time with messages being acknowledgments of previously
received messages. Note that this method increases the number of steps only by a constant factor.

For the sake of our experiments in Appendix E, we designed a stochastic estimation of W , which
is quite accurate on the tested inputs, without significant affectance on algorithm performance.

8Notice that Markov inequality does not require independence of the random variables (see Theorem 3.1
in Mitzenmacher & Upfal (2005)).
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De-synchronized systems. Due to a relatively simple structure and various checking mechanisms
in our algorithm, it can be extended to de-synchronized settings (with clock shifts) by using the
known synchronizing methods for beeping networks, see e.g., the recent work De Marco & Kowalski
(2025). These methods require only a constant overhead, and transform algorithms with structures
similar to ours (i.e., main loop iterating a preamble code and message) from fully synchronized into
de-synchronized solutions.

Additional comments on asynchrony. There are natural multiagent environments where the en-
tities have an initial phase of synchronization followed by synchronous interactions. For instance,
bacteria communicate with each other through a process called quorum sensing, using chemical sig-
nals to coordinate group behaviors. This communication allows them to sense population density
and synchronize activities like biofilm formation, virulence, and bioluminescence.

We also note that full asynchrony (i.e., when a single beep cycle of one agent could correspond to
several beeps of other agent(s)) is a challenging question, left to future work, because even at starting
point it requires defining the feedback based not just on the current set of transmitters, but actually
on transmitting sequences (of potentially different lengths) of many simultaneously active agents.
From a practical perspective, since we account for every single communication bit in the beeping
model, clock drifts and asynchrony would imply that entities try to communicate using different
frequencies, which does not typically happen in natural or applied systems, and if it happens, it
typically implies no successful communication means.

More precisely, our model is a low-level information-theoretical model. Unlike a vast majority
approaches, e.g., federated or distributed learning, which operate at high layers of the protocol stack
(and thus have to deal with asynchrony), our approach models low-layer algorithms. By analogy to
communication protocols’ stack, our algorithmic approach combines coding (physical layer) with
overcoming negative influence (link layer), and our goal was to characterize efficiency of learning
at such low (information) level. While clock shifts are natural phenomena for low-level protocols,
asynchrony (as understood in classic distributed computing/learning) is not. The reason is that
asynchrony at low level would mean in fact different frequency, which in case of both artificial
wireless networks and biological networks is typically considered non-compatible. For instance,
while codes could be applied to higher-level asynchronous algorithms in distributed computing,
the codes themselves are typically designed and analyzed as synchronous objects (i.e., with fixed
position indexing by subsequent integers).

Dynamic weights and noise. In our model, physical conditions, such as noise, are embedded
in link weights. The question of fluctuating physical conditions then boils down to how dynamic
weights impact the complexity of NL. Under arbitrary dynamicity, NL is not computable in a MAS
such as a WBN: if neighborhoods may change in every round, the computation must have taken at
most one round. This observation yields that NL could be defined for restricted dynamic settings,
for instance, if weights change only every so many rounds, or changes are driven by a stochastic
process with bounded deviation. Our algorithms can be applied to such settings as well, as long as
weights are locally static (or nearly static, in the sense that at any time point, their MaxAveInf does
not exceed a given upper bound) during the execution of the algorithm. This is because Lemma 1
still holds for any single round of such dynamic model, while the way it is used in the final proofs
of Theorem 1 and Theorem 2 is independent on specific values of weights but depends only the
upper bound on MaxAveInf. More dynamic scenarios, e.g., when MaxAveInf of current weights
may oscillate, are left as a challenging open problem. Note that our lower bound (for static weights)
automatically extends to dynamic scenarios, and thus gives a point of reference to the future study
of more dynamic scenarios.

D FULL PROOF OF LEMMA 4 FROM SECTION 4

Proof. To prove the claim we split the set of links E into distant and close with respect to listener
ℓ′. For the set Eclose of close links, we upper bound the influence of their beepers on ℓ′ simply
by |Eclose| (since each link has influence at most 1), and we bound |Eclose| by a constant using a
geometric argument and the fact that a beep is delivered through every link in Eclose. For the set
Edist of distant links, we bound the influence of their beepers on ℓ′, by their influence on a listener
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at shortest distance from ℓ′. We bound the latter by a constant using a geometric argument and the
fact that a beep is delivered through every link in E . The details follow.

Let 2r be the shortest distance from any listener in E to listener ℓ′. Let Eclose = {(b, ℓ) ∈
E|d(b, ℓ′) ≤ r}, that is the set of links (b, ℓ) ∈ E whose beeper b is within distance r from lis-
tener ℓ′.

We bound first the influence of close beepers on ℓ′ as∑
(b,ℓ)∈ Eclose

w(b, ℓ′) =
∑

(b,ℓ)∈ Eclose

dmin

d(b, ℓ′)
≤ |Eclose| . (7)

We now bound |Eclose| as follows. Fix a link (b′′, ℓ′′) ∈ Eclose. The aggregated influence of the
other links in Eclose on listener ℓ′′ is∑

(b,ℓ)∈ Eclose\{(b′′,ℓ′′)}

w(b, ℓ′′) =
∑

(b,ℓ)∈ Eclose\{(b′′,ℓ′′)}

dmin

d(b, ℓ′′)
. (8)

The equality in the latter is due to the graph being complete bipartite. The boundary case of the
following geometric argument is illustrated in Figure 3a.

(a) Distance bound d(b, ℓ′′) ≤ 3d(b′′, ℓ′′), for
some link (b′′, ℓ′′) ∈ Eclose, which yields∑

(b,ℓ)∈Eclose
w(b, ℓ′) < 4 using that a beep is de-

livered through link (b′′, ℓ′′).

(b) Distance bound d(b, ℓ′′) ≤ 3d(b, ℓ′), for some
link (b′′, ℓ′′) ∈ E whose listener is at shortest dis-
tance 2r of ℓ′, which yields

∑
(b,ℓ)∈ Edist

w(b, ℓ′) <

6 using that a beep is delivered through link (b′′, ℓ′′).

Figure 3: Illustration of distance bounds.

Given that b′′ is within distance at most r of ℓ′ (because (b′′, ℓ′′) ∈ Eclose), and ℓ′′ is within distance
at least 2r from ℓ′ (because 2r is the shortest distance from any listener in E to ℓ′), the length of
(b′′, ℓ′′) is at least r (i.e. r ≤ d(b′′, ℓ′′)). Also, given that b and b′′ are both within distance r of
ℓ′ (because (b, ℓ) ∈ Eclose and (b′′, ℓ′′) ∈ Eclose), we have that b is within distance 2r of b′′ (i.e.
d(b, b′′) ≤ 2r). Combining and using the triangle inequality, we have that

d(b, ℓ′′) ≤ d(b, b′′) + d(b′′, ℓ′′) ≤ 2r + d(b′′, ℓ′′) ≤ 3d(b′′, ℓ′′) .

Replacing in Equation 8,∑
(b,ℓ)∈ Eclose\{(b′′,ℓ′′)}

w(b, ℓ′′) ≥ |Eclose| − 1

3

dmin

d(b′′, ℓ′′)
=
|Eclose| − 1

3
w(b′′, ℓ′′) . (9)

On the other hand, given that a beep is delivered through each link in E , in particular a beep is
delivered through link (b′′, ℓ′′). Therefore, using the conditions for successful delivery we know
that ∑

(b,ℓ)∈ Eclose\{(b′′,ℓ′′)}

w(b, ℓ′′) < w(b′′, ℓ′′) .
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Replacing the latter in Equation 9, it is (|Eclose| − 1)w(b′′, ℓ′′)/3 < w(b′′, ℓ′′), that is, |Eclose| < 4.
Replacing in Equation 7, we get ∑

(b,ℓ)∈ Eclose

w(b, ℓ′) < 4. (10)

We now bound the influence of beepers in Edist = E \ Eclose on listener ℓ′. We have that∑
(b,ℓ)∈ Edist

w(b, ℓ′) =
∑

(b,ℓ)∈ Edist

dmin

d(b, ℓ′)
. (11)

The equality in the latter is due to the graph being complete bipartite. The boundary case of the
following geometric argument is illustrated in Figure 3b.

Let (b′′, ℓ′′) ∈ E be a link such that ℓ′′ is a listener at shortest distance 2r from listener ℓ′. By
triangle inequality, for any (b, ℓ) ∈ Edist, it is d(b, ℓ′′) ≤ d(b, ℓ′) + d(ℓ′, ℓ′′) = d(b, ℓ′) + 2r.
Given that, for any (b, ℓ) ∈ Edist, it is r ≤ d(b, ℓ′), we have that d(b, ℓ′′) ≤ 3d(b, ℓ′). Replacing
d(b, ℓ′) ≥ d(b, ℓ′′)/3 in Equation 11, we get∑

(b,ℓ)∈ Edist

w(b, ℓ′) ≤
∑

(b,ℓ)∈ Edist

3dmin

d(b, ℓ′′)
= 3

∑
(b,ℓ)∈ Edist

w(b, ℓ′′)

≤ 3

w(b′′, ℓ′′) +
∑

(b,ℓ)∈ Edist\{(b′′,ℓ′′)}

w(b, ℓ′′)

 .

Given that a beep is delivered through each link in E , in particular it is delivered through
(b′′, ℓ′′). Hence, by the condition to have a beep delivered through the link (b′′, ℓ′′), it is∑

(b,ℓ)∈ Edist\{(b′′,ℓ′′)} w(b, ℓ
′′) < 1. On the other hand, it is w(b′′, ℓ′′) ≤ 1 because for the in-

put topology used in this proof all w(·, ·) are at most 1. Replacing in the latter we get∑
(b,ℓ)∈ Edist

w(b, ℓ′) < 6 . (12)

Combining the bounds in Eqs. 10 and 12 the claim follows.

E EXPERIMENTAL EVALUATION

To evaluate experimentally the performance of our algorithm we have considered real-world social
networks (extracted from nature) on top of which nano-devices could be deployed, and to comple-
ment those we also considered ad-hoc infrastructures, which could be deployed for instance for 3D
scanning and learning simultaneously.

All input datasets used in our simulations are either publicly available in Rossi & Ahmed (2015), or
in our anonymous private repository in https://anonymous.4open.science/r/OBLB-A8F8/, where we
also include all code and output files. The latter repository will be de-anonymized upon publication
of this work.

For natural environments, we studied performance for four datasets: a population of birds Firth &
Sheldon (2015), a colony of ants Mersch et al. (2013), a population of dolphins Gazda et al. (2015),
and a mouse gene regulatory network derived from analyzing gene expression profiles Bansal et al.
(2007). For the latter we extracted various subgraphs (as detailed in Table 1) to process the original
dataset (|E| ≈ 14.5M ). These inputs are representative of different network sizes (in nodes and
links) and weights.

Link weights in those datasets correspond to the probability or frequency of interaction for each pair
of individuals. Conceptually, these weights match our definition of influence, because an individual
a that meets more frequently another individual b “influences” more the behavior of b. In the rest of
the section we use influence and weight indistinctively.

These natural datasets observe an exponential distribution of weights, biased towards small proba-
bilities/frequencies (as in many natural interactions). Given that the threshold for influential links

17

https://anonymous.4open.science/r/OBLB-A8F8/


918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2026

is σ ≥ 1, and that the distributions are biased towards small values, we normalized all weights to a
range [0, 10].

The real-world datasets were downloaded from the public repository in Rossi & Ahmed (2015) at

• Birds: https://networkrepository.com/aves-wildbird-network.php

• Ants: https://networkrepository.com/insecta-ant-colony6-day04.php

• Dolphins: https://networkrepository.com/mammalia-dolphin-florida-forage.php.

• Genes: https://networkrepository.com/bio-mouse-gene.php.

dataset |V | |E| original weights normalized
to range

birds: Firth & Sheldon (2015) 202 11900 half-weight index in [0, 1] [0, 10]
ants: Mersch et al. (2013) 164 10300 interaction count in [1, 97] [0, 10]
dolphins: Gazda et al. (2015) 190 1100 interaction count in [1, 7] [0, 10]
genes: Bansal et al. (2007) 1000 90881 probabilistic interaction [0, 10]

2000 258909
3000 432239
4000 563033
5000 675129

synthetic scale-free network 1000 3994 exp. dist. in [0, 1] [0, 10]
2000 7994
3000 11994
4000 15994
5000 19994

synthetic 3D grid 216 1078 exp. dist. in [0, 1]
[0, 2i],

i = [0, 7]

Table 1: Networks evaluated. Half-weight index = probability that two individuals are observed
together given that one has been seen. Interaction count = number of times in spatial proximity
within the time span of data collection.

dataset σ wlimit

birds: Firth & Sheldon (2015) 5, 4.8, 4.6, . . . , 1 5, 6, . . . , 10
ants: Mersch et al. (2013) 3, 2.8, 2.6, . . . , 1 4, 5, . . . , 10
dolphins: Gazda et al. (2015) 5, 4.8, 4.6, . . . , 1 6, 7, . . . , 10
genes: Bansal et al. (2007) 5, 4, . . . , 1 10
synthetic scale-free network 1.5, 1.3, 1.1 10
synthetic 3D grid 1.5, 1.3, 1.1 none

Table 2: Simulation parameters.

To complement our real-world scenarios, we also evaluated two ad-hoc networks: a scale-
free network and a 3D-topology. To generate the scale-free network we used the preferen-
tial attachment model of Barabási & Albert (1999), obtaining various input graphs with |V | =
1000, 2000, 3000, 4000, 5000 and |E| = 3994, 7994, 11994, 15994, 19994 respectively. For the sec-
ond we created a 3D-grid of 6 × 6 × 6 vertices placing a node in each intersection, which yields
|V | = 216 and |E| = 1078. Weights were defined following an exponential distribution similar
to the nature datasets. Specifically, for in the 3D grid each weight was drawn uniformly at random
a number in (i, i + 0.1] with probability 1/2i, for each i = 0, 0.1, . . . , 0.9; and for the scale-free
network we used a random exponential distribution with rate parameter 5.

The main characteristics of the networks evaluated and the parameter values chosen are listed in
Tables 1 and 2 respectively.
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E.1 HOW TO COMPUTE W

For the datasets evaluated, MaxAveInf W is unknown. Computing W exactly would be prohibitively
time consuming because it requires to maximize some average over all subsets of influential links.
Our algorithm can be extended to handle the issue implementing an exponential search of W (dou-
bling estimates), as explained in Appendix C. Nevertheless, to focus on the algorithmic dependency
on W and Eσ , we developed experimentally an estimation method, which is an interesting prob-
lem on its own. Namely, for each input dataset, we estimated W randomly sampling the set of
influential links in size and content. To improve accuracy, we repeated this estimate 200 times,
keeping the largest W obtained. An appropriate number of times to repeat the calculation, so that
the chosen value (200) yields an accurate estimation, was experimentally determined trying increas-
ing numbers until convergence is reached. As seen in Figure 4 for some of our inputs, the estimate
converges rapidly even with a much smaller number of repetitions 9.

Figure 4: MaxAveInf estimate versus number of repetitions of the estimation for all datasets studied.

Another challenge is how to obtain various inputs with different W values (based on the same
dataset) so that we can evaluate the dependency of time on W . For the genes dataset, we addressed
this challenge using decreasing values of σ from an initial larger value (σlimit ≤ 10) down to 1.
A changing σ results in a changing |Eσ| (the number of influential links), which possibly yields a
changing W (see the definition of W in Section 2.4). For the birds, ants, and dolphins datasets, we
additionally used subsets of links of the input graph, adding only the links with weight up to some
limit wlimit, from some wlimit ≥ σlimit up to the maximum weight 10. The latter handles the case
where the distribution of weights is such that the end points of links with large weight have also large
weighted degree (e.g. ants dataset). Then, starting with a large σlimit (hence, small |Eσ|) would not
change significantly W , even for larger |Eσ|. For the synthetic datasets (i.e., 3D-grid and scale-free
networks) on the other hand, we induced the increasing values of W adding a multiplicative factor of
1, 2, 4, . . . , f to the weights, where f = 128 for the 3D grid and f = 8 for the scale-free networks,
for σ = 1.5, 1.3, and 1.1. All those ranges were determined experimentally to attain enough variety
of values of W .

For the values of W obtained, we evaluated the performance of our One-beep Local Broadcast
(OBLB) algorithm as defined in Section 3. Evaluating OBLB is enough for the purpose of eval-
uating the dependency of our Neighborhood Learning algorithm on W , because the overhead of
Neighborhood Learning with respect to OBLB is only logarithmic on n (for messages of logarith-
mic size).

E.2 BASELINE ALGORITHMS

To the best of our knowledge, there is no other One-beep Local Broadcast (or Neighborhood Learn-
ing) algorithm that runs in the beeping model. Thus, for experimental comparison with other so-
lutions, we considered an algorithm in which nodes start execution with random delays in [n], and
then beep with a period equal to their own ID, which we call the Periodic algorithm. We tested both
algorithms on the same inputs and parameter combinations. The results are shown in Figures 5, 6,
and 7.

9Notice that our goal in this work is not to provide a provable, and/or decentralized, estimator for the
MaxAveInf - which is an interesting open question on its own.
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One may ask why not using a simple round-robin schedule which would solve the problem in time n.
The shortcoming of such approach of course is that for a massive network the running time would be
very slow, which is intuitively unnecessary for a local computation problem such as Neighborhood
Learning. Moreover, a round-robin algorithm would require the nodes to know the global time and
n. Nevertheless, the question that follows is how OBLB’s running time scales with n in practice. To
answer that question we evaluated OBLB experimentally on a synthetic 3D-grid as defined above but
with growing sides 6, 7, . . . , 15, thus n = 63, 73, . . . , 153. Weights were defined with an exponential
distribution on [0, 10] biased to small values as before. To maintain W and |Eσ| “stable” under a
growing n we set σ = 1 initially, increasing it by 0.5 each time that we increased n. The result was
that during the whole simulation W and |Eσ| oscillated but stayed within the ranges [10, 22] and
[402, 692] respectively, with n growing monotonically from 216 to 3375. The results are shown in
Figure 8.

To measure running time we counted rounds of communication until a beep was delivered in all
influential links. All executions were repeated 20 times for each parameter combination. The seed
for all random samples was 31277847.

E.3 DISCUSSION OF RESULTS

The results of our experiments show that performance of our OBLB in practice is similar or better
than the theoretical bound, whereas the Periodic algorithm is worse than the same bound. We also
show that OBLB running time is independent of n. We have illustrated our results in box-and-
whisker charts to show the statistical behavior 10 (recall that each execution was repeated 20 times).
Notice that, in comparison with network size, our datasets comprise a variety of W values, from
comparable with |V | (ants) to very small (all others for original weights).

The charts for the birds dataset in Figure 5a show on the left that, as W grows, the performance
of OBLB gets much better than 4W log |Eσ| (with the upper quartile of the former smaller than
the lower quartile of the latter), whereas on the right we can see that the Periodic algorithm per-
forms similar or worse than the same function. Similar observations apply to the dolphins dataset
in Figure 5b, where in fact the difference in favor of OBLB is larger. For the ants and mouse genes
datasets, we can see in Figures 6a and 6b respectively much better performance of OBLB (left)
than the theoretical 4W log |Eσ| time, whereas the Periodic algorithm (right) took more than 30000
rounds for most parameter combinations.

The performance on synthesized topologies, scale-free networks and 3D grids, can be seen in Fig-
ure 7, where the same observations apply: the running time of OBLB is almost always below
4W log |Eσ| (with a larger difference as W grows), while the running time of the Periodic algo-
rithm is above (many times above 30000 rounds, when we stopped the simulation).

For the evaluation of the dependency of OBLB on n, we can see in Figure 8 that indeed it is in-
dependent (as the theoretical analysis showed). That is, for n growing monotonically from 216 to
3375 the average running time of OBLB oscillated within a range of [330, 580]. That oscillation is
due to the oscillation of W and |Eσ|, which can be seen in the plot of the theoretical 4W log |Eσ|
included for comparison in the same chart.

E.4 REPRODUCIBILITY OF EXPERIMENTS

The nature-extracted datasets are publicly available in the repositories cited above.
All synthesized datasets are included in an anonymous private repository at
https://anonymous.4open.science/r/OBLB-A8F8/ and will be made publicly available upon
publication of the paper.

The simulators of OBLB and Periodic algorithms were coded in Java language, compiled in the
Java SE Runtime Environment (build 1.8.0 121-b13), and executed in a Java HotSpot 64-Bit Server
VM (build 25.121-b13, mixed mode). All code is included in an anonymous private repository at
https://anonymous.4open.science/r/OBLB-A8F8/ and will be made publicly available upon publica-
tion of the paper.

10Although it is not random, the theoretical bound of 4W log |Eσ| sometimes varies for fixed W when |Eσ|
changes.
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(a) Birds population dataset.

(b) Dolphins population dataset.

Figure 5: Experimental results on nature-extracted datasets in comparison with OBLB theoretical
running time of 4W log |Eσ|. Left: OBLB Algorithm, right: Periodic algorithm. Statistical behavior
over 20 executions for each parameter combination. All executions capped at 30000 rounds. That
is, datapoints shown at 30000 rounds in fact indicate a running time of ≥ 30000 rounds.
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(a) Ant colony dataset.

(b) Mouse genes dataset (|V | = 1000, |E| = 90881 shown, larger graphs produced similar results.).

Figure 6: Experimental results on nature-extracted datasets in comparison with OBLB theoretical
running time of 4W log |Eσ|. Left: OBLB Algorithm, right: Periodic algorithm. Statistical behavior
over 20 executions for each parameter combination. All executions capped at 30000 rounds. That
is, datapoints shown at 30000 rounds in fact indicate a running time of ≥ 30000 rounds.
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(a) 3D grid dataset.

(b) Scale-free network dataset (|V | = 1000, |E| = 3994 shown, larger graphs produced similar results.).

Figure 7: Experimental results on synthetic topologies in comparison with OBLB theoretical run-
ning time of 4W log |Eσ|. Left: OBLB Algorithm, right: Periodic algorithm. Statistical behavior
over 20 executions for each parameter combination. All executions capped at 30000 rounds. That
is, datapoints shown at 30000 rounds in fact indicate a running time of ≥ 30000 rounds.

Figure 8: Experimental results on a synthetic 3D-grid topology showing that OBLB running time is
independent of n. The OBLB theoretical running time of 4W log |Eσ| is included to observe that
the oscillation of OBLB running time is due to the oscillation of W and |Eσ|. Statistical behavior
over 20 executions for each parameter combination.
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