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a b s t r a c t

Predicting the popularity of web content is widely regarded as an important but challenging task.
Online news articles are typical examples of this. In particular, owing to their time-sensitive nature, it is
preferable to predict the popularity of news articles before their publication. To achieve this, this study
proposes a named entity topic model (NETM) to extract the textual factors that can drive popularity
growth. Here, each named entity is assumed to have a popularity-gain distribution over all semantic
topics. The popularity of a news article is considered as the accumulation of popularity gains generated
by its named entities (NEs) over all the topics. By learning the popularity-gain matrix for each named
entity, the popularity of any news article can be predicted. Experiments on two collections of news
articles demonstrate that the proposed NETM can outperform existing models in terms of accuracy.
Additionally, the popularity-gain matrix learned by the NETM can be used to effectively explain the
popularity of specific news articles.

© 2020 Elsevier B.V. All rights reserved.
1. Introduction

The popularity of web content is of notable importance in
ommercial contexts [1–6]. For example, forecasting and moni-
oring the view count of streaming videos can help to improve
argeted advertising strategies [7]. Similarly, investigating tweet
ropagation can help to facilitate political campaigns by im-
roving the quality of promotional copywriting and alternative
ropaganda strategies [4]. Therefore, web content popularity pre-
iction has received significant attention in both research and
ndustrial fields.

Web content is characterized by its rapid rate of propaga-
ion. Therefore, its popularity must be predicted within a short
eriod after the content is released to the public. To this end,
arly popularity growth trends, such as those in view counts and
ropagation on social networks, are taken as strong indicators
or future popularity gain [2,6,8,9]. Online news articles are some
f the most time-sensitive forms of web content. Therefore, it
s preferable to forecast the popularity of these articles before
ublication. In such a situation, the dynamics of early popularity
rowths are unavailable, putting the prediction task in a ‘‘cold
tart" state.
Predicting the popularity of web content in a cold-start condi-

ion is a challenging task [10,11]. When early popularity growth

∗ Correspondence to: Center for Applied Statistics, School of Statistics, Renmin
niversity of China, China.

E-mail address: feifei.wang@ruc.edu.cn (F. Wang).
ttps://doi.org/10.1016/j.knosys.2020.106430
950-7051/© 2020 Elsevier B.V. All rights reserved.
data are unavailable, it is essential to explore content features
that can drive or indicate popularity growth. For example, Ban-
dari et al. extracted various content-based features (including
language subjectivity, named entity (NE) prominence, and source
authority) to classify news articles into different preset popu-
larity classes [2]. Arapakis et al. found that articles with more
than one NE are more likely to become popular than those with
no NEs [10]. They extracted NEs from news articles, tracked
their popularities on Twitter, Wikipedia, and various web search
engines, and then used them as indicators for popularity predic-
tion [10].

Over the past few decades, topic models have achieved great
success in obtaining the semantic meanings underlying the text
documents. Therefore, the use of topic models for web content
popularity prediction has received increasing attention in re-
cent years [12–14]. One notable work is that by Dou et al. who
proposed the linkage of online items with existing knowledge-
based entities and leveraged embedded entity relationships as
indicators to improve popularity prediction [15]. Additionally,
Abbar et al. utilized topic popularity prediction to improve news
article popularity prediction [16].

Although research has found that NEs and semantic topics
influence the popularity of web content, the interactions between
these two factors are yet to be thoroughly explored. However,
such interactions can often be observed. Consider the following
three examples of headlines of news articles published in the
NetEase News, which is one of the most popular Chinese news

publishing platforms:

https://doi.org/10.1016/j.knosys.2020.106430
http://www.elsevier.com/locate/knosys
http://www.elsevier.com/locate/knosys
http://crossmark.crossref.org/dialog/?doi=10.1016/j.knosys.2020.106430&domain=pdf
mailto:feifei.wang@ruc.edu.cn
https://doi.org/10.1016/j.knosys.2020.106430
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− The food is great! Miranda Kerr was going out with a pregnant
belly and rounder body. – 356 views.1

− Taylor Swift is getting fat again? Pink dancing shorts with hot
thighs thicker than a circle – 613 views.2

− Taylor Swift donates to fans facing financial difficulties – 84
views.3

The first two news articles both discussed the topic of weight
gain, but related to different celebrities, i.e., the supermodel Mi-
randa Kerr and the famous singer Taylor Swift, and thus triggered
significantly different views. The second and third news articles
were both related to Taylor Swift but discussed different topics,
each drawing different levels of attention. From these two com-
parisons, it can be seen that a topic associated with different NEs,
or the association of an NE with different topics, may influence
web popularity differently. Therefore, it can be inferred that ex-
ploring the relationship between NEs and semantic topics would
provide a novel perspective of factors affecting popularity gain.

Under this assumption, this study proposes a novel NE topic
model (NETM) to learn popularity-related factors from news ar-
ticles. Specifically, for each NE, there exists a popularity-gain
distribution over all the topics. For each topic, there exists a word
distribution over the entire vocabulary in the corpus. The popu-
larity of a specific article is assumed to be positively correlated
with the accumulation of popularity gain of its NEs over its topics.
Essentially, when the interaction of named entities and topics
in a news article has a higher popularity gain, the popularity of
the article is inclined to increase. Therefore, the key principle
of NETM is to learn the ‘‘NE topic" popularity-gain matrix. Once
this matrix is obtained, the popularity of any given news article,
including those in conceptual stages, can be forecasted.

The remainder of this paper is organized as follows. Section 2
reviews existing works related to popularity prediction. Section 3
introduces the proposed NETM and its inferences. Section 4 pro-
vides two real news article datasets. The experimental settings
in this study are also presented. Section 5 illustrates the NE
topic popularity-gain matrix. Section 6 presents the experimental
results in detail. Section 7 discusses the model efficiency. Finally,
the relevant conclusions are discussed in Section 8.

2. Related work

2.1. Pre-publication popularity prediction

Pre-publication popularity prediction for news articles has al-
ready received significant attention from researchers. Early works
by Tsagkias et al. [8] considered this problem to be a two-step
classification task. They first classified articles based on the pres-
ence or absence of comments and then defined the specific pop-
ularity values according to the number of received comments.
For popularity prediction, they extracted a set of surface, cu-
mulative, textual, semantic, and real-world features from the
textual content. These proved to be strong performers. Bandari
et al. [2] further considered four characteristics of the articles:
news source, news category, language subjectivity, and NEs. They
reported that popularity on social media could be predicted with
84% accuracy using bagging techniques.

With the exception of textual features extracted from news
articles, Arapakis et al. [10] utilized more features from external
sources as popularity indicators. For example, they considered
the popularity of NEs on Twitter, Wikipedia, and web search

1 http://ent.163.com/photoview/00AJ0003/650914.html#p=DDT0A9LT00AJ00
3NOS.
2 https://dy.163.com/article/EN9IP5QM05444NSH.html.
3 https://3g.163.com/3g/article_cambrian/F8L999SM05129QAF.html.
2

engines as external features. Fernandes et al. [17] proposed a
proactive intelligent decision support system (IDSS) to achieve
pre-publication prediction. Their work extended previous studies
by implementing groups of linguistic features while simplifying
the popularity prediction task as a binary classification problem.
This system achieved 73% popularity prediction accuracy on a
Mashable news dataset using a random forest algorithm with a
rolling-window strategy. Uddin et al. [11] regarded user shares
as a news popularity index. Based on a public dataset of news
articles, they found that features extracted from article keywords,
publication dates, and the data channel significantly influence
popularity prediction. Further, they achieved a 1.8% improvement
over the IDSS proposed by Fernandes et al. [17].

2.2. Popularity prediction with NEs and semantic topics

Features extracted from NEs and topics in news articles are
broadly used as powerful indicators for popularity prediction.
Gelli et al. [18] used visual sentiment features together with con-
textual features to predict the popularity scores of social images.
The contextual features in their work included domain features
and type features of top-ranked topics in the free base, obtained
by corresponding image tags, and occurrences of seven-class NEs
extracted from image descriptions. The proposed method showed
that contextual features together with sentiment features and
user features could achieve good prediction performance. Ke-
neshloo et al. [5] considered the prediction problem in terms of
linear regression. They extracted metadata, contextual, temporal,
and social features, and built models to forecast the page view
count of news in The Washington Post.

Among the contextual features, the number of NEs in news
articles was used as an indicator to explore the extent to which
an article discussed a subject. This proved to be helpful to the pre-
diction performance. Piotrkowicz et al. [19] engineered two types
of features from news headlines: (1) journalism-inspired news
values, including entity prominence, sentiment, magnitude, prox-
imity, surprise, and uniqueness, and (2) linguistic style, including
brevity, simplicity, unambiguity, punctuation, nouns, verbs and
adverbs. Based on these features, they applied support vector
regression (SVR) with the radial basis function kernel to predict
the popularity of news articles on Twitter and Facebook. The pro-
posed method significantly outperformed several baselines, and
the corresponding features were shown to impact the prediction
performance. Dou et al. [15] linked online entities with existing
knowledge-based entities, and proposed a novel prediction model
based on long short-term memory (LSTM) networks. By adap-
tively incorporating knowledge-based embedding of the target
entity, as well as the popularity dynamics from items with similar
entity information, the LSTM achieved good performance in terms
of web content popularity prediction. Abbar et al. [16] found that
the popularity of a topic depends on that of related topics, while
the popularity of an article depends on that of similar, recently
published articles. Based on these findings, they extended their
approach and used topic popularity prediction to improve news
article popularity prediction.

2.3. Joint modeling of topics and other popularity factors

Authorships, co-authorships, textual sentiment, and web con-
tent popularity are inherently related to each other. Thus, they
can be modeled together. For example, Liu et al. [20] developed
a Bayesian hierarchical approach to perform topic modeling and
author community discovery in one unified framework. They
found a set of high-level topics covered by the documents in the
collection. Li et al. [21] proposed the tag resource latent Dirich-

let allocation (TTR-LDA) community model, which combines the
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Fig. 1. Generative process of NETM. Yd , Id , wdn are observed data, and Mmax is
pre-defined value.

TR-LDA model [22] and the Girvan–Newman community de-
ection algorithm [23]. TTR-LDA is a three-layer Bayesian model,
ncluding the taggers layer, resource layer, and latent topics layer.
t is effective for understanding communities in tag prediction.
an et al. [24] proposed an entity-topic generative model for
ntity linking. By uniformly modeling context compatibility, topic
oherence, and their correlations, the model can accurately link
ll mentions in a document using both local information and
lobal knowledge. Lin et al. [25] proposed a sentiment-topic
odel, a supervised joint model of sentiments and topics. This
odel assumes there exists a document-specific sentiment distri-
ution. It is useful for classifying documents and obtaining more
oherent and informative topics.

. NETM

This study proposes an NETM to learn the factors affecting the
opularity of published news articles. By jointly modeling NEs
nd topics extracted from the article content, the NETM can pre-
ict pre-publication popularity. Specifically, the model assumes
hat the popularity of a given article is positively correlated with
he accumulation of popularities achieved by every NE it contains.
or each NE, there exists a popularity-gain distribution over all
he topics, and the popularity gained is derived from the inner
roduct of the popularity-gain distribution and topic distribution.
ntuitively, it can be understood that when NEs achieve higher
opularity gain over major topics of a news article, the article
ends to gain higher popularity.

.1. Model description

The NETM builds upon the principles of topic modeling tech-
iques; it also introduces NEs to more effectively capture the
opularity of general articles. Assume there are K topics under-
ying D documents. Each document d has a distribution θd =

θd1, θd2, . . . , θdK } over K topics. Each topic k has a distribution
k = {φk1, φk2, . . . , φkV } over V words, which is the number of all

distinct words appearing in the corpus. Assume there are P NEs
in the entire corpus, and each NE p has an ‘‘NE topic" distribution
ϕp = {ϕp1, ϕp2, . . . , ϕpk} over K topics. For each document d, a
-dimensional binary vector Id = {Id1, Id2, . . . , IdP } is used to indi-
ate the presence of the pth NE. Meanwhile, a popularity variable
d is used to represent the accumulated topic popularity for d.
ere, Yd is assumed to be a count variable. For example, in the
etEase and Tencent datasets used in Section 4, the popularity
ndicators are the number of views and the number of viewer
omments.
Based on the above assumptions, Fig. 1 presents the generative
rocess of the popularity of the document d.

3

1. For each topic k, generate word probabilities φk ∼ Dir(β)
over a dictionary space of size V .

2. For each NE p, generate NE topic probabilities ϕp ∼ Dir(γ )
over all the K topics.

3. For each document d, d ∈ {1, 2, . . . ,D}:

(a) Generate topic distribution θd from a homogeneous
Dirichlet distribution with hyper-parameter α, i.e.,
θd ∼ Dir(α).

(b) For the nth word in the document, n ∈ {1, 2, . . . ,Nd}

i. Choose a topic zdn with probabilities given by
θd, i.e., zdn ∼ Multi(θd).

ii. From the dictionary, choose a word wdn with
probabilities given by φzdn , i.e., wdn ∼ Multi
(φzdn ).

(c) The popularity gain λd is given by

λd =

K∑
k=1

P∑
p=1

θdkIdpϕpk.

(d) Finally, the observed popularity of document d is
generated from the Poisson distribution:

Yd = Poisson(λd × Mmax),

where Mmax is the upper limit popularity value,
which must be specified in advance. In practice,Mmax
can be gained and updated from the data.

.2. Model inference

This section introduces the Gibbs sampling algorithm for
ETM. Let Y = (Y1, Y2, . . . , YD)⊤, zd = (zd1, zd2, . . . , zdNd )

⊤,
= {z1, z2, . . . , zD}, Θ = {θ1, θ2, . . . , θD}, Φ = {φ1,φ2, . . . ,φK },

Ψ = {ϕ1,ϕ2, . . . ,ϕK } and I = {I1, I2, . . . , ID}. Let w be the col-
lection of all words. Then, given the hyper-parameters (α, β, γ )
and observed data (Y ,w, I), the full posterior distribution of
NETM can be derived as follows:

f (z,Θ,Φ,Ψ |Y ,w, I, α, β, γ )

∝

{
D∏

d=1

K∏
k=1

θα−1
dk

}{
K∏

k=1

V∏
v=1

φ
β−1
kv

}⎧⎨⎩
P∏

p=1

K∏
k=1

ϕ
γ−1
pk

⎫⎬⎭
×

{
D∏

d=1

f (Yd|λd)f (θd|α)
Nd∏
n=1

f (zdn|θd)f (wdn|zdn,Φ)

}

×

{
K∏

k=1

f (φk|β)

}⎧⎨⎩
P∏

p=1

f (ϕp|γ )

⎫⎬⎭

(1)

where f (Yd = y|λd) = exp(−Mmaxλd)
(Mmaxλd)y

y! , and λd =

K
k=1

∑P
p=1 θdkIdpϕpk.

Given the full posterior distribution in Eq. (1), the full con-
ditional posterior distributions for z , Θ , Φ, and Ψ are easily
obtained. For the nth word in the document d, the full conditional
posterior distribution of zdn is given by

f (zdn = k|·) ∝ θdkφk,wdn (2)

For φk, k ∈ {1, 2, . . . , K }, the full conditional posterior distri-
bution is

f (φk|·) ∝

{
V∏

v=1

φ
β−1
kv

}{
D∏

d=1

Nd∏
n=1

φzdn,wdn

}

∝

V∏
φ

β−1+n(1)kv
kv ,

(3)
v=1
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here n(1)
kv is the number of times a word v is associated with a

opic k in corpus.
For ϕp, p ∈ {1, 2, . . . , P}, the full conditional posterior distri-

ution is

f (ϕp|·) ∝

{
K∏

k=1

ϕ
γ−1
kp

}{
D∏

d=1

f (Yd = y|λd)

}
(4)

For θd, d ∈ {1, 2, . . . ,D}, the full conditional posterior distri-
bution is

f (θd|·) ∝

{
K∏

k=1

(θdk)α−1

}{
f (Yd = y|λd)

Nd∏
n=1

θd,zdn

}

∝ f (Yd = y|λd)

{
K∏

k=1

(θdk)α−1+n(2)dk

}
,

(5)

where n(2)
dk is the number of words associated with the topic k in

the document d.
The full conditional posterior distributions of zdn and φk are

ultinomial and Dirichlet, respectively, and thus, they can be
ampled directly. However, it is difficult to obtain samples from
he full conditional posterior distributions of ϕp and θd. Here,
etropolis–Hastings algorithms are used to handle this issue.
pecifically, a univariate version of this algorithm is used initially;
he proposal distribution for each target variable is a univariate
ormal distribution, which is centered at the current value and
as some variance σ 2. Then, the variance σ 2 is tuned to produce

a Metropolis acceptance rate between 15 and 40%.

4. Data and experimental setup

4.1. Datasets

The effectiveness of NETM was evaluated over two real news
datasets. The first dataset was collected from NetEase News (http:
//news.163.com/), which is one of the most popular Chinese news
publishing platforms (hereinafter referred to as NetEase). It con-
tains 357,921 news articles, published between June 1, 2016
and September 30, 2018. The second dataset was collected from
Tencent News (http://news.qq.com/) (hereinafter referred to as
Tencent). It includes 87,083 news articles, published between
June 1, 2018 and March 1, 2019. To illustrate the popularity of
the news articles, the NetEase dataset includes both the number
of views and the number of viewer comments. In the Tencent
dataset, only the number of viewer comments is available. For
both datasets, the number of views and viewer comments were
collected seven days after the publication of a news article, by
which time the popularity growths of most news articles have
stagnated.

Fig. 2 illustrates the distributions of the number of views and
viewer comments in both datasets. Specifically, the top three sub-
figures present histograms of original values on the logarithm
scale. It is clear that all three histograms are skewed, indicating
the existence of extremely popular news articles. In addition, the
number of views in NetEase has the widest data range, whereas
that in Tencent has the narrowest. In both datasets, there is also
a large proportion of news articles with zero popularity (around
40%), which we refer to as silent news articles. To clearly illus-
rate the distribution of non-zero popularities, the bottom three
ub-figures show histograms of different popularity indicators
mitting zeros. As shown, the NetEase dataset has more silent
ews articles than the Tencent one. In the experiments conducted
n this study, the prediction performance of NETM was evaluated
or datasets with or without zero popularity.

First, the common text-mining practice of removing digits,
unctuation marks, and English words from the news articles
4

Table 1
Basic statistics of NetEase and Tencent datasets.
Dataset NetEase Tencent

# of docs 357,921 87,083

# of words 1,043,094 386,014
Avg words per doc 327.39 288.81

# of NEs 522,137 119,071
Avg NEs per doc 18.32 13.38

was followed. Then, because both datasets are in Chinese, word
segmentation had to be performed to obtain the contexts of the
news articles. This was done using an open-source package Jieba.
ollowing the word segmentation, stopwords and low-frequency
ords were removed. To extract the NEs from the textual matter,
he HIT-SCIR/LTP toolkits [26] were applied. These toolkits can
elp to obtain three types of NEs: people, places, and organi-
ations. Following the data preprocessing, the NetEase dataset
ad 1,043,094 unique Chinese words and 522,137 NEs, while the
encent dataset had 386,014 unique Chinese words and 119,071
Es. A statistical overview of the NetEase and Tencent datasets
re summarized in Table 1.

.2. Experimental setup

Before applying NETM on the news datasets, cluster analysis
as conducted on the collection of NEs. Compared with the num-
er of topics, which is usually at the scale of tens or hundreds,
he number of NEs is often so large that learning the NE topic
robability matrix would result in a severe sparsity problem. To
ddress this issue, the millions of NEs were compressed into
housands of NE clusters, and these clusters were used in place of
he NEs in the NETM. Specifically, the semantic meanings of the
Es were first mapped to word vectors using the Tencent AI Lab
mbedding Corpus [27], which provides 200-dimensional vector
epresentations for over eight million Chinese words and phrases.
hen, the embedded word vectors were clustered into groups us-
ng the K-means algorithm. The number of NE clusters (n_cluster)
as selected using the gap statistics. For example, in the overall
opularity prediction, the resulting optimal numbers of clusters
or NetEase and Tencent were 2250 and 1650, respectively. It may
e noted that, when using NE clusters rather than NEs in the
ETM, the number of parameters in the NETM can be significantly
educed. Furthermore, the problem of learning popularity gain for
ew emerging NEs can be effectively addressed, as they can be
lassified into the existing NE clusters.
Following the cluster analysis, NETM was applied to both

etEase and Tencent. The model performance was compared with
our baseline methods and three state-of-the-art methods. To en-
ure a reasonable comparison, the data utilized by all competitors
ere limited to news article titles and content. Specifically, the

our baseline methods are as follows:

− Support vector machine with NEs (SVM-NE). Only the
NE clusters are used as features in an SVM for popularity
prediction.

− Supervised LDA (S-LDA). In supervised LDA [28], the pop-
ularity of news articles is taken as the dependent vari-
able, while the extracted topics are taken as independent
variables.

− LSTM. The LSTM model is proposed to explore the relation-
ship between web content and popularity. In this model, an
LSTM layer extracts features from embedded news content;
it is then combined with dense layers to enable prediction.

http://news.163.com/
http://news.163.com/
http://news.163.com/
http://news.qq.com/
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Fig. 2. Histograms representing the logarithm of the number of views in NetEase, number of viewer comments in NetEase, and number of viewer comments in
encent, respectively. The top three figures (marked in blue) describe the original values, while the bottom three figures (marked in red) describe the values after
mitting zero. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
− Feature Collection (FC). From previous works, such as [5,
8,10], a range of timing, cumulative, semantic, readabil-
ity, sentiment, and textual features are extracted. Thus, 39
suitable features are obtained for reasonable comparison. A
random forest predictor is then applied to make predictions
using these features.

The state-of-the-art methods include the following:

− Integration of Topic Popularity and Article Popularity
(TPAP) Forecasting. For an article, the TPAP approach ex-
ploits the popularity of its related topics and recent similar
articles to achieve early prediction of its popularity [16]. To
fully utilize its predictive power, its full feature groups, in-
cluding article similarity, topic volume, and predicted topic
volume, were chosen for prediction. It may be noted that
TPAP exploits the time series of popularity for each article,
whereas the popularity indicators in the NetEase and Ten-
cent datasets were collected when the popularity growth
was stagnant. However, because their time serial features
are extracted with topic granularity, the TPAP approaches
can still be applied to these two datasets.

− Headlines Matter (HM). The HM method utilizes a wide
variety of text features extracted from news headlines to
predict the popularities of news articles [19]. The majority
of textual features need to be extracted using special natural
language processing tools, which are primarily designed for
English; therefore, before the downstream feature extrac-
tion process, the Chinese news titles were first translated
into English through the Google Translate service. However,
it should be noted that following the translation, the HM
method would undergo significant information loss and sta-
tistical shifting in the distributions of lexical, syntactical,
semantical, and sentimental feature groups. Additionally, as
most NetEase and Tencent readers originate from Mainland
China, the original geographic proximity feature in HM is
omitted. As a result, 31 out of the 32 headline features were
recovered from HM for popularity prediction.

− Intelligent Decision Support System (IDSS) for Popularity
Prediction. The IDSS method considers a binary popularity
prediction task [17]. It uses a broad set of extracted features
(including keywords, digital media content, and prior popu-
larity of news referenced in the article) to predict whether
5

a specific article will become popular in the future. Because
there are no keywords and internal reference links in the
NetEase and Tencent datasets, 32 out of the 47 original
features can finally be reproduced. Moreover, to make the
IDSS method suitable for the prediction task in this study,
SVR was used instead of SVM for popularity prediction.

For all the methods used for comparison, the original ex-
perimental settings were largely followed. For NETM, all hyper-
parameters (e.g., α, β) were selected via a grid search. For both
the NetEase and Tencent datasets, the news corpus is divided
into two parts, i.e., the training dataset (80%) and the test dataset
(20%). The models were built on the training dataset, following
which their population prediction accuracies were evaluated on
the test dataset. Specifically, let Yd define the true popularity
value of article d, and Ŷd define the corresponding predicted pop-
ularity value. Then, two measures, the root-mean-square error
(RMSE) and the mean absolute percent error (MAPE) were used
to assess the popularity prediction performance, i.e.,

RMSE =

√ 1
D

D∑
d=1

(Yd − Ŷd)2,

MAPE =
1
D

D∑
d=1

|Yd − Ŷd|/Yd.

(6)

It may be noted that, when calculating the MAPE for a news
article with a popularity value of zero, the MAPE denominator Yd
changes to Yd + 1. In practice, it is more meaningful to conduct
accurate popularity prediction for well-received news articles,
because they generally draw more public attention and have
greater social impacts. Therefore, this work focuses on accurate
predictions for highly popular news articles. Specifically, articles
from the highest q popularity quantile were chosen, and the
percentage of correctly predicted articles in the same quantile
was calculated by the given prediction method.

5. NE clusters and NE topic probability matrix

To illustrate the performance of the NE clusters and NE topic
probability matrix, the experiment on the NetEase dataset may
be considered. By using gap statistics, the optimal number of NE
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able 2
xamples of five NE clusters in the NetEase dataset.
NE Cluster Example NEs

National Leaders Bernanke, Clinton, Cameron, Yeltsin, Kissinger,
Junker, Nixon, Peter the Great, De Gaulle

Entrepreneurs Richard Liu, Pony Ma, Jack Ma, Ren Zhengfei, Hui
Ka Yan, Wang Jian lin, Chuanzhi Liu

European Football Clubs Leverkusen, Cadiz, Lyon, Qarabag, Lugansk,
Toulouse, Thessaloniki, Parma, Grozny, Murcia

Internet Celebrities Miss, Gula Dai, Timo Feng, Papi, Jiaqi Li, Lige, Yifa
Chen, Ziqi Li, Weiya, Xukun Cai

Cities Rome, Beijing, Seoul, New York, Shenzhen, Paris,
Xiamen, Paris, Canberra, San Jose

Table 3
Examples of topics in the NetEase dataset.
Topic Top-ranked words

Illegal illegal, punishment, drug abuse, legality, report,
investigation, law, violation, order, marijuana

Sovereignty Dispute Russia, Ukraine, army, EU, president, sanction,
Moscow, border, refugee, negotiation, cease fire

Charity relieve, donation, fund, trust, goodwill,
entrepreneur, education, public, hope, NGO

Finance marker, securities, fund, stock market, investor,
stock, billion, index, broker, gain

Crisis reconcil, bankruptcy, crime, hypocritical,
eavesdrop, drug, corrupt, patent, victim, finance

Debate bet, desire, focus, disagree, satisfied, insist,
accusation, tolerant, anger, query

Football Competitions game, sports, football, Olympic games, Brazil,
athlete, club, champion, player, world cup

Cosmetic Surgery cosmetic surgery, Korean, agency, models,
hospital, nose, factory, performance, income,
student

Scandal gossip, drunk, track, inside story, cheat, love
affair, drug abuse, crime, accuse, implicate

Public Relations interest, team, money, business, economics,
internet, desire, network traffic, ad, podcasting

clusters is 2250. In this experiment, the view count was taken
as the popularity indicator, and we set Mmax = 108 and the
umber of topics as K = 160. The hyper-parameters (α, β, γ )
ere selected using a grid search.

.1. NE clustering

To eliminate the sparsity problem in parameter learning, the
arge amount of individual NEs can be compressed into smaller
E clusters. Therefore, a well-performed NE clustering process
ontributes significantly to the subsequent model inference. To
llustrate the NE clustering performance in this work, Table 2 lists
ive randomly selected NE clusters and some example NEs. Each
E cluster is named based on the NEs it contains. For example,
he first cluster includes ‘‘Bernanke" (the former chairman of the
ederal Reserve Committee), ‘‘Cameron" (the former British Prime
inister), ‘‘De Gaulle" (the former president, general of France),
nd ‘‘Peter the Great" (Czar of the Romanov Dynasty in Russia).
s these NEs are all national leaders of different countries or
ifferent eras, this cluster was named National Leaders. Another
epresentative cluster is European Football Clubs, which includes
he ‘‘Leverkusen" club in Germany, the ‘‘Cadiz" club in Spain,
he ‘‘Lyon" club in France, and the ‘‘Qarabag" club in Azerbaijan.
imilar to these two clusters, as shown in Table 2, all NEs in a
pecific cluster are closely correlated, which suggests an explicit
luster meaning.

.2. NE-topic probability matrix

Learning the NE topic probability matrix (i.e., ϕp) is the prin-

ipal assumption in popularity prediction. Here, the performance

6

of NETM in achieving this is shown. Fig. 3 shows the popularity
distributions over all the 160 topics for each of the five NE clusters
present in Table 2. It is clear that varied probabilities exist over
different topics for different NE clusters. For example, the NE
cluster National Leaders shows particularly high popularity prob-
abilities over two specific topics, marked in blue. As described in
Table 3, these two topics are titled illegal and sovereignty dispute
based on words with high probabilities (i.e., φk). Within the NE
cluster Entrepreneurs, four topics (marked in red) have relatively
high popularity probabilities. These are charity, finance, scandal
and debate. The NE clusters European Football Clubs and Inter-
et Celebrities also include certain topics with high probabilities.
pecifically, the topics finance, illegal, and football competition (in
ellow) are strongly related to the European Football Clubs cluster,
hile cosmetic surgery, scandal, and public relations (in purple)
ave high probabilities in the Internet Celebrities cluster. When
specific NE cluster and its highly related topics are contained

n the same news article, they can draw significant attention
nd make the news article popular. Aside from the above four
lusters, there also exist NE clusters, such as Cities, that are
ndistinguishable over all topics.

. Experimental results

.1. Overall popularity prediction

Here, the popularity prediction performance for NetEase
iews, NetEase viewer comments, and Tencent viewer comments,
espectively, are presented. The NETM settings for NetEase views
re identical to those presented in Section 4.2. For NetEase viewer
omments, we set Mmax = 5×106 and the number of topics K =

160, while for Tencent viewer comments, we set Mmax = 106 and
K = 100. The Mmax values are chosen based on the range of pop-
ularity indicators. Further investigation of the influence of Mmax
on popularity prediction performance is presented in Section 6.4.
Meanwhile, the number of topics K can be further selected
using the commonly used measure of perplexity. For illustration
purposes, the prediction performance of NETM is only shown
under a specific K . In all experiments, the hyper-parameters were
selected using a grid search. To ensure reasonable comparison,
the number of topics in LDA is made identical to that in NETM.

Table 4 presents the overall prediction results for NetEase
views, NetEase viewer comments, and Tencent viewer comments
using different methods. In general, the prediction results for
different popularity indicators are similar. Specifically, for both
RMSE and MAPE, the proposed NETM achieved the smallest
values, which indicates its outstanding prediction performance
against all competitive methods. As for the other methods, the
SVM-NE has the worst prediction performance, as it only uses
NEs to characterize the features of the textual content. When
more textual features are considered,just as S-LDA, FC, HM, and
IDSS have done, the prediction performances improve. LSTM also
intends to explore the relationship between web content and
popularities but in a more complicated manner. Additionally, the
TPAP approach can gain sufficient knowledge from the populari-
ties of correlated topics and similar articles. Both LSTM and TPAP
show superior performance to the other competitors, but their
performances are still worse than NETM. It may also be noted
that the interpretability of LSTM is relatively weak.

Apart from RMSE and MAPE, the prediction accuracy for well-
received articles is also considered. As shown in Table 5, different
popularity quantiles q are chosen, and the percentages of cor-
rectly predicted articles within a specific quantile obtained by
different methods are compared. In general, as q increases, the
percentages of correctly predicted articles also increase. This is
because the popularity prediction task becomes more complex for
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d

Fig. 3. Popularity distributions of five NE clusters over all topics in the NetEase dataset. The blue topics in the National Leaders cluster are illegal and sovereignty
ispute. The red topics in the Entrepreneurs cluster are charity, finance, crisis and debate. The yellow topics in the European Football Clubs cluster are finance, illegal,

and football competition. The purple topics in the Internet Celebrity cluster are cosmetic surgery, scandal, and public relations. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
more popular articles. For different methods, NETM can always
achieve the highest percentages of accurately predicted articles,
followed by TPAP, LSTM, and other methods. These results ver-
ify the strong predictive audibility of NETM. As for different
popularity indicators, the Tencent viewer comments achieved
higher percentages of accurate predictions than NetEase views
and NetEase view comments. This phenomenon is largely due
to different distributional patterns of popularity indicators; the
Tencent viewer comments are more concentrated, while NetEase
views and NetEase viewer comments have more extreme values.

6.2. Prediction along the timeline

This section presents an investigation of the prediction per-
formance of NETM along the timeline. To this end, NetEase views
were taken as an example, and two experimental scenarios were
considered. In the first scenario, the NetEase published between
June 2016 to September 2018 was divided into seven intervals
of four months each. Then, the news articles from the first three
months and the last month were used as training and testing data,
respectively. Fig. 4(a) shows the prediction results of different
testing data along the timeline. The associated sample sizes of
7

training and testing data are also present. As shown, the data
sizes increase over time. This is because the NetEase website has
gained more attention in recent years, and thus, the prediction
performances for early time intervals are relatively poor. As for
model comparison, the prediction performance achieved by dif-
ferent methods show patterns similar to those seen in Table 4.
Specifically, NETM always achieves the optimum prediction per-
formance with the smallest RMSE along the timeline. The LSTM,
TPAP, and FC methods also show better prediction performance
than the other methods.

In the second scenario, the news articles published in Septem-
ber 2018 were taken as the testing dataset, while a larger training
dataset was considered. Specifically, the training dataset was
taken as the set of news articles published in the first m months
before the prediction time, and let m = 3, 6, 9, 12, 15, 18, and
21. For example, the first training dataset lies in the time interval
June 2018 to August 2018, while the second training dataset lies
between March 2018 to August 2018. Fig. 4(b) shows the predic-
tion results as well as the data sizes along the timeline. In general,
the prediction performance of all the methods improved over
time, which was primarily due to the enlarged training dataset.

However, once the training dataset reached a certain scale, the



Y. Yang, Y. Liu, X. Lu et al. Knowledge-Based Systems 208 (2020) 106430

T
R
v
n

Fig. 4. Results of predicting the NetEase views along the timeline in two scenarios. The associated sample sizes of training and testing data are also given.
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able 4
esults of popularity prediction using different datasets. The RMSE and MAPE
alues are calculated over the entire dataset, as well as on the dataset of only
on-zero true popularity values (−1) or zero true popularity values (−0).
Measure NETM SVM-NE S-LDA LSTM FC TPAP HM IDSS

NetEase Views

RMSE 7571 24950 15818 8961 11275 8357 24139 24379
RMSE-1 10410 34305 21749 12320 15502 11490 33190 33519
RMSE-0 8.74 31.97 19.64 11.19 14.03 12.13 30.79 29.22
MAPE 3.83 10.94 7.76 4.51 6.03 4.68 10.92 11.24
MAPE-1 0.88 2.01 1.63 1.08 1.58 1.16 3 2.04
MAPE-0 7.14 20.97 14.64 8.36 11.03 8.63 19.81 21.57

NetEase Comments

RMSE 320 836 572 389 431 383 758 791
RMSE-1 440 1150 787 534 593 527 1041 1088
RMSE-0 8.64 25.19 16.82 9.03 12.27 10.32 23.65 22.06
MAPE 3.79 9.58 6.79 4.07 5.31 5.2 8.73 8.98
MAPE-1 1.19 3.12 2.73 1.26 2.04 3.03 3.67 3.41
MAPE-0 6.71 16.84 11.35 7.23 8.98 7.64 14.41 15.24

Tencent Comments

RMSE 57 114 81 64 71 66 101 113
RMSE-1 78 154 110 88 97 90 137 153
RMSE-0 8.97 27.96 18.55 10.13 13.46 10.21 25.87 24.79
MAPE 4.53 11.71 8.29 5.03 6.41 5.33 10.05 10.36
MAPE-1 1.16 3.09 2.13 1.47 1.66 1.31 2.73 2.74
MAPE-0 8.32 21.39 15.21 9.03 11.75 9.84 18.27 18.92

Table 5
Prediction accuracy results for well-received articles in different datasets.
Measure NETM SVM-NE S-LDA LSTM FC TPAP HM IDSS

NetEase Views

Top1 47% 21% 28% 43% 41% 47% 21% 21%
Top1–5 52% 23% 30% 45% 42% 52% 22% 22%
Top6–10 54% 24% 31% 49% 45% 53% 26% 26%
Top11–15 55% 26% 34% 50% 47% 54% 30% 30%
Top16–20 59% 29% 36% 53% 48% 56% 34% 34%

NetEase Comments

Top1 55% 26% 31% 49% 47% 55% 30% 30%
Top1–5 61% 31% 37% 57% 53% 59% 31% 32%
Top6–10 64% 32% 44% 58% 55% 61% 34% 33%
Top11–15 67% 35% 47% 61% 57% 62% 38% 36%
Top16–20 67% 39% 49% 62% 58% 64% 41% 39%

Tencent Comments

Top1 59% 38% 44% 55% 53% 56% 40% 40%
Top1–5 62% 40% 46% 57% 54% 59% 42% 43%
Top6–10 65% 43% 47% 58% 57% 62% 42% 45%
Top11–15 68% 45% 50% 61% 60% 63% 46% 46%
Top16–20 70% 45% 53% 65% 62% 65% 49% 48%

increase in data (particularly by adding out-of-date news articles)
was of little help to the prediction accuracy. Again, on comparing
8

Table 6
Percentages of top three news categories and the corresponding average number
of NEs or NE clusters in NetEase and Tencent, respectively. ‘‘Tech.‘‘, ‘‘Focus.’’,
‘‘Enter.‘‘ represent ‘‘Technology’’, ‘‘Focus News‘‘, and ‘‘Entertainment’’.

Category NE NE Cluster
All People Place Org. All People Place Org.

NetEase

Tech. (20.7%) 15.45 3.72 5.59 5.14 5.06 2.25 0.74 2.07
Focus (14.8%) 24.73 10.37 8.56 5.80 8.39 3.56 3.42 1.41
Enter. (13.2%) 19.01 9.28 5.37 4.36 7.31 4.12 2.14 1.05

Tencent

Fashion (18.2%) 12.67 4.86 3.99 3.82 4.99 2.15 1.21 1.63
Focus (17.9%) 18.57 7.53 5.16 5.88 6.31 2.68 1.69 1.94
Tech. (13.1%) 16.71 3.67 6.69 6.35 5.75 2.21 1.12 2.42

the different methods, NETM was found to outperform all other
models along the timeline.

6.3. Prediction for top categories

The performance of NETM was further investigated in the top
three categories in the two datasets. These categories are Technol-
gy, Focus News, and Entertainment in NetEase and Fashion, Focus

News, and Technology in Tencent, respectively. Table 6 reports the
percentages of each category as well as the average number of
NEs or NE clusters in each dataset. In both datasets, the category
Focus News has a higher number of NEs and NE clusters than
other categories. In the categories Focus News, Entertainment, and
Fashion, names of people rank the highest, followed by locations
and organization names. The average number of NE clusters per
dataset follows the same pattern. However, in both datasets, the
category Technology has the largest number of place names, but
the smallest number of place clusters. This finding implies that
technology news articles generally mention a large number of
locations, which have high homogeneity.

Because SVM-NE, HM, and IDSS approaches did not perform
well on the entire dataset, they were omitted when handling
the prediction task for top categories. Therefore, only NETM, S-
LDA, LSTM, FC, and TPAP were applied and compared. Figs. 5(a)
and 5(b) show the detailed results for the NetEase dataset, using
the number of views and number of viewer comments as pop-
ularity indicators. For simplicity, only the results of RMSE and
MAPE were reported. In general, the prediction performances of
different methods are similar to the overall performances shown
in Table 4. Under each of the top three categories, the proposed
NETM consistently achieved the smallest RMSE and MAPE values
among all prediction results. Among the three categories, the
Focus News and Entertainment categories have relatively smaller
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Fig. 5. Prediction results for the top three categories, i.e., Technology, Focus News, and Entertainment in the NetEase dataset and Fashion, Focus News and Technology
in the Tencent dataset, respectively.
RMSE and MAPE values than Technology. This finding may result
from the fact that articles in Focus News and Entertainment cate-
gories have more NEs than those in Technology. As a result, these
two categories can more effectively learn the NE topic probability
matrix, and thus, they demonstrate superior popularity prediction
performance.

Fig. 5(c) shows the detailed results for the Tencent dataset,
using the number of viewer comments as the popularity indi-
cator. Similar to the prediction results for the NetEase dataset,
NETM was found to have the optimum prediction performance,
measured using both RMSE and MAPE. Among the top three cat-
egories, Entertainment and Focus News once again showed better
prediction performance than Fashion. This is primarily due to the
different number of NEs contained in different categories.

6.4. Investigating the influence of Mmax

In NETM, the upper limit popularity value Mmax must be
specified in advance. Therefore, it is necessary to investigate the
influence of Mmax on the prediction performance. To this end, a
series of experiments were conducted using different values of
Mmax. Because Mmax represents the upper popularity limit, the
maximum value of the popularity indicator (denoted as Max) in
the training dataset was taken as the baseline. This was 2,174,184
9

for NetEase views, 99,617 for NetEase viewer comments, and
40,110 for Tencent viewer comments. Then, several multiples
of Max, from Max to 10×Max, were taken as Mmax, and the
corresponding prediction performances of NETM were explored.

Fig. 6 presents the prediction performance under different
Mmax values for NetEase views, NetEase viewer comments, and
Tencent viewer comments, respectively. For illustration purposes,
only RMSE and MAPE have been reported. It is clear that as Mmax
increases, both RMSE and MAPE first decrease and then increase,
indicating the existence of inflection points. Specifically, when
Mmax is relatively small (< 4×Max), it may be insufficient to
cover news articles with high popularity values, resulting in poor
prediction performance. However, an extremely large Mmax value
(> 5×Max) would lead to high variance in modeling the pop-
ularity indicator, making the model unstable. Therefore, an ap-
propriate Mmax is crucial to achieving good popularity prediction
performance. As shown in Fig. 6, in the experiments conducted
herein, the optimum prediction performance is obtained when
Mmax is about 5×Max.

7. Model efficiency

To illustrate the computational efficiency of NETM, it is the-
oretically and empirically compared with the basic LDA model.
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able 7
ime complexity and number of in-memory variables in LDA and NETM.

Time complexity Number of in-memory variables

LDA O(NiterKDN̄) 2K (D + V ) + DN̄
NETM O(NiterK (V + PD + D + DN̄)) 2K (D + V ) + DN̄ + 2D + P(D + K )

First, the time complexity and memory requirements of both
models are shown, following which their running time and mem-
ory consumption in experiments under different settings are
listed. Both models were trained via Gibbs sampling with a C++
implementation.

7.1. Theoretical comparison

The average length (the number of words) of news articles and
he number of iterations in Gibbs sampling are denoted by N̄ and
iter , respectively. The time complexity and number of in-memory

variables in the Gibbs sampling procedure of the two models are
listed in Table 7.

Time complexity. The LDA model draws a topic for each word
n the text corpus, with overall time complexity of O(NiterDN̄K ).
or NETM, there are four sampling steps. In the first step, NETM
raws a topic for each word in the text, which is the same as LDA
nd requires the computational time of the order O(NiterDN̄K ).
he differences between NETM and LDA lie in the following three
10
steps. The second step calculates word distribution for each topic
k over V words, which has a time complexity of O(NiterKV ). The
third step updates the NE topic matrix with the computational
time of the order O(NiterKPD). The final step updates the topic
distribution for each document, requiring the computational time
of the order O(NiterDK ). As a result, the overall time complexity of
NETM is O(NiterK (V +PD+D+DN̄)). Noting that in a large dataset,
we generally have D < V ≪ DN̄ < PD, the time complexity of
NETM can be approximated to O(NiterKD(P + N̄)). Therefore, the
time complexity of NETM is (P + N̄)/N̄ times the complexity of
LDA.

In-memory variables. In the LDA model, count matrices (i.e.,
n(1)
kv , n

(2)
dk ) and topic assignments (i.e., zdn) need to be kept in mem-

ry in Gibbs sampling iterations. In addition, φk and θd must be
computed after model convergence. Hence, the overall required
memory size for LDA is 2DK + 2VK + DN̄ . In NETM, additional
data and variables need to be stored. These include the popularity
indicator Yd and its corresponding mean λd, the P-dimensional
NE binary vector Id, and the topic-NE distribution ψp. Therefore,
ETM requires additional memory of size 2D + P(D + K ), which

may be very large when P and D are both large. However, as
shown in Section 4.2, all NEs were clustered into groups, and NE
clusters are taken instead of NEs when constructing the proposed
NETM. This can dramatically decrease the number of NEs, and
thus efficiently save both computational time and memory space

in NETM.
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Fig. 7. Results of training durations and memory consumption for predicting NetEase views along the timeline.
.2. Experimental evaluation

To further illustrate the model efficiency of NETM, its time and
emory consumption in prediction experiments along the time-

ine (the second scenario) in Section 6.2 are reported. For compar-
son, the basic LDA model was also constructed under the same
xperimental settings, i.e., the same training data, topic numbers,
nd sampling iterations. All experiments were conducted on a
inux server with Intel Xeon 8176 x 2 central processing units
nd 512 GB of memory.
Fig. 7 presents the results of time and memory consump-

ion for model training in different experiments. In Fig. 7(a), the
ETM and LDA both show an increasing trend in terms of time
onsumption. However, with increase in the number of articles,
ETM requires more computational time than LDA. This is pri-
arily owing to the increasing number of NE clusters used in the
odel. As suggested by these results, the relationship between

he time complexities of NETM and LDA typically follows the
heoretical results shown in Table 7, that is, the computational
ime required by NETM is (P+N̄)/N̄ times that needed by LDA. For
example, in the last time interval, which has 0.35 million articles
and 2250 NE clusters, NETM takes a total of 19.725 days, while
LDA only takes 2.788 days.

In Fig. 7(b), the memory consumption for NETM and LDA
follows a trend similar to that shown in Fig. 7(a), with NETM
growing much faster than LDA. It should be noted that in the last
two time intervals, the memory consumption of NETM grows sig-
nificantly faster than the other time intervals. This is because both
the number of documents and number of NE clusters grow faster
in these two time intervals. Specifically, in the last time interval,
NETM requires 4.994 Gbits of memory to hold all variables, while
LDA only requires 1.914 Gbits. In summary, these experimental
results show that NETM usually requires much larger computa-
tional time and memory consumption than the basic LDA model,
especially for large datasets. It motivates us to develop parallel
algorithm of NETM to increase the computational efficiency in the
future work.

8. Conclusion

Web content popularity prediction has a broad range of ap-
plications. The high rate of web content propagation requires
popularity prediction to be conducted within a short period, or
even before publication. Under the circumstance of ‘‘cold start",
prediction, popularity learning is fairly difficult, as the popularity
growth trend is not available. To address this problem, the textual
features of the web content are exploited by combining topics
and NEs. An NETM is proposed in which popularity is positively
correlated with the accumulation of popularity gain of its NEs
11
over all the topics. Extensive experimentation on two real news
article datasets demonstrated that NETM can outperform exist-
ing approaches in terms of popularity prediction accuracy. The
learned NE topic probability matrix can also help in understand-
ing the reasons behind the popularity of certain content, which
can further provide insights into public opinion monitoring.

This study has several possible future directions. First, more
textual features (e.g., sentiment) can be considered in the NETM
to enhance its prediction performance. Second, the joint modeling
of NE extraction and NETM is worth consideration. Third, to in-
crease the computational efficiency of NETM, parallel computing
algorithms for NETM can be further developed. Finally, there may
exist some ‘‘cold" NEs that could decrease news popularity. Thus,
a more general ‘‘NE topic" matrix allowing both positive and
negative values can be considered.
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