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Figure 1. Visualization of geometry generation (top row) using diffusion for Object Images followed by material generation (right). The
spatial coordinates (xyz) are visualized as rgb colors (see inset Object Images). The colors of the denoising mesh highlight different
connected components. After generating the geometry, our model can generate PBR materials given the geometry as a condition. Other
examples of generated shapes are shown in the 2nd row.

Abstract
We introduce a new approach for generating realistic

3D models with UV maps through a representation termed
"Object Images." This approach encapsulates surface ge-
ometry, appearance, and patch structures within a 64x64
pixel image, effectively converting complex 3D shapes into
a more manageable 2D format. By doing so, we address
the challenges of both geometric and semantic irregularity
inherent in polygonal meshes. This method allows us to use
image generation models, such as Diffusion Transformers,
directly for 3D shape generation. Evaluated on the ABO
dataset, our generated shapes with patch structures achieve
point cloud FID comparable to recent 3D generative mod-
els, while naturally supporting PBR material generation.

1. Introduction
Modeling high-quality 3D shapes is vital for industries
such as film, interactive entertainment, manufacturing, and
robotics. However, the process can be arduous and chal-

lenging. Inspired by the success of image generation mod-
els, which have significantly enhanced the productivity of
2D content creators [48], researchers are now developing
generative models for 3D shapes to streamline the synthesis
of 3D assets [30, 32]. Two challenges of building generative
models for 3D assets are geometric irregularity and se-
mantic irregularity. First, unlike 2D images, standard 3D
shape representations, such as polygonal meshes, are often
highly irregular; their vertices and connectivity do not fol-
low a uniform grid and vary significantly in density and ar-
rangement. Moreover, these shapes often possess complex
topologies, characterized by holes and multiple connected
components, making it challenging to process meshes in
a standardized way. These complexities pose a significant
hurdle in generative modeling, as most existing techniques
are designed for regular, tensorial data input. Second, 3D
assets often possess rich semantic sub-structures, such as
parts, patches, segmentation and so on. These are not only
essential for editing, interaction, and animation, but also vi-
tal for shape understanding and 3D reasoning. However,
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Figure 2. Comparison of different representations used for generation. Simplified meshes (left) often introduce topological errors and
degenerated parts. Volumetric representations (middle) tend to merge touching parts together, struggle to model thin surfaces, and cannot
handle open surfaces. In contrast, Our Object Images (right) effectively preserve the topology and structure of the original mesh.

these sub-structures also vary greatly, further hindering the
design of generative models.

Most prior approaches only tried to handle either geo-
metric irregularity or semantic irregularity [8], but not at
the same time. Many works bypass the former by convert-
ing original 3D shapes into more regular representations
such as point clouds [42, 67], implicit fields [70, 71], or
multi-view images [53, 56, 62]. Although these formats
are easier to process with neural networks, the conversions,
both in forward and reverse directions, discard both geo-
metric and semantic structures. The loss in information can
significantly impact the representation accuracy and utility
of the generated 3D models in applications. For example,
for the headset in Fig. 2, implicit conversion fuses all the
cables together, making the model difficult to use in anima-
tion. Researchers have also tried to directly model geomet-
ric irregularity [2, 41, 52], but are often restricted to simple
meshes with less than 800 faces.

In our work, we explore to address the two irregularities
simultaneously by generating 3D shapes as Multi-Chart Ge-
ometry Images (MCGIM) [49], see Fig. 1. Proposed over
20 years ago, Geometry Images [24, 49] addresses the ge-
ometric irregularity of meshes by decomposing the shape
surface into one or multiple 2D patches that can be mapped
and packed in a regular image. Through the irregular 2D
shape packing process, MCGIM also efficiently addresses
the semantic irregularity, that is, storing shapes of arbitrary
number of patches in a single fixed-size image. However, its
automatic patch decomposition often results in less seman-
tically meaningful patches and boundaries. Our key obser-
vation is that many human-modeled 3D assets come with
a semantically rich decomposition of patches in the form
of UV-charts, which is usually only used for texturing in
prior arts [68]. These UV-charts can be easily processed to

MCGIMs that can then be mapped back to 3D shapes.
Thus, inspired by Geometry Images, we propose to ras-

terize the mesh geometry (together with texture and mate-
rial maps) into a 12-channel image as a new representation
for 3D generation. This approach allows us to represent
3D shapes as 2D images and provides several benefits. The
representation 1) is simple and regular, 2) preserves the ge-
ometric and semantic structure together with PBR materials
and 3) can be learned with image-based generative model
to generate textured 3D meshes. We use the term Object
Images (omages for short) for this representation, empha-
sizing its ability to encapsulate not just the geometry struc-
ture, but also material and semantically meaningful patch-
decomposition of an object, and highlighting its potential
for 3D generation by leveraging existing image-based meth-
ods. In this work, we convert the shapes of the ABO dataset
[14], which contains triangle meshes with designer-made
UV-maps, into 1024 resolution omages, downsample them
to 64 resolution with special care and use Diffusion Trans-
formers [44] to model their distribution. Our results show
that our method generate shapes with patch structures that
approaches similar geometric quality as state-of-the-art 3D
generative models (in terms of point cloud FID), while nat-
urally supporting PBR material generation.

2. Related Work

Our work lies in the field of surface shape generation. In this
section, we present a survey of representative approaches
categorized by their underlying 3D representation, with a
focus on generative modeling.

Polygonal meshes. As the most ubiquitous 3D represen-
tation, meshes, especially those modeled by 3D designers,



are efficient and flexible, but also are well known for their
difficulty to process with neural networks due to their irreg-
ularity. While various convolutional neural networks have
been developed for mesh data [25, 37, 46, 50], they have
predominantly focused on shape understanding tasks like
classification. The complexity of developing context-free
unpooling operator on meshes impedes their use for mesh
generation. To avoid the challenges of directly learning
meshes with their native connectivity, researchers approx-
imate the geometry using various surrogate mesh represen-
tations like surface patches [23], predicted meshes [15], de-
formed cuboids [20], and binary space partitions [11]. This
comes with the price of losing the details and structures of
the original mesh. In contrast, PolyGen [41] directly learns
the distribution of the native mesh in a vertices-then-face
manner with two autoregressive transformers [57]. How-
ever, this complex two stages pipeline exhibits limited ro-
bustness during inference as described in a later work,
MeshGPT [52], which avoids this complexity by first en-
coding meshes into sequences of graph neural networks en-
coded face tokens that can be easily processed with a sin-
gle autoregressive transformer. MeshAnything [9] further
improves MeshGPT’s encoder/decoder and enables condi-
tional mesh generation given a reference point cloud. These
remarkable breakthroughs enable mesh generation with up
to 800 triangular faces. However, high-quality human-
designed meshes usually have many more faces. For ex-
ample, in the ABO dataset [14], over 70% of the shapes
has more than 104 triangles. The current approaches need
to first decimate the meshes to less than 800 faces, which
may introduce topological errors (see Fig. 2). Moreover,
these meshes often are accompanied with PBR materials
and patch structures that polygonal mesh can not natively
represent. In contrast, our object image is not restricted by
the number of faces and naturally encapsulates material and
patch information.

Multi-chart representations. Modeling 3D shapes as sin-
gle or multiple parametric patches (charts), is a prevalent
approach for modeling smooth, curved shapes [21, 45].
Representing a polygonal mesh with parametric patches,
commonly referred to as UV-mapping, aligns the irregu-
lar mesh with a regular 2D plane. This alignment is es-
sential for texture mapping, which paints rich textural im-
ages onto the 3D geometry [5, 7], and for surface remesh-
ing, editing, and many other applications [51]. To represent
and store the geometry in a fully regular manner, Geome-
try Images [24, 26] first parameterizes a mesh onto a planar
domain and resamples the geometry onto an image pixel
grid. Further, Multi-charts Geometry Images (MCGIM)
[6, 49, 74] proposed to pack multiple patches into a sin-
gle image, achieving lower distortion and is applicable to
shapes with arbitrary topology. Our proposed Object Image

is a kind of MCGIM extended with materials built specifi-
cally for image diffusion models.

While the utility of geometry images in deep learn-
ing has been well recognized, their use has been limited
to either simple topologies or with automated patch split-
ting, making it challenging to obtain good surface param-
eterizations. Sinha et al. [54] and Maron et al. [36] ap-
plied CNNs to geometry images representing parameteri-
zations on spherical and toric domains, respectively. Later,
Ben-Hamu et al. [4] and Alhaija et al. [1] (XDGAN) used
GANs to generate genus-zero shapes as geometry images.
Meanwhile, FoldingNet [65], AtlasNet [23] and its fol-
lowups [3, 16–18, 31, 60] have explored learning to ap-
proximate shapes with parametric patches in an unsuper-
vised manner. These efforts commonly employ algorithmic
or approximated patch splitting, which tends to be either
topologically constrained or inaccurate.

In contrast, we recognize that human-authored UV-
atlases can be easily processed into MCGIMs, supporting
arbitrary patch topology, and can be easily generated with
image diffusion models. While UV-atlases are widely used
in recent learning-based mesh texturing methods [68], they
serve primarily as auxiliary information. In contrast, we
note that UV-atlases effectively transform a mesh into para-
metric surfaces, providing a valuable representation for both
geometry and material generation. More recently, Brep-
Gen [63] synthesizes CAD B-Rep models by generating
their patches and edges with diffusion models. However, it
is still restricted to simple genus-zero patches and can only
be applied to B-Rep models.

3D fields and multi-view images. 3D shapes can be im-
plicitly represented as a level-set of a spatial field. In
this way, the irregularity challenge is circumvented, al-
though important structural and topological information is
inevitably gone along the way (See Fig. 2). Instead of
generating a field directly as a 3D grid (voxels) [61], the
recent trend is to first parameterize the field with a neu-
ral network (neural field). Seminal works utilize auto-
encoders [10, 38] or auto-decoders [43] to compress the
neural field as a single latent vector, which can be easily
generated via methods like GANs [22] or VAEs [29]. Later
works represent and generate neural fields using multiple
latent vectors to enhance spatial reasoning [12, 13, 19, 27,
40, 72, 73]. In particular, ShapeFormer [64], 3DILG [69],
3DShape2VecSet [70] and Mosaic-SDF [66] utilize the
sparsity of the 3D shape to further compress the field and
enables generating higher-resolution results.

Another line of work represents and generates shapes as
multi-view images [33, 34, 55, 56, 62]. They adopt diffu-
sion models to generate multiple 3D consistent images of
different views. Meshes can then be reconstructed via neu-
ral field methods like NeRF [39] or NeuS [58]. To enhance



Figure 3. Method overview. Left: We assume the mesh M has patch decomposition {Si}, and has single-valued uv-map fi that flattens
patch Si into the 2D uv-domain. Together with the material maps, Object Images can represent high-quality photo-realistic object. Right:
We train the image diffusion generative model with Diffusion Transformer. The input noised Object Image, omg, is first flattened into a
sequence before passing into the transformer to predict the clean omg0.

understanding of the shape structure, especially the interior,
Slice3D [59] proposes using images of shape slices instead.
Since most of these multi-image methods obtain geometry
through neural fields, they share similar advantages and dis-
advantages with 3D field generation methods.

Our object image can be seen as a combination of neu-
ral field and mesh representations. It preserves the topol-
ogy and patch structure of the original mesh while function-
ing as a specialized form of 2D neural field, making them
highly suitable for neural network processing due to their
regular structure.

3. Method

In this section, we first present the mathematical formula-
tion of the Object Image (omage for short) representation
(Section 3.1). Next, we describe how to utilize image-based
generative models, specifically Diffusion Transfomer [44],
to generate these omages (Section 3.2). Finally, we describe
how to obtain omages from a 3D asset (Section 3.3).

3.1. Object Images

Given a 3D shape M that is a 2D manifold embedded in 3D
space, we consider it as a disjoint union of a set of N surface
patches {Si}. By disjoint, we mean any two distinct patches
Si and Sj only overlap on their boundaries, i.e., Si ∩ Sj =
∂Si ∩ ∂Sj . We assume each Si is assigned a injective UV-
mapping, fi : Si → [0, 1]2, where fi(p) = (u, v) and [0, 1]2

is the UV-space. The domain and image of fi together are
called an UV-island, or UV-chart: Ii = (Si, fi(Si)). We
denote the set of the N UV-islands, I := {Ii}, as the UV-
atlas of M.

We indicate if a point in UV-space is inside an island by

defining an occupancy function α as follows:

α(u, v) =

{
1 if ∃ i such that (u, v) ∈ fi(Si)

0 otherwise

We then define the position map π of M as follows:

π(u, v) =

{
f−1
i (u, v) if (u, v) ∈ fi(Si) for some i

undefined otherwise

By packing the UV-islands through translation and scal-
ing, we ensure that the set family {fi(Si)} is disjoint, mak-
ing π and α strictly deterministic (single-valued). Hence,
we can always map the UV-domain back to the original
shape M easily. Therefore, (π, α) is an equivalent repre-
sentation to M. By rasterizing (π, α) to an image O ∈
RR×R×4, where O[i, j] = (π[i, j], α[i, j]), we can ap-
proximate M with M∗, where M∗ is the triangular mesh
reconstructed from O via remeshing, where we connect
π[i, j], π[i, j + 1], π[i + 1, j] and π[i + 1, j + 1], π[i, j +
1], π[i+1, j] to form triangles if the occupancy of the triplet
is all 1. In theory, as R → ∞, M∗ will be infinitely close
to M. This forms the geometry part of the omage repre-
sentation. The material part of an omage consists of albedo
(3 channels), normal (3 channels), metalness (1 channel),
and roughness (1 channel) maps. Together, we obtain a 12
channel omage O∗ which can be meshed back to a photo-
realistic 3D object, as shown in Fig. 3.

With the 3D objects encoded as omages, we aim to train
an image diffusion model to model the distribution of the
3D objects. In the next subsections, we will first discuss our
design choice for the generative model, and then show how
the omages are obtained.

3.2. Generative modeling for omages

We observe that generating Object Images (omages) com-
bines aspects of ordinary image generation and set gener-



(a) 1024-res omage (b) 64-res, direct downscaling (c) 64-res, boundary-snapped

(d) Difference map (b) vs (c)

(e) Boundary of (c)

(f) Boundary of (a)

(g) Sparse pooled (f)

Figure 4. Direct downscaling an omage from high-resolution (a) to lower resolution (b) usually leads to significant gaps between patches.
By snapping the boundary vertices of the high resolution omage (f) into lower resolution via sparse pooling (e)(g), the gaps are significantly
reduced (c)(d).

ation. Within each patch, the generation process resem-
bles standard image generation due to regular connectivity.
However, among the patches, the problem behaves more
like set generation: the patch’s location in 2D does not
affect the 3D shape. Patches can be swapped and moved
around without altering the 3D geometry. Additionally,
touching boundaries in 3D between two patches often sit
far apart in 2D, requiring long-range dependency model-
ing. Since transformers excel at learning sets and modeling
long-range dependencies, and diffusion models are well-
known for their image generation capabilities, we use the
Diffusion Transformer [44] as our architecture. Unlike the
original method, we set the patch size to 1 to avoid jagged
edges in the generation results.

Given the importance of geometry in omages, we first
train a model to generate the four geometric channels. We
then train a second model to generate the remaining eight
channels. In the second stage, the input has 12 channels, us-
ing the first four channels as conditions and excluding them
from noise addition and loss computation.

3.3. Obtaining object images

3D objects with UV maps cannot be directly converted into
images due to issues such as overlapping regions, out-of-
boundary UVs, touching boundaries, or excessive patches.
To address this, we use a UV-atlas repacking method with
special care to pack patches with material maps into a
(1024, 1024, 12) omage. To avoid large number of patches,
we merge vertices with the same 3D and 2D UV coordi-
nates, and keep a maximum of K largest patches. Detailed
descriptions of this process are provided in Sec. A of the
supplement. For efficient learning, we downsample the im-
ages with sparse pooling, which snaps the boundaries and
eliminates gaps. Further details are provided below.

Downsample object images and boundary snapping.
Operating within the image domain offers the intrinsic ben-
efit of multi-resolution support. By simply rescaling the
omage, object resolution can be adjusted accordingly. For
training, we downscale high-resolution omages from 1024
to 64 pixels, enabling efficient processing by transformer
models. As illustrated in Fig. 4, standard rescaling methods
often fail to preserve boundary information, leading to no-
table gaps between patches. Inspired by MCGIM [49], we
address this challenge through boundary snapping, where
boundary pixels are adjusted based on the contours of the
high-resolution image. While this approach is less accurate
than using the ground truth mesh boundaries as MCGIM
does, it offers greater convenience. Assuming the higher
resolution is divisible by the lower, each pixel in the low-
resolution image corresponds to a block of pixels. In our
case, the block is 16x16. We determine the value of each
pixel in the lower resolution image via sparse pooling, av-
eraging only the boundary pixels within each 16x16 block
while ignoring other values. This process is illustrated in
Fig. 4 (f) and (g).

4. Experiments
4.1. Implementation Details

Dataset. We conduct experiments on the Amazon Berkeley
Objects (ABO) [14] dataset (license CC BY 4.0) which con-
sists of roughly 8000 high-quality designer-made 3D mod-
els with UV-atlases across 63 categories. All of these ob-
jects are textured meshes accompanied with initial unpro-
cessed UV-atlases and PBR materials. We convert the glb
format shapes to 12 channel 1024 resolution omages with
Blender 4.01 using the method described in Sec. 3.3. The

1https://www.blender.org/

https://www.blender.org/


Figure 5. Examples of label-conditioned Omage-64 generation results. The left side displays results for ‘ottoman’, ‘bed’, ‘exercise
equipment’, ‘painting’, ‘lamp’ ‘vanity’, ‘plant pot’, ‘chair’, ‘pillow’ and ‘lamp’. Even at this resolution, thin structures are successfully
generated. On the right, a scene with three objects generated by our method is shown, highlighting our capability in material generation.

Table 1. Evaluation on class conditional generation. We measure the point cloud FID (p-FID) and KID (p-KID) for uncolored points
sampled from the generated mesh. In geometry generation, with 64 resolution images, we outperform MeshGPT (mGPT) [52] and slightly
underperform 3DShape2VecSec (S2VS) [70].

Chair Sofa Table Lamp Mean

S2VS mGPT Ours S2VS mGPT Ours S2VS mGPT Ours S2VS mGPT Ours S2VS mGPT Ours

p-FID ↓ 15.9 31.2 18.9 20.6 24.9 23.3 11.9 20.3 22.4 33.0 51.2 43.6 20.4 31.9 27.0
p-KID ↓ 7.31 17.3 7.83 9.22 10.7 9.69 2.43 7.12 6.75 14.3 31.4 26.4 8.32 16.6 12.7

1024 omages are downsampled to 64 resolution with edge
snapping. Unlike volumetric representations, the process-
ing of omages is highly efficient and robust. We can obtain
1024 omage from a single raw glb file within 6 seconds.

Diffusion Transformer architecture and training. We
use DiT-B/1 [44] model which has 12 layers of Transformer
blocks. We set the patch size to 1 to avoid results with jag-
gies. This essentially removes the patchify layer, resulting
in a full 4096 sequence length. With the help of mixed-16
bit precision training, we train our model with 4 NVIDIA
3090 GPUs for 3 days. We use AdamW [35] optimizer with
learning rate set to 1e-4. The effective batch size is 32. For
generation, we use a classifier-free guidance scale of 4, and
250 sampling steps.

4.2. Class conditional generation

In Fig. 5, we present generated results from our model
trained on all categories of the dataset. The geometry and
material are generated in an autoregressive manner. With a
single representation, our method is able to generate chal-
lenging materials such as mirrors (see Fig. 5 right). For

evaluation and comparison, we focus on a subset of the
four largest categories (’chair’, ’sofa’, ’table’, and ’lamp’),
comprising approximately 3800 shapes. We train both our
method and the baseline methods on this subset.

Evaluation metrics. Following previous works [42, 66,
70], We use point cloud FID (p-FID) and KID (p-KID) to
measure the quality of the generation results. We adopt the
pretrained PointNet++ [47] feature extractor provided by
Point-E [42] for calculating FID and KID. We randomly
generate 512 shapes using each model and calculate the
metrics for these 512 shapes versus the training set of the
categories.

Baselines. We compare to 3DShape2VecSet [70], which is
one of the state-of-the-art neural implicit-based 3D gener-
ative models. Its representation module encodes a 3D oc-
cupancy field into a set of latent vectors. We also compare
to MeshGPT [52], which uses graph convolutional autoen-
coder to turn triangle mesh generation into a sequence gen-
eration problem. We refer to our model for comparison as
‘omage64-DiT’.



3DShape2VecSet MeshGPT Ours Ours*

Figure 6. Label conditioned generation results for chair, sofa, table, and lamp. For our method, we show generated patches in different
colors, and with generated material. Using Object Images, we are able to generate fine detailed geometry with material information. In
contrast, MeshGPT [52] often fails to generate coherent geometry. 3DShape2VecSet [70] generates cleaner geometry but is not able to
generate material and patch decomposition.

For 3DShape2VecSet, we adopt the official implemen-
tation from the authors. More specifically, we directly
use their autoencoder without additional training and fine-
tune their pretrained diffusion model on ABO dataset. For
MeshGPT, we use a third-party implementation2, which can
be trained on shapes decimated to 400 faces. We finetune
both its autoencoder and auto-regressive transformer on the
ABO dataset.

As shown in Fig. 6, 3DShape2VecSet can generate good
quality shapes, but may fail to generate reasonable thin
structures (the lamp’s wire). Also, the generated shape has
very dense triangles due to its implicit nature. Meanwhile,
MeshGPT can obtain very compact results (table and sofa),
but is prone to have messy triangles. MeshGPT may also
generate flipped triangles (see the second table). In contrast,
our method can directly generate thin structures and open
surfaces. Table 1 shows that despite the difficulty of struc-

2https://github.com/MarcusLoppe/meshgpt-pytorch

tured geometry generation, our method can still achieve
similar p-FID and p-KID scores to 3DShape2VecSet. In
addition, our method generates realistic PBR materials and
semantically meaningful patch decomposition.

4.3. Shape Novelty

In Fig. 8, we check if our method can generate novel sam-
ples by comparing generated examples with their closest
ground-truth examples in the dataset. We retrieve the near-
est neighbour by directly computing the mean square er-
rors between the generated omage and the omages in the
dataset. Our generated result has non-trivial differences to-
ward the nearest neighbours in the training set, showing that
our method is not overfitting. However, maybe due to the
challenge of the combinatorial nature of omages, the layout
of the 2D patches is similar. The third sample of Fig. 8 can
be regarded as a failure case of our method: It occasionally
connects wrong side of the patch boundary. However, this

https://github.com/MarcusLoppe/meshgpt-pytorch
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Figure 7. Representation analysis. Left: Chamfer Distance (CD) vs. byte size. A sectional view of the sofa example highlights the accuracy
for both exterior and interior structures. Right: The effect of the maximum number of patches on the accuracy of Omage representations,
demonstrating the trade-offs of this parameter. Note that the color map is displayed in log-scale.

Generated

Closest GT

Sample 2 Sample 3Sample 1

Figure 8. Our generated results compared with its nearest neigh-
bour in the dataset.

example still demonstrates an interesting patch alignment.

4.4. Representation Analysis

We also analyze the the ability of our representation to cap-
ture details of the shape geometry at different resolutions.
The left side of Fig. 7 illustrates a key drawback of implicit
representation: it fails to differentiate touching parts, con-
sidering all nearby regions as inside, thus failing to recon-
struct surfaces like the cushion of a sofa resting on the seat.
In contrast, omage preserves such structures effectively and

is more efficient, achieving comparable performance to dec-
imated triangle mesh. On the right side of the figure, we
show that the maximum number of patches is also a criti-
cal parameter. If too low, large patches are removed, caus-
ing significant errors. If too high, particularly for complex
shapes with many intricate parts, the gap ratio increases, and
pixel density per patch decreases, leading to reduced accu-
racy in those regions. We choose K = 64 for 64-resolution
omages generation since it strikes a good balance between
patch coverage and per-patch accuracy.

5. Conclusion

In this paper, we introduced a new paradigm for generating
photo-realistic 3D objects with patch structures. We show
the possibility of generating 3D object with materials by
only denoising a small 64x64 2D image with an image dif-
fusion model. This new paradigm also has limitations: It
can not guarantee to generate watertight meshes, requires
3D shapes for training to have good quality UV atlases, and
the current resolution is only limited to 64. In the future,
we will continue to explore how to address these problems
to fully utilize the benefits of this regular representation for
high-quality structured 3D assets generation.
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