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Abstract

This paper presents a finding that leveraging the hierarchical structures among
labels for relationships and objects can substantially improve the performance of
scene graph generation systems. The focus of this work is to create an informative
hierarchical structure that can divide object and relationship categories into disjoint
super-categories in a systematic way. Specifically, we introduce a Bayesian pre-
diction head to jointly predict the super-category of relationships between a pair
of object instances, as well as the detailed relationship within that super-category
simultaneously, facilitating more informative predictions. The resulting model
exhibits the capability to produce a more extensive set of predicates beyond the
dataset annotations, and to tackle the prevalent issue of low annotation quality.
While our paper presents preliminary findings, experiments on the Visual Genome
dataset show its strong performance, particularly in predicate classifications and
zero-shot settings, that demonstrates the promise of our approach.

1 Introduction

This work considers the scene graph generation problem [6, 12, 22, 24, 25, 8, 18] that deduces the
objects in an image and their interconnected relationships. Unlike object detectors [15, 17, 1] which
focus on individual object instances, scene graph models represent the entire image as a graph, where
each object instance is a node and the relationship between a pair of nodes is a directed edge.

Existing literature has addressed the nuanced relationships among objects within visual scenes by
designing complicated architectures [4, 11, 23, 3, 16, 2], but a gap remains due to the neglect of
inherent hierarchical information in relationship categories, resulting in an incomplete understanding
of object interactions. We adopt the definitions in Neural Motifs [25] to divide predominant relation-
ships in scene graphs into geometric, possessive, and semantic super-categories and show how these
categories can be explicitly utilized in a network.

In this work, we propose a novel classification scheme inspired by Bayes’ rule, jointly predicting
relationship super-category probabilities and conditional probabilities of relationships within each
super-category. For each directed edge, the top one predicate under each super-category will par-
ticipate in the ranking, although we still evaluate the recall scores within the top k most confident
predicates in each image. Experimental results on the Visual Genome dataset [9] demonstrate that
incorporating hierarchical relationship reasoning can enhance the performance of a baseline model
by a large margin, indicating a promising and interesting preliminary finding.

2 Scene Graph Construction
Object detection backbone Our system adopts the widely-used two-stage design [22, 24, 25, 11, 4].
We leverage the Detection Transformer (DETR) [1] to predict object bounding boxes and labels. It has
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Figure 1: Illustration of the model architecture we construct to showcase the effectiveness of our
Bayesian classification head that utilizes the relationship hierarchies. It performs pairwise relationship
reasoning for each directed edge in the graph and predicts the probability distributions of both
relationship super-categories and detailed categories within each super-category.

a ResNet-101 feature extraction backbone [5] and a transformer encoder [1, 21] that contextualizes
the feature space with global information. Its output still preserves its spatial dimensions and serves
as the image features I ∈ Rh×s×t, where h is the hidden dimensions, and s and t denote its spatial
dimensions. We also employ the MiDaS [14] single-image depth estimation network to provide depth
maps D for input images. The final image features I ′ = concat{I,D} ∈ R(h+1)×s×t serve as the
inputs to the subsequent networks for relationship reasoning.

Direction-aware masking After extracting I ′, the model considers each pair of object instances.
We construct a combined feature tensor by masking I ′ with the bounding boxes M i,M j ∈ Rs×t

of the subject and object, resulting in two feature tensors I ′
i, I

′
j ∈ R(h+1)×s×t. The order of these

two tensors matters. For example, choosing <bike, has, wheel> or <wheel, of, bike> depends on
which instance is considered as the subject and which one as the object. Therefore, we avoid using a
union mask of the subject-object pair but instead, perform two separate passes through the model,
depicted in Figure 1. One pass considers I ′

i as the subject and concatenates them as I ′
ij , while the

other pass swaps their roles to yield I ′
ji. Each one is fed to subsequent convolutional layers, flattened,

concatenated with four one-hot vectors encoding the categories and super-categories associated with
the subject and the object, and reduced to a 512-dimensional hidden vector denoted as Xij .

Bayesian prediction head Inspired by Baye’s rule, the head predicts from Xij a scalar con-
nectivity score 0 ≤ eij ≤ 1, the probability of three relationship super-categories rsup

ij =

[p(geo), p(pos), p(sem)] ∈ R3, and the conditional probability distributions {rsub
ij = p(r̃sub

ij |sub) |
sub ∈ [geo, pos, sem]} under each super-categories, respectively, each of which is computed by
multiplying its conditional probability vector with the associated super-category probability.

eij = Sigmoid
{
X⊤

ijW
conn

}
(1)

rsup
ij = [p(geo), p(pos), p(sem)] = SoftMax

{
X⊤

ijW
sup

}
(2)

rsub
ij = SoftMax

{
X⊤

ijW
sub ∗ p(sub)

}
, for sub ∈ [geo, pos, sem], (3)

where ∗ is the scalar product and all W s are the learnable parameter tensors of linear layers.
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To train the Bayesian classification head, we apply one cross-entropy loss to the super-categories
and another cross-entropy loss to the detailed relationships under the ground-truth super-category.
Furthermore, we use a supervised contrastive loss [7] shown in Equation 4 to minimize the distances
between hidden states corresponding to the same relation class (set P (ij)), while maximizing the
distances between those from different relationship classes (set N(ij)).

Lcontrast ∼
∑

p∈P (ij)

log
exp

(
X⊤

ijXp/τ
)

∑
n∈N(ij) exp

(
X⊤

ijXn/τ
) , where τ is the temperature. (4)

The model yields three predicates on each edge, one from each disjoint super-category, which
maintains the exclusivity among predicates within the same super-category. While keeping the same
evaluation metrics that focus on recall scores within the top k most confident predicates in an image,
all three predicates from each edge will participate in the ranking. Because there will be three times
more candidates, we are not trivially relieving the graph constraints [13, 25] to make the task simple.

We find it common for one or two predicates from the same edge to appear within the top k of
the ranking, providing potentially matched solutions at disjoint super-categories to enhance the
performance, while pushing more valueless predicates out of the rank. This design leverages the
super-category probabilities to guide the network’s attention toward the appropriate conditional output
heads, enhancing the interpretability and performance of the system. Furthermore, the use of separate
but smaller linear layers does not exacerbate the number of parameters or scalability issues.

3 Experiments

Dataset and training techniques Our experiments are conducted on the Visual Genome dataset [9],
following the same pre-processing procedures outlined in [22]. We filter out the top 150 object
categories and 50 relationship predicates, resulting in nearly 75.7k training images and 32.4k
testing images. We adopt the DETR pretrained by [10] and freeze its parameters throughout all
our experiments. The subsequent model is trained using SGD with a learning rate of 1e-5, a step
scheduler to reduce the learning rate by 10 at the third epoch, and a batch size of 16 for 3 epochs on
four NVIDIA V100 GPUs. The average inference time is 0.16 seconds per image.

Evaluation metrics We assess performance using R@k and mR@k metrics [12, 20]. R@k
measures the recall within the top k most confident predicates per image, while mR@k computes the
average across all relationship classes. We conduct three tasks: (1) Predicate classification (PredCLS)
predicts relationships with known bounding boxes and labels. (2) Scene graph classification (SGCLS)
only assumes known bounding boxes. (3) Scene graph detection (SGDET) has no prior knowledge.

Results We compare our model with state-of-the-art methods and include preliminary ablation
studies in Table 1 and 2. The most important comparison is between “ours" and “ours [a]" in Table 1,
where we compare a model with a flat classification head and a model with the Bayesian classification
head. The flat model without the hierarchical structure achieves inferior scores, as expected. However,
despite the simplicity of our architectural design, adding the hierarchical relationships enhances
the scores by a large margin particularly on the PredCLS task and allows our model to achieve a
competitive performance. The approach also exhibits strong zero-shot performance in Table 3.

Figure 2 illustrates some predicted scene graphs. Each edge is annotated with the top predicate
from three distinct super-categories. It is intriguing to discover that there are numerous reasonable
predicates aligned with human intuitions but not annotated in the dataset, marked in blue. There are
also scenarios where the top predicate under the second most likely super-category is picked by the
dataset as the ground truth. Conventional algorithms would classify this edge as a false negative, but
our approach acknowledges it as long as it still appears within the top k of the ranking. We strongly
believe that creating an extensive set of predicates is beneficial for practical scene understanding.

4 Discussion and Future Work

We present a straightforward yet powerful scene graph generation algorithm that effectively exploits
relationship hierarchies. The resulting system adopts a Bayesian prediction head, enabling simulta-
neous prediction of the super-categories and specific relationships within each super-category. This
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Figure 2: Examples of generated scene graphs. We only show the most confident edges with their
top one predicates under all three super-categories and the super-category probabilities. We sketch
(1) solid pink arrow: true positives. (2) dotted pink arrow: false negatives. (3) solid blue arrow:
reasonably true positives not yet annotated in the dataset. (4) solid gray arrow: false positives.

Table 1: Test results and ablation studies. [a] means hierarchical relationship.

PredCLS SGCLS SGDET

Methods R@20 R@50 R@100 R@20 R@50 R@100 R@20 R@50 R@100

NeuralMotifs [25] 58.5 65.2 67.1 32.9 35.8 36.5 21.4 27.2 30.3
HC-Net [16] 59.6 66.4 68.8 34.2 36.6 37.3 22.6 28.0 31.2
GPS-Net [11] 60.7 66.9 68.8 36.1 39.2 40.1 22.6 28.4 31.7
BGT-Net [4] 60.9 67.3 68.9 38.0 40.9 43.2 23.1 28.6 32.2

RelTR [3] 63.1 64.2 - 29.0 36.6 - 21.2 27.5 -
ours 61.1 73.6 78.1 30.6 36.0 37.6 22.8 29.3 32.1

ours w/o [a] 56.6 66.6 69.1 29.5 33.8 34.8 20.2 26.3 28.1

mR@20 mR@50 mR@100 mR@20 mR@50 mR@100 mR@20 mR@50 mR@100
NeuralMotifs [25] 11.7 14.8 16.1 6.7 8.3 8.8 4.9 6.8 7.9
Motif+EB [18] 14.2 18.0 19.5 8.2 10.2 10.9 5.7 7.7 9.3
GPS-Net [11] 17.4 21.3 22.8 10.0 11.8 12.6 6.9 8.7 9.8
BGT-Net [4] 16.8 20.6 23.0 10.4 12.8 13.6 5.7 7.8 9.3

RelTR [3] 20.0 21.2 - 7.7 11.4 - 6.8 10.8 -
ours 14.4 20.6 23.7 7.7 10.4 11.9 4.1 6.8 8.7

ours w/o [a] 9.5 14.5 14.9 5.8 7.2 7.8 3.2 4.6 5.4

Table 2: More ablation studies (PredCLS). [b] ours
w/o the depth maps. [c] ours w/o the supervised
contrastive loss.

Methods R@20 R@50 mR@20 mR@50

[b] 62.5 74.2 15.5 21.6
[c] 62.1 74.7 14.8 20.4

Table 3: Zero-shot recall [19] (PredCLS).

Methods zsR@20 zsR@50

NeuralMotifs [25] 1.4 3.6
Motif+EB [18] 2.1 4.9

VC-TDE+EB [18] 9.6 15.1

ours 10.9 20.4
ours w/o [a] 9.4 14.7

preliminary study suggests that factorizing the final probability distribution over the relationship
categories could enhance the scene graph generation performance, and produce a diverse set of
predicates beyond dataset annotations. It also shows strong zero-shot performance. In the near future,
we are going to perform more comprehensive ablation studies and experiments on different datasets,
and most importantly, extend our hierarchical classification scheme, as a portable module, to other
existing state-of-the-art scene graph generation algorithms and enhance their results.
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