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Abstract

Large language models (LLMs) have demon-
strated remarkable evaluation and critique capa-
bilities, providing insightful feedback and iden-
tifying flaws in various tasks. These critique
abilities have shown great potential in improv-
ing the performance of LLMs. However, lim-
ited research has explored which types of cri-
tiques are most effective for improving model
responses or how to generate such critiques.
To address this gap, we introduce Refinement-
oriented Critique Optimization (RCO), a novel
framework designed to train critic models using
refinement signals. By evaluating refinement
performance, RCO identifies effective critique
strategies for improving model outputs and
learns to generate these critiques. Extensive ex-
periments demonstrate that RCO significantly
outperforms conventional LLM-generated cri-
tiques in refining responses. Notably, RCO not
only enhances the policy model used during
training but also exhibits strong transferability,
effectively aiding other models in response re-
finement. Our code and data will be publicly
available upon acceptance of this paper.

1 Introduction

Large language models (LLMs) (OpenAl, 2022;
Achiam et al., 2023) have demonstrated remark-
able performance across diverse tasks (Laskar et al.,
2023; Ahn et al., 2024), ranging from instruction
following (Ouyang et al., 2022) to reasoning (Plaat
et al., 2024) and question answering (Allemang
and Sequeda, 2024). However, their black-box
nature often results in factual inaccuracies and hal-
lucinations (Zhang et al., 2023), underscoring the
need for robust mechanisms to ensure reliability
and accuracy. critic models, designed to critically
evaluate LLM outputs and generate natural lan-
guage critiques, have emerged as a promising so-
lution (Pan et al., 2024; Lan et al., 2024b; Chang
et al., 2024). These models aim to provide com-
prehensive assessments, accurately identify errors,
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Figure 1: A comparison between previous methods,
which annotated preferences based on the quality of
critique and not helpful for refinement, and our method,
which annotate preference of refined responses and is
helpful for refinement.

and suggest constructive improvements, enabling a
feedback loop for enhanced LLM performance (Li
et al., 2023; Kim et al., 2024). Recent advance-
ments in critic model training involve the use of
human-curated datasets and alignment algorithms,
such as supervised fine-tuning (SFT) and reinforce-
ment learning (Cui et al., 2023). These approaches
have yielded encouraging results in enabling critic
models to judge and detect flaws in LLM-generated
responses effectively.

However, existing methods for training critique
models, primarily focused on enhancing their abil-
ity to assess answer quality, face significant lim-
itations (Li et al., 2023; Cui et al., 2023). These
models, although proficient at generating "good"
critiques, often fail to facilitate meaningful refine-
ments in the responses of actor models. This prob-
lem arises because the critiques, while high-quality
from a human perspective, are often difficult for
actor models to interpret and act upon effectively.
Furthermore, training a critique model typically
requires large-scale human-annotated datasets (Li
et al., 2023; Lan et al., 2024a) or human-curated
error cases (McAleese et al., 2024), both of which
are resource-intensive to produce and challenging
to generalize. The inherent subjectivity of critique



quality adds another layer of complexity, leading
to inconsistencies and biases in data collection that
further undermine the effectiveness of these mod-
els (Sun et al., 2024).

To address these challenges, we propose
Refinement-oriented Critique Optimization (RCO),
a novel training paradigm for critic models. As
shown in Figure 1, unlike conventional meth-
ods (Ke et al., 2024; McAleese et al., 2024) that rely
on directly annotating preferences for critiques—a
task that is both labor-intensive and prone to subjec-
tivity—our approach integrates critique evaluation
into the refinement process. Specifically, we feed
each critique along with the initial response into
the actor model (the model generating the initial
response) and prompt it to produce multiple refined
responses based on the critique. Subsequently, pref-
erences between the refined responses and the ini-
tial response are annotated, and we quantify the pro-
portion of refinements that are preferred. This pro-
portion serves as the reward signal for training the
critic model. By focusing on refinement outcomes,
our method avoids the challenges of direct critique
preference annotation and ensures that critiques
leading to better refinements receive higher reward
scores. Consequently, critic models trained with
RCO are better equipped to generate actionable
critiques that drive significant improvements in pol-
icy model outputs. We evaluate RCO across five
tasks—dialog generation, summarization, question
answering, mathematical reasoning, and code gen-
eration—using baseline models without reinforce-
ment learning, models trained with Direct Prefer-
ence Optimization (DPO) (Rafailov et al., 2023),
and advanced open-source models. Experimental
results reveal that RCO substantially enhances the
referee capabilities of critic models, outperforming
existing open-source approaches across multiple
benchmarks.

The contribution of our work are three-fold: (1)
We propose a method for training critic models
that prioritizes generating actionable critiques, en-
abling more effective refinement of policy model re-
sponses. This approach addresses the limitations of
existing methods by aligning critiques with the im-
provement of policy outputs. (2) Instead of directly
annotating preferences for critiques—a challeng-
ing and error-prone process—we introduce a novel
annotation scheme that focuses on preferences for
refined responses. This approach significantly re-
duces the cost and inaccuracies associated with
critique annotation while ensuring that critiques

leading to meaningful refinements are rewarded ap-
propriately. (3) Our method is rigorously evaluated
across five diverse tasks, demonstrating substantial
improvements in critique quality and refinement
capabilities compared to existing methods. Addi-
tionally, we conduct an in-depth analysis to explore
the effectiveness and impact of our approach, pro-
viding valuable insights into the alignment of critic
models with policy model improvement.

2 Related Work

Critique Ability of LLMs The rapid development
of large language models (LLMs) has underscored
the importance of enhancing their critique capabili-
ties. Advanced models like GPT-4 (Achiam et al.,
2023) have proven effective evaluators (Li et al.,
2023; Kim et al., 2024; Cao et al., 2024). How-
ever, most state-of-the-art LLMs are only avail-
able via APIs, prompting researchers to reduce
costs and improve evaluation stability by collect-
ing critique data from these models and fine-tuning
open-source models in a supervised manner. De-
spite these efforts, quality issues persist due to the
complexity of critique tasks. To address this, Mu-
rugadoss et al. (2024) employs prompt engineer-
ing to design metrics for assessing critique ability.
Verga et al. (2024) proposes "evaluation commit-
tees" of multiple LLMs to reduce model bias. Ke
et al. (2024) generated golden critique dataset from
paired model responses and reference responses
and fit a critic model to the dataset, whileLan et al.
(20244a) uses a multi-agent framework to collect
and filter preference-based critique data. In con-
trast, our method improves critique data quality by
annotating refined responses, with their preferred
rates serving as rewards for training evaluator mod-
els. This method directly enhances critique quality
by leveraging the refined responses.
Preference-Based Reinforcement Learning
Reinforcement Learning from Human Feedback
(RLHF) (Ziegler et al., 2019) is widely used to
guide LLMs in generating human-preferred re-
sponses. Scheurer et al. (2023) trained reward
models via RLHF using human-annotated pair-
wise comparisons. Recent approaches have ap-
plied RLHF to improve LLM critique abilities,
such as CriticGPT (McAleese et al., 2024), which
trains critic models using human-crafted errors in
code generation, and Wang et al. (2024), who col-
lects preference critique pairs by comparing LLM-
generated and human-annotated scores. However,
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Figure 2: The illustration of our method RCO, describing our data collection and training process.
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these methods are limited by the high cost of hu-
man annotations and the uncertain quality of cri-
tique datasets (Sun et al., 2024). In contrast, our
approach reduces reliance on human annotations,
offering a clear standard for good critiques that
effectively help actor models refine their responses.

3 Methodology

The overall structure of our methodology are illus-
trated in Figure 2.

3.1 Formulation

Our approach begins with a prompt dataset, de-
noted as D. For each prompt € D, an initial re-
sponse Yo is sampled using an actor model 7 (yo|x).
Subsequently, the base p(clyo, x) is
employed to generate /N distinct critiques, de-
noted as ¢y, ca, . . ., ¢, for the initial response .
Each critique ¢; is then fed back into the actor
model 7, which produces M distinct refined re-
sponses, ¥;1,%:2,---,YiM- The distribution for
sampling these refined responses is denoted as

Ty (y’civ Yo, SU)
Refinement Preferred Rate. In our framework,

the refinement preference rate serves as the reward
signal for training the . Specifically,

the refinement preferered rate R(c;|yo,z) for a
given critique ¢; is defined as the probability that
a response y, sampled from 7, (y|c;, yo, ©), is pre-
ferred over the initial response yo:

R(Ci’yﬂax) = Eyeﬂcip(y - yO) (1)
To estimate R(c;|yo, z), we approximate it using
the following sampling-based approach, by defin-
ing a preference score (PS) for the revised response
y;; and the initial response yo:
M

1
R(cilyo, x) ~ szs(yij,yo)
=1

2

In this equation, the preference score PS(yi;, yo)
is determined by annotators according to the fol-
lowing rules:

1. PS(yij,yo) = 1if the refined response y;; is
preferred over the initial response .

2. PS(yij,y0) = 0.5 if both responses are con-
sidered equally good.

3. PS(yij,y0) = 0 if the initial response yo is
preferred over the refined response y;;.
This process is repeated for each critique ¢;, and

the resulting refinement preference rates are used
as rewards during the training of the critic model.



Training Objective. The Direct Reward Opti-
mization (DRO) (Richemond et al., 2024) objec-
tive is employed as the training objective in our
experiment. The DRO loss function is defined as
follows:

1 N
IN Z (R(cilyo, x) — Vs (yo, )
i=1
po(cilyo, I))Q

p(cilyo, )

Lpro(ps) =

—plog
3)

where Vj3(yo, x) is the value function. This term
can be approximated via sampling:

1
Vs(yo, ) = Blog Epelyo,z) €XP <5R(c|y0,93)>

~ ,Blog— Zexp <; (¢ilyo, ))

“4)
where each R(c;|yo, x) for critique ¢; is determined
by Equation 2. Compared to traditional preference-
based learning methods such as Direct Preference
Optimization (DPO) (Rafailov et al., 2023), DRO
leverages scalar reward values more effectively, en-
abling the critic model to learn a more nuanced re-
ward representation. This advantage allows DRO to
better capture complex reward structures, thereby
improving overall model performance.

Task ‘ Dataset

HH-RLHF (Bai et al., 2022)

‘ Amount

| 2.000

Dialog ‘

Summarization TL:DR (Stiennon et al., 2020) 710
CNN DailyMail (See et al., 2017) 1,000

Commonsense QA (Talmor et al., 2019) 500

Question Trivia QA (Joshi et al., 2017) 500

Ans»\;erin AmbigQA (Min et al., 2020) 500

g ARC-Challenge (Clark et al., 2018) 500

ELIS5 (Fan et al., 2019) 500

MathQA (Amini et al., 2019) 500

Mathematical TheoremQA (Chen et al., 2023a) 500

Reasoning AQuA (Ling et al., 2017) 500

TabMWP (Lu et al., 2022) 500

Code HumanEval (Zheng et al., 2023) 820

Generation DS-1000 (Lai et al., 2022) 970
Total | 10.000

Table 1: All 14 source datasets and the amount for
prompt dataset collection.

3.2 Training Data Collection

Dataset Overview. The first step of our method
involves the collection of the prompt dataset D,
which consists of five distinct tasks: dialog gener-
ation, summarization, question answering, math-
ematical reasoning, and code generation. These

tasks are sourced from a total of 14 different
datasets, with additional details provided in Table
1. In total, 10,000 unique prompts are gathered for
our experiment.

Collection of Initial Responses. To generate
the initial responses, we utilize four distinct ac-
tor models: LLaMa-2-7B-Chat, LLaMa-2-13B-
Chat, LLaMa-2-70B-Chat, and LLaMa-3-8B-
Instruct (Touvron et al., 2023). These models gen-
erate responses to the 10,000 prompts, resulting in
40,000 unique responses. From this pool, 1,200 re-
sponses are randomly selected to form the test set,
ensuring that 800 responses are assigned to each
task and 1,000 responses are allocated to each actor
model. The remaining responses are used to con-
struct the training set. For each critic model, 2,000
responses are selected from each actor model’s
output, resulting in a total of 8,000 responses for
training. Crucially, the prompts in the training and
test sets are disjoint, ensuring unbiased evaluation.

Critique Generation. To facilitate the critique
process, we employ five distinct base :
LLaMa-2-7B-Chat, LLaMa-2-13B-Chat, LLaMa-
3-8B-Instruct, Auto-J-13B (Li et al., 2023), and
UltraCM-13B (Cui et al., 2023). Each model is
tasked with generating critiques for the initial re-
sponses. Specifically, each produces
N = 4 critiques for every initial response yg in
the training set. This process ensures a more accu-
rate approximation of the normalization constant
Z(yo,x), contributing to the refinement of the
training procedure.

Refinement Generation Based on Critiques.
During the refinement phase, the actor model that
generated the initial response g is responsible for
refining its output based on the critiques it receives.
For each critique ¢;, the actor model generates
M = 5 distinct refined responses. This multiple-
response approach enables a better approxima-
tion of the refinement preference rate R(c;|yo, x),
allowing for a more nuanced assessment of the
model’s ability to improve based on feedback.

Refinement Preferred Rate Calculation. As de-
picted in Figures 1 and 2, we calculate the refine-
ment preferred rate R(c;|yo, x) as the reward signal
for each critique. To achieve this, we utilize the
Owen-2.5-72B-Instruct (Team, 2024) model to an-
notate the preference of each refined response y;;
in comparison to its corresponding initial response



yo. The preference between responses is calcu-
lated according to the rules outlined in Section 3.1,
where we compute P(y;; > yo). To mitigate posi-
tional bias in the annotation process, we alternate
the positions of the refined response and the initial
response for each annotation. This ensures that
each response is evaluated in both positions. The
final refinement preferred rate R(c;|yo, z) for each
critique ¢; is computed as the average of 2M=10
individual annotations. This approach ensures a
robust and balanced evaluation of the refined re-
sponses, accounting for any potential bias in the
annotation process. We report the prompts we used
during data collection in Appendix A.

4 Experiment

In this section, we describe the benchmarks, evalu-
ation metrics, baselines, and experimental results
used to assess the performance of our proposed
method.

4.1 Benchmarks and Evaluation Metrics

In our experiment, we use the test dataset described
in Section 3.2 for evaluation of refinement pre-
ferred rate, and CriticEval (Lan et al., 2024b) and
CriticBench (Lin et al., 2024) benchmark for hu-
man evaluation.

Test Dataset The first benchmark is the test
dataset described in Section 3.2, which consists
of 1,200 distinct responses. For each prompt, we
generate a critique from the critic model, followed
by a refined response generated by the actor model.
Both the critique generation and refinement pro-
cesses employ greedy sampling. We use two met-
rics for this benchmark: (1) average preference
score (PS) and (2) average response quality score
(RQS). For preference score, we prompt GPT-4
evaluator to return the preference of each refined
response compared to its corresponding initial re-
sponse. Subsequently, we calculate the average
preference score as the definition provided in Sec-
tion 3.1. For average response quality score, we
prompt GPT-4 to provide a preference score for
each of the initial response and all refined responses
on a scale from 1 to 10, where a higher score indi-
cates a better response. We report the prompts we
used during valuation in Appendix B.

CriticEval and CriticBench The second bench-
mark combines two widely used evaluation
datasets, CriticEval and CriticBench, to assess the

critique ability of various models across multiple
tasks. Human evaluation is used to assess the qual-
ity of critiques and refinements. Specifically, the
evaluation is structured as follows:

1. We directly compare the critiques generated
by our method and the baselines.

2. We generate refinements for both the critiques
produced by our method and the baselines
using LLaMa-2-7B-Chat, and the refinements
are then compared for quality based on human
assessment.

For the human evaluation, we sample 200 re-
sponses from the benchmark, ensuring that each
task has 40 responses, and engage 3 NLP re-
searchers to annotate the preferences of critiques
and refinements. Given that the code generation
task in CriticEval overlaps with our training dataset,
and that CriticBench contains only reasoning and
code generation tasks, we select the code genera-
tion task from CriticBench and the remaining four
tasks from CriticEval. Notably, we ensure that the
prompts in the test sets are from disjoint source
datasets with the prompt in the training sets, ensur-
ing unbiased evaluation.

4.2 Baselines

We evaluate our method against the following four
types of baselines:

1. Base Critic Models: The five base critic mod-
els described in Section 3.2.

2. Self-refinement Results: According to prior
works (Madaan et al., 2023; Chen et al.,
2023b), directly prompting the actor model
itself to revise its own response without any
critiques proves a strong baseline. Following
previous works (Akyiirek et al., 2023), we add
Self-refinement as a baseline for our experi-
ment. For each initial response in the test set,
we use the actor model that generated it to
directly refine its own response into a better
one. We then evaluate the average preference
score and response quality score of the refined
response.

3. Large Open-Source LL.Ms: We compare
against large models such as LLaMa-2-70B-
Instruct and LLaMa-3-70B-Instruct.



Critique Dialog Summ. QA. Math Code Overall
Model Method
ode PS RQS| PS RQS| PS RQS| PS RQS| PS RQS| PS RQS
Initial Answer - 637 - 642] - 606| - 448 | - 422| - 551
BASELINES
LLaMa-2-70B-Chat 9146 7.83 | 88.12 820 | 7833 7.33 | 62.50 5.09 | 6521 549 | 77.12  6.79
LLaMa-3-70B-Instruct ~ 91.25 7.53 | 86.88 8.01 | 75.73 7.04 | 7552 6.08 | 82.38 6.15 | 8235 6.96
Self-refinement 8729 734 | 7937 777 | 7125 646 | 59.62 5.02 | 69.37 547 | 73.38 6.41
Aligner 4429 630 | 50.16 6.64 | 4752 6.19 | 5461 490 | 38.00 439 | 4692 5.68
CRITIC MODELS

[LaMao. Basemodel 9104 7585|8458 815 |76.67 7.11 6062 4388|6229 530 |7504 6.66
7B-Chat +DPO 9458 795 | 8375 827 | 86.04 7.65 | 6146 5.09 | 70.00 5.11 | 79.17 6.81
+RCO (Ours) 95.42 7.99 [ 9208 8.30 | 93.51 8.06 | 65.83 5.61 | 7427 5.69 | 8422 7.13
[LaMao. Basemodel 8958 1772|8688 799 | 81.80 7.04 | 6172 5.15|6646 534 | 7729 6.65
13§-cahat +DPO 87.50 7.70 | 85.83 8.02 | 84.79 7.19 | 66.87 5.45 | 60.62 529 | 77.12 6.73
+RCO (Ours) 92.92 7.88 | 90.62 8.08 | 9271 7.81 | 67.08 573 | 7271 549 | 8321 7.00
[LaMa3. Basemodel 8750 770 | 8833 794 | 7427 7.04 | 6506 553 |79.17 603 | 78.87 6.85
SB_BI‘HSZ'UC} +DPO 9146 7.81 | 9125 8.14 | 73.74 7.13 | 64.58 534 | 6778 537 | 7176  6.76
+RCO (Ours) 94.17 7.84 | 9208 829 | 9417 7.82 | 7573 6.30 | 82.50 6.24 | 87.73 7.30
Base model  79.79 7.66 | 89.17 8.08 | 71.55 6.84 | 59.58 4.57 | 66.95 5.0 | 73.41 6.53
Auto-J-13B +DPO 87.50 7.85 | 84.58 8.11 | 84.38 747 | 6723 5.57 | 68.54 556 | 7845 691
+RCO (Ours) 9125 791 |93.13 820 | 9042 7.83 | 7146 5.64 | 71.34 558 | 83.52 7.03
Ulracyr.  Basemodel 7000 7.19 | 7646 7.66 | 63.54 6.58 | 6458 505 | 69.58 5.54 | 68.83 6.40
13B +DPO 79.17 7.50 | 8625 7.95 | 73.12 6.76 | 62,71 4.83 | 6438 536 | 73.13 6.48
+RCO (Ours) 91.46 7.76 | 94.58 8.06 | 88.12 7.43 | 6744 5.53 | 7771 5.71 | 83.86 6.90

Table 2: Evaluation results of our method and baselines, in terms of preference score (PS) and refinement quality
score (RQS). Summ. and QA. are the shorter form of summarization and question answering tasks, respectively.

4. Aligner-7B-V1.0: Aligner (Jiet al., 2024) is a
model-agnostic plug-and-play module that di-
rectly refines the response into a better one. It
is trained on dialog generation tasks from the
base model LLaMa-2-7B. In our experiment,
we prompt the model Aligner-7B-V1.0 to gen-
erate refined responses and then evaluate the
average preference score and response quality
score of them.

5. DPO-trained Critic Models: We use
the same annotator model, Qwen-2.5-72B-
Instruct, to directly annotate critique prefer-
ence pairs in the training dataset. For the
N = 4 setting used in our experiments, we
annotate the preference between critique pairs
(c1,¢2) and (c3,cq). After filtering out in-
valid and inconsistent annotations, we gather
around 11,000 preference pairs for each critic
model. These preference pairs are used to
train critic models via the DPO algorithm.

4.3 Experimental Results on the Test Dataset

We evaluate the performance of our method, trained
on all base critic models, against the baseline mod-
els on the test dataset. The results, presented in
Table 2, demonstrate that our method significantly
outperforms all baseline models, both in terms of
the refinement preferred rate and the quality of the
refined responses. This indicates that our method
effectively trains critic models to enhance the actor
model’s ability to revise and improve its responses.

Specifically, our approach surpasses the base
critic model across all tasks, providing robust
evidence for the benefits of training critic mod-
els. Furthermore, smaller models trained with
our method consistently outperform larger mod-
els within the same model series (e.g., LLaMa-2-
7B-Chat vs. LLaMa-2-70B-Chat, LLaMa-3-8B-
Instruct vs. LLaMa-3-70B-Instruct), highlighting
the competitive performance of our method even
with relatively smaller models. Remarkably, our
model exhibit superior results in terms of both
PS and RQS against refinement baselines, self-
refinement and Aligner, showcasing the effective-
ness of our generated critiques. Especially, our
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Figure 3: Visualization of human evaluation results in terms of critique quality evaluation and refinement quality
evaluation. The agreement rate of annotators for critique and refinement evaluation is 54.5% and 73%.
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Figure 4: Refinement quality score of iterative refinement results.

method outperform self-refinement across all tasks
with every base critic models, while other baselines
fail on at least one task.

In contrast, the DPO-trained models show only
marginal or no improvements over the base models
and fail to outperform the larger models. This sug-
gests that directly annotating critique preferences
with large language models yields low annotation
accuracy, which in turn limits the effectiveness of
the DPO approach for training robust critic models.

When analyzing across different tasks, our
method demonstrates a distinct advantage over
larger baselines in the domain of question answer-
ing. Compared to base models and DPO-trained
models, the superiority of our approach are most
evident in mathematical reasoning and code gen-

eration tasks. In contrast, DPO models exhibit
comparable performance to our method in dialog
generation and summarization tasks.

4.4 Human Evaluation

In the human evaluation, we focus on the base
critic model that exhibited the best performance in
the automated evaluation, LLaMa-3-8B-Instruct,
due to the massive cost associated with human
evaluation. The baseline models considered in-
clude the base model, the large model LLaMa-3-
70B-Instruct, and the DPO-trained LLaMa-3-8B-
Instruct. The overall results from human eval-
uation, summarized in Figure 3, align with the
findings from the test dataset, demonstrating that
our method outperforms the baseline models in



the quality of both critique and refined responses.
Specifically, our method consistently surpasses the
baseline models in terms of both the quality of
critiques and the quality of the refined responses.
These results underscore the efficacy of our ap-
proach in enhancing actor model responses through
structured critique generation and refinement.

An intriguing observation from the human eval-
uation is that human preferences for critiques do
not always align with the preferences for the refine-
ments generated from those critiques. Specifically,
critiques generated by LLaMa-3-70B-Instruct were
the least preferred by human annotators, and cri-
tiques generated by DPO method are the most pre-
ferred, even achieving comparable performance to
our method. However, all three baselines exhibit
similar performance on human preferences of re-
finements. This suggests that a critique considered
favorable by human annotators may not necessarily
result in a refined response that aligns with human
preferences, highlighting the inherent complexity
of the critique-refinement process.

5 Analysis

5.1 Iterative Refinement

Previous studies have explored the enhancement of
LLM:s through iterative self-critique and refinement
processes. However, these approaches have been
critiqued in subsequent research, which suggests
that LLMs may not always improve through this
method. In contrast, our work aims to demonstrate
that critic models, trained using our refinement-
oriented methodology, can effectively facilitate
continuous improvement in the responses gener-
ated by actor models during iterative critique and
refinement. We conducted experiments using two
base models, LLaMa-2-7B-Chat and LLaMa-3-8B-
Instruct, subjecting them to a three-turn critique-
refinement cycle. The quality of the refinements
was evaluated across each iteration for both our
method and several baseline approaches, with the
results presented in Figure 4. The findings indi-
cate that our method consistently maintains a sta-
ble upward trend in performance across iterations,
whereas the baseline methods show limited im-
provement after the second iteration. This progres-
sive enhancement underscores the superiority of
our approach in guiding the iterative refinement of
actor models.

5.2 Case Analysis

To further investigate why our method produces
more effective critiques for refining actor models,
we selected two representative examples from the
dataset. These cases, along with the critiques gen-
erated by our method and the baseline approaches,
as well as the refinements produced by LLaMa-2-
7B-Chat, are presented in Figure 5-9 in Appendix
due to limitation of spaces.

The case analysis reveals that our proposed
method is capable of generating correct and con-
cise critiques, offering clear, actionable sugges-
tions that are easy for the actor model to follow.
In contrast, DPO models, which are trained using
LLM-annotated preferences, tend to provide more
detailed analyses but their suggestions are often
vague and less specific. For instance, a recom-
mendation such as "Use specific language" is too
ambiguous for effective implementation by the ac-
tor model. Furthermore, DPO models occasionally
misidentify the target of critique, mistakenly focus-
ing on the article rather than the summary. These
observations highlight the efficacy of our method
in training critic models that generate more precise
and helpful critiques for the iterative improvement
of actor models, especially when compared to al-
ternative approaches such as DPO.

6 Conclusion

In this paper, we presented RCO, a novel approach
to training critic models to enhance the effective-
ness of actor model refinement. We proposed a new
annotation scheme that focuses on preferences for
refined responses, significantly reducing the cost
and inaccuracies associated with traditional critique
annotations while maintaining the effectiveness of
the critique process. Finally, we provide rigorous
evaluations across five diverse tasks, demonstrat-
ing the substantial improvements in both critique
quality and refinement capabilities when compared
to existing methods. The in-depth analysis further
highlights the effectiveness of our approach and
its potential for advancing the alignment of critic
models with policy model enhancement. These
contributions offer valuable insights into the design
of more efficient and scalable systems for model
refinement, paving the way for future research in
this area.



Limitation

Despite the effectiveness and strong potential of
RCO for broader applications, several limitations
warrant further investigation and improvement.
One key limitation is the inaccurate estimation of
R(ci|yo, x) and V(yo, ). In our study, we sample
4 critiques to estimate Vj3(yo, =) and 5 refined re-
sponses to estimate R(c;|yo, ), which maybe not
sufficient. However, to achieve more accurate es-
timates, more data and annotations are required,
which increase the cost for data collection. Addi-
tionally, our approach focus solely on critic models,
failing to train actor models for improved utiliza-
tion of critiques for refinement. Moving forward,
we aim to develop more efficient methods for train-
ing the critic model. Furthermore, we are interested
in advancing techniques for actor models to better
interpret natural language critiques and leverage
them to enhance their responses.

Ethical Consideration

In this work, we leveraged several available
datasets to construct the training dataset of RCO.
The HH-RLHF (Bai et al., 2022), TL;DR (Sti-
ennon et al., 2020), Commonsense QA (Talmor
et al., 2019), TheoremQA (Chen et al., 2023a)
and TabMWP (Lu et al., 2022) are under MIT
licenses; the CNN DailyMail (See et al., 2017),
MathQA (Amini et al., 2019), AQuA (Ling et al.,
2017) and HumanEval (Zheng et al., 2023) are un-
der Apache licenses; the AmbigQA (Min et al.,
2020), ARC-Challenge (Clark et al., 2018) and
DS-1000 (Lai et al., 2022) are under CC BY-SA li-
censes; the ELI5 (Fan et al., 2019) dataset is under
BSD license.

In these datasets, there exists some instructions
with security issues. However, in RCO training, we
constructed optimized prompt pairs that provide
safety enhancements to these unsafe instructions,
further mitigating the security issues.
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A Data Construction Prompts

Since our dataset construction process involves
multiple stages, including prompt generation, ini-
tial responses, critiques, and revised responses,
and 5 different tasks, we design distinct prompts
for each stage and task. The prompts for ini-
tial response generation are shown in Table 3.
The prompts for critique collection are shown in
Table 4-8. The prompts for refinement gener-
ation are shown in Table 11-15. The prompts
for self-refinement generation are shown in Ta-
ble 16-20. Note that we have distinct prompts
for two code generation datasets, HumanEval and
DS-1000, since a prompt format is already pro-
vided for DS-1000 in its repository. For Auto-J-13B
and UltraCM-13B whose input prompt formats are
given, we directly adopt their prompt format in
data construction, training and testing, as shown in
Table 9 and 10. For the rest base models, we use
the designed input prompt formats.

For annotation, the prompt for annotating pref-
erences for refinements are shown in Table 21-25,
and the prompt for annotating preferences for cri-
tiques are shown in Table 26-30.

B Evaluation Prompts

Our evaluation process involves GPT-4 scoring
and preference evaluation, and we design distinct
prompts for each of the evaluation settings and task.
The prompts for preference annotation and prefer-
ence scoring are shown in Table 21-25, and the
prompts for response quality scoring are shown in
Table 31-35.

C Training Details

In our experiment, we train our method RCO on 5
base critic models: LLaMa-2-7B-Chat, LLaMa-2-
13B-Chat, LLaMa-3-8B-Instruct, Auto-J-13B, and
UltraCM-13B. We train the smallest model LLaMa-
2-7B-Chat on 4 NVIDIA H800 80GB GPUs with
a batch size of 2, a gradient accumulation of 4
and 100 warmup steps. We train the medium-sized
model LLaMa-3-8B-Instruct on 4 NVIDIA H800
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80GB GPUs with a batch size of 1, a gradient ac-
cumulation of 8 and 100 warmup steps. For the
largest base models LLaMa-3-8B-Instruct, Auto-
J-13B, and UltraCM-13B, we train each of these
models on 6 NVIDIA H800 80GB GPUs with
a batch size of 1, a gradient accumulation of 8
and 50 warmup steps. Each of these models are
fully trained for 5 epochs, with a learning rate of
1 x 107 and a linear warmup schedule. We use
8 = 0.1 throughout our study. We adopt the same
hyper-parameter settings for DPO training.
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Prompts for Initial Response Generation

Dialog Generation

Directly adopt the original prompt

Summarization - TL;DR

Summarize the following Reddit Post:

SUBREDDIT: {subreddit}

TITLE: {title}

POST: {post}

Your Summary:

Summarization - CNN-DailyMail

Summarize the following news:

{news}

Your Summary:

Question Answering - Multiple Choices (Commonsense QA, ARC-Challenge)

Question: {prompt}

Answer choices: {choices}

Explain your reasoning. You must choose only one option from A to E. Your final answer should be a
single letter from A to E, in the form [[answer]], at the end of your response. Your answer:

Question Answering - Others (Trivia-QA, ELIS, AmbigQA)

Question: {prompt}

Your Answer:

Mathematical Reasoning - Multiple Choices (MathQA, AQuA)

Can you solve the following math problem? {prompt}

Answer choices: {choices}

Explain your reasoning. You must choose only one option from A to E. Your final answer should be a
single letter from A to E, in the form [[answer]], at the end of your response. Your answer:
Mathematical Reasoning - Table (TabMWP)

Can you solve the following math problem according to the information given in the table? {prompt}
Table: {table title}

{table content}

Explain your reasoning. Your final answer should be a single numerical number, in the form
\boxed{answer}, at the end of your response.

Mathematical Reasoning - Others (TheoremQA)

Can you solve the following math problem? {prompt}

Explain your reasoning. Your final answer should be a single numerical number, in the form
\boxed{answer}, at the end of your response.

Code Generation - HumanEval

Complete the code following the instruction given in the comment, as well as the format and the
indentation.

{prompt}

Code Generation - DS-1000

Write a short code to solve the problem following the given format and indentation. Place the executable
code between <code> and </code> tags, without any other non-executable things.

{prompt}

Table 3: Prompts for collecting initial responses from actor models.
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Prompts for Critique Generation

Dialog Generation

You are an impartial judge. You are shown a dialog between a human and an Al assistant. Comment
on the assistant’s response to the dialog according to the criteria of helpful, harmless and correct. After
that, provide suggestions for improving the assistant’s response according to your comment, starting with
"Suggestions for improvement:".

{prompt}

Assistant’s Response: {response}

Your comment:

Table 4: Prompts for collecting critiques of dialog generation tasks, for Llama-2-7B-Chat, Llama-2-13B-Chat and
Llama-3-8B-Instruct base and trained models.

Summarization - TL;DR

You are an impartial judge. You are shown a Reddit post and a summary. Comment on the summary by
finding if it misses any key information from the post or contains any unnecessary information. After that,
provide suggestions for improving the summary according to your comment, starting with "Suggestions
for improvement:".

SUBREDDIT: {subreddit}

TITLE: {title}

POST: {post}

Assistant’s Summary: {response}

Your comment:

Summarization - CNN-DailyMail

You are an impartial judge. You are shown a piece of news and a summary. Comment on the summary by
finding if it misses any key information from the post or contains any unnecessary information. After that,
provide suggestions for improving the summary according to your comment, starting with "Suggestions
for improvement:".

{news}

Assistant’s Summary: {response}

Your comment:

Table 5: Prompts for collecting critiques of summarization tasks, for Llama-2-7B-Chat, Llama-2-13B-Chat and
Llama-3-8B-Instruct base and trained models.
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Question Answering - Multiple Choices (Commonsense QA, ARC-Challenge)

You are an impartial judge. You are shown a question and an answer. Comment on the answer and find
problems with it. After that, provide suggestions for improving the answer according to your comment,
starting with "Suggestions for improvement:".

Question: {prompt}

Answer choices: {choices}

Assistant’s Answer: {response}

Your comment:

Question Answering - Others (Trivia-QA, ELI5S, AmbigQA)

You are an impartial judge. You are shown a question and an answer. Comment on the answer and find
problems with it. After that, provide suggestions for improving the answer according to your comment,
starting with "Suggestions for improvement:".

Question: {prompt}

Assistant’s Answer: {response}

Your comment:

Table 6: Prompts for collecting critiques of question answering tasks, for Llama-2-7B-Chat, Llama-2-13B-Chat and
Llama-3-8B-Instruct base and trained models.
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Mathematical Reasoning - Multiple Choices (MathQA, AQuA)

You are an expert on mathematics. You are shown a math problem and the answer to it. Comment on the
answer and find problems with it. After that, provide suggestions for improving the answer according to
your comment, starting with "Suggestions for improvement:".

Problem: {prompt}

Answer choices: {choices}

Assistant’s Answer: {response}

Your comment:

Mathematical Reasoning - Table (TabMWP)

You are an expert on mathematics. You are shown a math problem and the answer to it. Comment on the
answer and find problems with it. After that, provide suggestions for improving the answer according to
your comment, starting with "Suggestions for improvement:".

Problem: {prompt}

Table: {table title}

{table content}

Assistant’s Answer: {response}

Your comment:

Mathematical Reasoning - Others (TheoremQA)

You are an expert on mathematics. You are shown a math problem and the answer to it. Comment on the
answer and find problems with it. After that, provide suggestions for improving the answer according to
your comment, starting with "Suggestions for improvement:".

Problem: {prompt}

Assistant’s Answer: {response}

Your comment:

Table 7: Prompts for collecting critiques of mathematical reasoning tasks, for Llama-2-7B-Chat, Llama-2-13B-Chat
and Llama-3-8B-Instruct base and trained models.
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Code Generation - HumanEval

You are an expert on computer programming. You are shown a code completion according to the
requirements presented in the comment line of the code. Evaluate the correctness and readability of the
code, and find if it meet the presented requirements. After that, provide suggestions for improving the
code according to your evaluation, starting with "Suggestions for improvement:".

{prompt} {response}

Your evaluation:

Code Generation - DS-1000

You are an expert on computer programming. You are shown a code that proposes to solve the coding
problem. Evaluate the correctness and readability of the code completion, and find if it meet the presented
requirements. Remember not to comment on anything between *A:” and "’BEGIN SOLUTION’. After
that, provide suggestions for improving the code according to your evaluation, starting with "Suggestions
for improvement":

{prompt} {response}

Your evaluation:

Table 8: Prompts for collecting critiques of code generation tasks, for Llama-2-7B-Chat, Llama-2-13B-Chat and
Llama-3-8B-Instruct base and trained models.

Auto-J-13B Prompt
[INST] Write critiques for a submitted response on a given user’s query, and grade the response:
[BEGIN DATA]

ek

[Query]: {prompt}

skskosk

[Response]: {answer} ***

[END DATA]

Write critiques for this response. After that, you should give a final rating for the response on a scale of 1
to 10 by strictly following this format: "[[rating]]", for example: "Rating: [[5]]". [/INST]

Table 9: Prompt for collecting critiques for Auto-J-13B base and trained models.
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UltraCM-13B Prompt

Given my answer to an instruction, your role is to provide specific and constructive feedback for me. You
should find the best way for me to learn from your feedback and improve my performance.

You should consider multiple aspects of my answer, including helpfulness, truthfulness, honesty, and to
what extent the answer follows instructions.

### Instruction

{prompt}

### Answer

{answer}

Please act as a teacher and provide specific and constructive feedback. Besides describing the weaknesses
of the answer, you should also provide specific suggestions to guide me toward understanding how to
improve. Please note, however, that your suggestions should help me better complete the instructions,
but you should not introduce new requirements that are not mentioned in the instructions. Your feedback
should focus on enhancing my ability to think critically and respond accurately. However, never explicitly
provide the reference answer, nor do polite phrases be required. Only respond with concise feedback in
chat style. Finally, score the overall quality of the answer from 1 to 10, where 1 is the worst and 10 is the
best.

*Format*

### Feedback

Overall Score: [1-10]

[Your feedback]

### Feedback
Overall Score:

Table 10: Prompts for collecting critiques for Ultra-CM-13B base and trained models.

Prompts for Refined Response Generation

Dialog Generation

You are shown a dialog between a human and an Al assistant. An impartial judge on Al assistants has
made comments on the assistant’s response to the dialog. Please revise the assistant’s response to improve
its quality according to the suggestions for improvement provided in the comment, starting with "My
revised response:".

{prompt}

Assistant’s Response: {response}

Comment by the judge: {critique}

Your revision:

Table 11: Prompts for collecting refined responses of dialog generation tasks.
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Summarization - TL;DR

You are shown a Reddit post and a summary. An impartial judge has made comments on the summary.
Please revise the summary to improve its quality according to the suggestions for improvement provided
in the comment, starting with "My revised summary:".

SUBREDDIT: {subreddit}

TITLE: {title}

POST: {post}

Original Summary: {response}

Comment by the judge: {critique}

Your revision:

Summarization - CNN-DailyMail

You are shown a piece of news and a summary. An impartial judge has made comments on the summary.
Please revise the summary to improve its quality according to the suggestions for improvement provided
in the comment, starting with "My revised summary:".

{news}

Original Summary: {response}

Comment by the judge: {critique}

Your revision:

Table 12: Prompts for collecting refined responses of summarization tasks.
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Question Answering - Multiple Choices (Commonsense QA, ARC-Challenge)

You are shown a question and an answer. An impartial judge has made comments on the answer. Please
revise the answer to improve its quality according to the suggestions for improvement provided in the
comment, starting with "My revised answer:".

Question: {prompt}
Answer choices: {choices}

Original Answer: {response}

Comment by the judge: {critique}

Your revision:

Question Answering - Others (Trivia-QA, ELIS, AmbigQA)

You are shown a question and an answer. An impartial judge has made comments on the answer. Please
revise the answer to improve its quality according to the suggestions for improvement provided in the
comment, starting with "My revised answer:".

Question: {prompt}

Original Answer: {response}

Comment by the judge: {critique}

Your revision:

Table 13: Prompts for collecting refined responses of question answering tasks.
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Mathematical Reasoning - Multiple Choices (MathQA, AQuA)

You are shown a math problem and an answer. An expert on mathematics has made comments on the
answer. Please revise the answer to improve its quality according to the suggestions for improvement
provided in the comment, starting with "My revised answer:".

Problem: {prompt}

Answer choices: {choices}

Original Answer: {response}

Comment by the expert: {critique}

Your revision:

Mathematical Reasoning - Table (TabMWP)

You are shown a math problem and an answer. An expert on mathematics has made comments on the
answer. Please revise the answer to improve its quality according to the suggestions for improvement
provided in the comment, starting with "My revised answer:".

Problem: {prompt}

Table: {table title}

{table content}

Original Answer: {response}

Comment by the expert: {critique}

Your revision:

Mathematical Reasoning - Others (TheoremQA)

You are shown a math problem and an answer. An expert on mathematics has made comments on the
answer. Please revise the answer to improve its quality according to the suggestions for improvement
provided in the comment, starting with "My revised answer:".

Problem: {prompt}

Original Answer: {response}

Comment by the expert: {critique}

Your revision:

Table 14: Prompts for collecting refined responses of mathematical reasoning tasks.
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Code Generation - HumanEval
You are shown a code completion according to the requirements presented in the comment. An expert
on computer programming has made critiques and advice for improvement on the code. Please revise
the code completion to improve its quality according to the suggestions for improvement provided in the
critique, starting with "My revised code:".

Original Code
{prompt} {response}

Critiques and Advice

{critique}

Your Revision
{prompt}
Code Generation - DS-1000
You are shown a code that proposes to solve the coding problem. An expert on computer programming has
made critiques and advice for improvement on the code. Please revise the code completion to improve its
quality according to the suggestions for improvement provided in the critique, starting with "My revised
code:".

Original Code
{prompt} {response}

Critiques and Advice

{critique}
Your Revision

Table 15: Prompts for collecting refined responses of code generation tasks.

Prompts for Self-Refinement Response Generation

Dialog Generation

You are shown a dialog between a human and an Al assistant. Please revise the assistant’s response to
improve its quality according to your analysis, starting with "My revised response:".

{prompt}

Assistant’s Response: {response}

Your revision:

Table 16: Prompts for collecting self-refinement responses of dialog generation tasks.

22



Summarization - TL;DR

You are shown a Reddit post and a summary of it. Please revise the summary to improve its quality
according to your analysis, starting with "My revised summary:".

SUBREDDIT: {subreddit}

TITLE: {title}

POST: {post}

Original Summary: {response}

Your revision:

Summarization - CNN-DailyMail

You are shown a piece of news and a summary of it. Please revise the summary to improve its quality
according to your analysis, starting with "My revised summary:".

{news}

Original Summary: {response}

Your revision:

Table 17: Prompts for collecting self-refinement responses of summarization tasks.

Question Answering - Multiple Choices (Commonsense QA, ARC-Challenge)

You are shown a question and an answer. Please revise the answer to improve its quality according to your
analysis, starting with "My revised answer:".

Question: {prompt}

Answer choices: {choices}

Original Answer: {response}

Your revision:

Question Answering - Others (Trivia-QA, ELIS, AmbigQA)

You are shown a question and an answer. Please revise the answer to improve its quality according to your
analysis, starting with "My revised answer:".

Question: {prompt}

Original Answer: {response}

Your revision:

Table 18: Prompts for collecting self-refinement responses of question answering tasks.
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Mathematical Reasoning - Multiple Choices (MathQA, AQuA)

You are shown a math problem and an answer. Please revise the answer to improve its quality according
to your analysis, starting with "My revised answer:".

Problem: {prompt}

Answer choices: {choices}

Original Answer: {response}

Your revision:

Mathematical Reasoning - Table (TabMWP)

You are shown a math problem and an answer. Please revise the answer to improve its quality according
to your analysis, starting with "My revised answer:".

Problem: {prompt}

Table: {table title}

{table content}

Original Answer: {response}

Your revision:

Mathematical Reasoning - Others (TheoremQA)

You are shown a math problem and an answer. Please revise the answer to improve its quality according
to your analysis, starting with "My revised answer:".

Problem: {prompt}

Original Answer: {response}

Your revision:

Table 19: Prompts for collecting self-refinement responses of mathematical reasoning tasks.

Code Generation - HumanEval
You are shown a code completion according to the requirements presented in the comment. Please revise
the code to make it more correct and readable, starting with "My revised code:".
Original Code
{prompt} {response}
Your Revision
{prompt}
Code Generation - DS-1000
You are shown a code that proposes to solve the coding problem. Please revise the code to make it more
correct and readable, starting with "My revised code:".
Original Code
{prompt} {response}
Your Revision

Table 20: Prompts for collecting self-refinement responses of code generation tasks.
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Dialog Generation

[SYSTEM]

Please act as an impartial judge and evaluate the quality of the responses provided by two Al assistants to
the conversation displayed below. You should choose the assistant that follows the user’s instructions better.
Your evaluation should consider factors such as the helpfulness, relevance, accuracy, depth, creativity,
and level of detail of their responses. You should focus on who provides a better response. Begin your
evaluation by comparing the responses of the two assistants and provide a short explanation. Avoid any
position biases and ensure that the order in which the responses were presented does not influence your
decision. Do not allow the length of the responses to influence your evaluation. Do not favor certain
names of the assistants. Be as objective as possible. After providing your explanation, output your final
verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better, and
"[[C]]" for a tie.

[USER]

[Conversation]

{prompt}

[The Start of Assistant A’s Response]

{answer 0}

[The End of Assistant A’s Response]

[The Start of Assistant B’s Response]

{answer 1}

[The End of Assistant B’s Response]

Table 21: Prompt for refinement preference annotation and evaluation for dialog generation tasks.

Summarization

[SYSTEM]

Please act as an impartial judge and evaluate the quality of the summaries provided by two Al assistants
to the {kind} displayed below. Your evaluation should consider whether their summaries include all key
information from the original article and avoid false or unnecessary sentences. Your should decide which
assistant’s summary is better. Begin your evaluation by comparing both assistants’ summaries and provide
a short explanation. Avoid any position biases and ensure that the order in which the responses were
presented does not influence your decision. Do not allow the length of the responses to influence your
evaluation. Do not favor certain names of the assistants. Be as objective as possible. After providing your
explanation, output your final verdict by strictly following this format: "[[A]]" if assistant A is better,
"[[B]]" if assistant B is better, and "[[C]]" for a tie.

[USER]

[{kind}]

{prompt}

[The Start of Assistant A’s Summary]

{answer 0}

[The End of Assistant A’s Summary]

[The Start of Assistant B’s Summary]

{answer 1}

[The End of Assistant B’s Summary]

Table 22: Prompt for refinement preference annotation and evaluation for summarization tasks. The “kind” field
will be “Reddit post” or “News”, conditioned to whether this prompt is from TL;DR or CNN-DailyMail dataset.
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Question Answering

[SYSTEM]

Please act as an impartial judge and evaluate the quality of the answers provided by two Al assistants to
the user question displayed below. You should choose the assistant that follows the user’s instructions
and answers the user’s question better. Your evaluation should consider factors such as the helpfulness,
relevance, accuracy, depth, creativity, and level of detail of their responses. Begin your evaluation by
comparing the two responses and provide a short explanation. Avoid any position biases and ensure that
the order in which the responses were presented does not influence your decision. Do not allow the length
of the responses to influence your evaluation. Do not favor certain names of the assistants. Be as objective
as possible. After providing your explanation, output your final verdict by strictly following this format:
"[[A]]" if assistant A is better, "[[B]]" if assistant B is better, and "[[C]]" for a tie.

[USER]

[User Question]

{prompt}

[The Start of Assistant A’s Answer]

{answer 0}

[The End of Assistant A’s Answer]

[The Start of Assistant B’s Answer]

{answer 1}

[The End of Assistant B’s Answer]

Table 23: Prompt for refinement preference annotation and evaluation for question answering tasks.

Mathematical Reasoning

[SYSTEM]

Please act as an impartial judge and evaluate the quality of the answers provided by two Al assistants to
the math problem displayed below. Your evaluation should consider correctness and helpfulness. You
will be given a reference answer, assistant A’s answer, and assistant B’s answer. Your job is to evaluate
which assistant’s answer is better. Begin your evaluation by comparing both assistants’ answers with the
reference answer. Identify and correct any mistakes. Avoid any position biases and ensure that the order
in which the responses were presented does not influence your decision. Do not allow the length of the
responses to influence your evaluation. Do not favor certain names of the assistants. Be as objective as
possible. After providing your explanation, output your final verdict by strictly following this format:
"[[A]]" if assistant A is better, "[[B]]" if assistant B is better, and "[[C]]" for a tie.

[USER]

[Math Problem]

{prompt}

[The Start of Reference Answer]

{ref answer}

[The End of Reference Answer]

[The Start of Assistant A’s Answer]

{answer O}

[The End of Assistant A’s Answer]

[The Start of Assistant B’s Answer]

{answer 1}

[The End of Assistant B’s Answer]

Table 24: Prompt for refinement preference annotation and evaluation for mathematical reasoning tasks.
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Code Generation

[SYSTEM]

Please act as an impartial judge and evaluate the quality of the code provided by two Al assistants to the
requirements displayed below. Your evaluation should consider correctness and helpfulness. Your should
decide which assistant’s provided code is better. Begin your evaluation by comparing both assistants’
codes and provide a short explanation. Identify and correct any mistakes. Avoid any position biases and
ensure that the order in which the responses were presented does not influence your decision. Do not allow
the length of the responses to influence your evaluation. Do not favor certain names of the assistants. Be
as objective as possible. After providing your explanation, output your final verdict by strictly following
this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better, and "[[C]]" for a tie.

[USER]

[Code Requirements]

{prompt)

[The Start of Assistant A’s Code]

{answer 0}

[The End of Assistant A’s Code]

[The Start of Assistant B’s Code]

{answer 1}

[The End of Assistant B’s Code]

Table 25: Prompt for refinement preference annotation and evaluation for code generation tasks.
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Dialog Generation

Please act as an impartial judge and evaluate the quality of the critiques provided by two Al assistants for
my response to the conversation displayed below. Your evaluation should focus on the quality, clarity, and
constructiveness of the critiques, particularly the "Suggestions for improvement" field.

You will be given the conversation, my response, assistant A’s critique, and assistant B’s critique. Your
job is to assess which assistant’s critique is better based on the following criteria:

1. **Accuracy:** Does the critique accurately identify any issues with my response? Are any mistakes or
shortcomings in my response correctly pointed out?

2. **Clarity:** Is the critique clearly written, easy to understand, and well-structured? Does it explain the
issues in a way that is accessible and straightforward?

3. **Constructiveness:** Does the critique provide practical and actionable suggestions for improvement?
Are the suggestions detailed, specific, and relevant to the issues identified?

4. **QObjectivity:** Is the critique unbiased and impartial? Does it focus solely on the quality of my
response and avoid unnecessary personal opinions or judgments?

5. **Thoroughness: ** Does the critique cover all significant aspects of my response, or does it overlook
any important issues? Does it delve into the reasoning behind the suggestions for improvement?

6. **Tone:** Is the critique delivered in a respectful and professional tone, avoiding any condescension
or harshness?

You should focus particularly on the "Suggestions for improvement" field in each critique and evaluate
how well each assistant has provided guidance to improve the response. Avoid being influenced by the
length of the critiques or the order in which they are presented. Do not favor one assistant over the other
based on irrelevant factors. Be as objective as possible. After providing your explanation, output your
final verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better,
and "[[C]]" for a tie.

[USER]

[Conversation]

{prompt}

[The Start of My Response]

{answer}

[The End of My Response]

[The Start of Assistant A’s Critique]

{critique 0}

[The End of Assistant A’s Critique]

[The Start of Assistant B’s Critique]

{critique_1}

[The End of Assistant B’s Critique]

Table 26: Prompt for critique preference annotation for dialog generation tasks.
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Summarization

[SYSTEM]

Please act as an impartial judge and evaluate the quality of the critiques provided by two Al assistants
for my summary to the {kind} displayed below. Your evaluation should focus on the quality, clarity, and
constructiveness of the critiques, particularly the "Suggestions for improvement" field.

You will be given the {kind}, my summary, assistant A’s critique, and assistant B’s critique. Your job is to
assess which assistant’s critique is better based on the following criteria:

1. **Accuracy:** Does the critique accurately identify any issues with my summary? Are any mistakes
or shortcomings in my summary correctly pointed out?

2. **Clarity:** Is the critique clearly written, easy to understand, and well-structured? Does it explain the
issues in a way that is accessible and straightforward?

3. **Constructiveness:** Does the critique provide practical and actionable suggestions for improvement?
Are the suggestions detailed, specific, and relevant to the issues identified?

4. **Qbjectivity:** Is the critique unbiased and impartial? Does it focus solely on the quality of my
summary and avoid unnecessary personal opinions or judgments?

5. **Thoroughness:** Does the critique cover all significant aspects of my summary, or does it overlook
any important issues? Does it delve into the reasoning behind the suggestions for improvement?

6. **Tone:** Is the critique delivered in a respectful and professional tone, avoiding any condescension
or harshness?

You should focus particularly on the "Suggestions for improvement" field in each critique and evaluate
how well each assistant has provided guidance to improve the summary. Avoid being influenced by the
length of the critiques or the order in which they are presented. Do not favor one assistant over the other
based on irrelevant factors. Be as objective as possible. After providing your explanation, output your
final verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better,
and "[[C]]" for a tie.

[USER]

[{kind}]

{prompt)

[The Start of My Summary]
{answer}

[The End of My Summary]

[The Start of Assistant A’s Critique]
{critique 0}

[The End of Assistant A’s Critique]
[The Start of Assistant B’s Critique]
{critique_1}

[The End of Assistant B’s Critique]

Table 27: Prompt for critique preference annotation for summarization tasks. The “kind” field will be “Reddit post”
or “News”, conditioned to whether this prompt is from TL;DR or CNN-DailyMail dataset.
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Question Answering

[SYSTEM]

Please act as an impartial judge and evaluate the quality of the critiques provided by two Al assistants
for my answer to the question displayed below. Your evaluation should focus on the quality, clarity, and
constructiveness of the critiques, particularly the "Suggestions for improvement" field.

You will be given the question, my answer, assistant A’s critique, and assistant B’s critique. Your job is to
assess which assistant’s critique is better based on the following criteria:

1. **Accuracy:** Does the critique accurately identify any issues with my answer? Are any mistakes or
shortcomings in my answer correctly pointed out?

2. **Clarity:** Is the critique clearly written, easy to understand, and well-structured? Does it explain the
issues in a way that is accessible and straightforward?

3. **Constructiveness:** Does the critique provide practical and actionable suggestions for improvement?
Are the suggestions detailed, specific, and relevant to the issues identified?

4. *#*Qbjectivity:** Is the critique unbiased and impartial? Does it focus solely on the quality of my
answer and avoid unnecessary personal opinions or judgments?

5. **Thoroughness:** Does the critique cover all significant aspects of my answer, or does it overlook
any important issues? Does it delve into the reasoning behind the suggestions for improvement?

6. **Tone:** Is the critique delivered in a respectful and professional tone, avoiding any condescension
or harshness?

You should focus particularly on the "Suggestions for improvement" field in each critique and evaluate
how well each assistant has provided guidance to improve the answer. Avoid being influenced by the
length of the critiques or the order in which they are presented. Do not favor one assistant over the other
based on irrelevant factors. Be as objective as possible. After providing your explanation, output your
final verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better,
and "[[C]]" for a tie.

[USER]

[User Question]

{prompt}

[The Start of My Answer]

{answer}

[The End of My Answer]

[The Start of Assistant A’s Critique]

{critique 0}

[The End of Assistant A’s Critique]

[The Start of Assistant B’s Critique]

{critique_1}

[The End of Assistant B’s Critique]

Table 28: Prompt for critique preference annotation for question answering tasks.
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Mathematical Reasoning

[SYSTEM]

"Please act as an impartial judge and evaluate the quality of the critiques provided by two Al assistants for
my answer to the math problem displayed below. Your evaluation should focus on the quality, clarity, and
constructiveness of the critiques, particularly the "Suggestions for improvement" field.

You will be given the question, my answer, the reference answer, assistant A’s critique, and assistant B’s
critique. Your job is to assess which assistant’s critique is better based on the following criteria:

1. **Accuracy:** Does the critique accurately identify any issues with my answer? Are any mistakes or
shortcomings in my answer correctly pointed out?

2. **Clarity:** Is the critique clearly written, easy to understand, and well-structured? Does it explain the
issues in a way that is accessible and straightforward?

3. **Constructiveness:** Does the critique provide practical and actionable suggestions for improvement?
Are the suggestions detailed, specific, and relevant to the issues identified?

4. **QObjectivity:** Is the critique unbiased and impartial? Does it focus solely on the quality of my
answer and avoid unnecessary personal opinions or judgments?

5. **Thoroughness:** Does the critique cover all significant aspects of my answer, or does it overlook
any important issues? Does it delve into the reasoning behind the suggestions for improvement?

6. **Tone:** Is the critique delivered in a respectful and professional tone, avoiding any condescension
or harshness?

You should focus particularly on the "Suggestions for improvement" field in each critique and evaluate
how well each assistant has provided guidance to improve the answer. Avoid being influenced by the
length of the critiques or the order in which they are presented. Do not favor one assistant over the other
based on irrelevant factors. Be as objective as possible. After providing your explanation, output your
final verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better,
and "[[C]]" for a tie.

[USER]

[Math Problem]

{prompt)

[The Start of Reference Answer]

{ref answer}

[The End of Reference Answer]

[The Start of My Answer]

{answer}

[The End of My Answer]

[The Start of Assistant A’s Critique]

{critique 0}

[The End of Assistant A’s Critique]

[The Start of Assistant B’s Critique]

{critique_1}

[The End of Assistant B’s Critique]

Table 29: Prompt for critique preference annotation for mathematical reasoning tasks.
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Code Generation

[SYSTEM]

Please act as an impartial judge and evaluate the quality of the critiques provided by two Al assistants for
my code to the requirements displayed below. Your evaluation should focus on the quality, clarity, and
constructiveness of the critiques, particularly the "Suggestions for improvement" field.

You will be given the question, my code, assistant A’s critique, and assistant B’s critique. Your job is to
assess which assistant’s critique is better based on the following criteria:

1. **Accuracy:** Does the critique accurately identify any issues with my code? Are any mistakes or
shortcomings in my code correctly pointed out?

2. **Clarity:** Is the critique clearly written, easy to understand, and well-structured? Does it explain the
issues in a way that is accessible and straightforward?

3. **Constructiveness:** Does the critique provide practical and actionable suggestions for improvement?
Are the suggestions detailed, specific, and relevant to the issues identified?

4. #*Objectivity:** Is the critique unbiased and impartial? Does it focus solely on the quality of my code
and avoid unnecessary personal opinions or judgments?

5. **Thoroughness:** Does the critique cover all significant aspects of my code, or does it overlook any
important issues? Does it delve into the reasoning behind the suggestions for improvement?

6. **Tone:** Is the critique delivered in a respectful and professional tone, avoiding any condescension
or harshness?

You should focus particularly on the "Suggestions for improvement" field in each critique and evaluate
how well each assistant has provided guidance to improve the code. Avoid being influenced by the length
of the critiques or the order in which they are presented. Do not favor one assistant over the other based
on irrelevant factors. Be as objective as possible. After providing your explanation, output your final
verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better, and
"[[C]]" for a tie.

[USER]

[Code Requirements]

{prompt}

[The Start of My Code]

{answer}

[The End of My Code]

[The Start of Assistant A’s Critique]

{critique 0}

[The End of Assistant A’s Critique]

[The Start of Assistant B’s Critique]

{critique_1}

[The End of Assistant B’s Critique]

Table 30: Prompt for critique preference annotation for code generation tasks.
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Response Quality Scoring: Dialog Generation

[SYSTEM]

Please act as an impartial judge and evaluate the quality of the response provided by an Al assistant to the
conversation displayed below. Your evaluation should consider factors such as the helpfulness, relevance,
accuracy, depth, creativity, and level of detail of the response. Begin your evaluation by providing a short
explanation. Do not allow the length of the response to influence your evaluation. Be as objective as
possible. After providing your explanation, you must rate the response on a scale of 1 to 10 by strictly
following this format: "[[rating]]", for example: "Rating: [[5]]".

[USER]

[Conversation]

{prompt}

[The Start of Assistant’s Response]

{answer}

[The End of Assistant’s Response]

Table 31: Prompt for refinement quality scoring for dialog generation tasks.

Response Quality Scoring: Summarization

[SYSTEM]

Please act as an impartial judge and evaluate the quality of the summary provided by an Al assistant to the
kind displayed below. Your evaluation should consider whether the summary include all key information
from the original article and avoid false or unnecessary sentences. Begin your evaluation by providing a
short explanation. Do not allow the length of the summary to influence your evaluation. Be as objective
as possible. After providing your explanation, you must rate the summary on a scale of 1 to 10 by strictly
following this format: "[[rating]]", for example: "Rating: [[5]]".

[USER]

[{kind}]

{prompt}

[The Start of Assistant’s Summary]

{answer}

[The End of Assistant’s Summary]

Table 32: Prompt for refinement quality scoring for summarization tasks. The “kind” field will be “Reddit post” or
“News”, conditioned to whether this prompt is from TL;DR or CNN-DailyMail dataset.

Response Quality Scoring: Question Answering

[SYSTEM]

Please act as an impartial judge and evaluate the quality of the answer provided by an Al assistant to
the user question. Your evaluation should consider factors such as the helpfulness, relevance, accuracy,
depth, creativity, and level of detail in the answer. Begin your evaluation by providing a short explanation.
Do not allow the length of the answer to influence your evaluation. Be as objective as possible. After
providing your explanation, you must rate the answer on a scale of 1 to 10 by strictly following this format:
"[[rating]]", for example: "Rating: [[5]]".

[USER]

[User Question]

{prompt}

[The Start of Assistant’s Answer]

{answer}

[The End of Assistant’s Answer]

Table 33: Prompt for refinement quality scoring for question answering tasks.
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Response Quality Scoring: Mathematical Reasoning

[SYSTEM]

Please act as an impartial judge and evaluate the quality of the answer provided by an Al assistant to the
math problem. Your evaluation should consider correctness and helpfulness. You will be given a reference
answer and the assistant’s answer. Begin your evaluation by comparing the assistant’s answer with the
reference answer. Identify and correct any mistakes. Do not allow the length of the answer to influence
your evaluation. Be as objective as possible. After providing your explanation, you must rate the answer
on a scale of 1 to 10 by strictly following this format: "[[rating]]", for example: "Rating: [[5]]".
[USER]

[Math Problem]

{prompt}

[The Start of Reference Answer]

{ref answer}

[The End of Reference Answer]

[The Start of Assistant’s Answer]

{answer}

[The End of Assistant’s Answer]

Table 34: Prompt for refinement quality scoring for mathematical reasoning tasks.

Response Quality Scoring: Code Generation

[SYSTEM]

Please act as an impartial judge and evaluate the quality of the code provided by an Al assistant to the
requirements displayed below. Your evaluation should consider correctness and helpfulness. Begin your
evaluation by providing a short explanation. Identify and correct any mistakes. Do not allow the length of
the response to influence your evaluation. Be as objective as possible. After providing your explanation,
you must rate the code on a scale of 1 to 10 by strictly following this format: "[[rating]]", for example:
"Rating: [[5]]".

[USER]

[Code Requirements]

{prompt)

[The Start of Assistant’s Code]

{answer}

[The End of Assistant’s Code]

Table 35: Prompt for refinement quality scoring for code generation tasks.
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Human: I like to host guests at my home from time to time, and | am gathering recipes of different dishes and drinks
to keep things interesting. | am interested in trying some Danish dishes. Can you give me a recipe for Koldsk&?
Assistant:

Initial Response

Here is a recipe for Koldsk&: Ingredients: 4 Quart Jar, 3/4 cup chopped onion 1/2 cup chopped carrot 1/2 cup chopped celery 1 1/2
cups chopped cabbage 1/2 cup chopped mushrooms 1/2 cup chopped tomatoes 1/2 cup chopped zucchini 1/2 cup chopped yellow
squash 1/2 cup chopped bell peppers 1/2 cup chopped yellow onion 1/2 cup chopped potatoes 1/2 cup chopped apples 1/2 cup

chopped peaches 1/2 cup chopped dried apricots 1/2 cup chopped dried dates 1/2 cup chopped pecans 1/2 cup chopped walnuts 1/2
cup chopped dried cranberries 1/2 cup chopped dried blueberries 1/2 cup chopped dried raspberries 1/2 cup chopped dried

maraschino cherries 1/2 cup chopped dried apricots 1/2 cup chopped dried figs .... (Repeat) /

Critique by Llama-3-8B-Instruct+DPO

The assistant's response is a mess, to put it mildly. However, it's not entirely harmless, but it's mostly helpful, but not in a good way.
However, it's not a recipe for Koldskd, but a list of ingredients that seems to be a repetition of the same ingredients over and over
again, with no measurements, no cooking method, and no nutritional information.

The assistant's response is missing some crucial information, such as the fact that Koldsk & is a traditional Danish cold sour soup
made with buttermilk, eggs, and pickled vegetables, not a salad or a fruit salad. It's also missing the fact that the ingredients are not
cooked together, but rather, the pickled vegetables are added to the buttermilk and eggs, not mixed with them.

Suggestions for improvement:

1. Provide a clear and concise recipe for Koldskd, including measurements, cooking method, and nutritional information.

2. Use accurate and authentic ingredients and cooking techniques to ensure the recipe is true to the traditional Danish dish.

3. Consider adding a brief introduction to the recipe, explaining the history and cultural context of Koldsk & in Denmark.

4. Consider adding a visual representation of the dish, such as a photo or diagram, to help illustrate the cooking process. /

Refinement based o que by Llama-3-8B-Instruct+DPO

Koldsk& is a traditional Danish cold sour soup made with buttermilk, eggs, and pickled vegetables. Here's a simple recipe to make
this refreshing and tangy soup at home.

N

Ingredients:

* 1 cup buttermilk

*2eggs

*1/2 cup pickled red cabbage, chopped
*1/4 cup pickled carrots, chopped

* Salt and pepper to taste

Cooking Method:
1. In a large bowl, whisk together the buttermilk and eggs until smooth.
2. Add the chopped pickled cabbage and carrots to the bowl and stir to combine.
3. Season with salt and pepper to taste.
4. Chill the soup in the refrigerator for at least 30 minutes to allow the flavors to meld.
\5. Serve the Koldska cold, garnished with chopped fresh herbs or a sprinkle of paprika. /

/ Critique by Llama-3-8B-Instruct+RCO

**Helpfulness:** 0/5 - The assistant's response is not helpful at all. It provides a list of ingredients with no instructions on how to
prepare the dish, no quantities for the ingredients, and no information on how to serve it.

**Harm 5/5 - The assi: 's response does not contain any harmful or offensive content.

**Correctness:** 0/5 - The assistant's response is not correct. Koldsk& is a traditional Danish cold sour milk dessert, not a savory
dish with a long list of ingredients. The recipe provided is not accurate and does not follow any known recipe for Koldsk &.

**Suggestions for improvement:**

1. Provide a correct and accurate recipe for Koldsk&, including ingredients, quantities, and instructions on how to prepare and serve
the dish.

2. Consider providing a brief description of the dish and its origins to give the user a better understanding of what they are making.
3. Use a clear and concise format for the recipe, making it easy to read and follow.

4. Consider providing variations or alternatives to the recipe to cater to different tastes and dietary restrictions.

By following these suggestions, the assistant can provide a helpful, harmless, and correct response that will assist the user in
Q\aking adelicious Danish dish.

/— Refinement based on critique by Llama-3-8B-Instruct+RCO 4\
Thank you for your interest in trying a traditional Danish dish! Koldsk& is a cold sour milk dessert that is popular in Denmark.
Here is a recipe for Koldsk& that you can try:

Ingredients:

* 1 cup sour milk

*1/2 cup granulated sugar

*1/4 cup cornstarch

* 1/4 teaspoon salt

* 1/4 teaspoon vanilla extract

*1/4 cup chopped fresh fruit (such as strawberries or blueberries)

Instructions:

1. In a medium-sized bowl, whisk together the sour milk, sugar, cornstarch, and salt until well combined.
2. Add the vanilla extract and mix well.

3. Fold in the chopped fresh fruit.

4. Cover the bowl with plastic wrap and refrigerate for at least 2 hours or overnight.

5. Serve the Koldskd chilled, garnished with additional fresh fruit if desired.

Qhope you enjoy this recipe for Koldsk&! Let me know if you have any questions or if you would like any variations on the recipe/

Figure 5: One typical case from the dialog generation task in CriticEval dataset.
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[U.S. President Donald Trump shortly after delivering his first State of the Union address Tuesday night. Democrats, and others, see
Trump's criticisms of federal law enforcement as a dangerous attempt to undermine special counsel Robert Mueller’s Russia probe.]
[Passage is omitted]

Answer the following question based on the above passage: Summarize how the Federal Bureau of Investigation and Department of
Justice challenged Trump.

[ Initial Re

[ They challenged Trump by publicly refuting his criticisms of the FBI and Justice Department.

Critique by Llama-3-8B-Instruct+DPO ~

The article is a comprehensive analysis of the ongoing controversy between President Trump and the Federal Bureau of
Investigation (FBI) and Department of Justice (DOJ). However, it misses some crucial details, such as the specific ways in which
they challenged Trump, and it doesn't address the controversy's implications for the country. Here's a breakdown of the article's
summary:

* The article mentions that the FBI and DOJ "challenged Trump" but doesn't provide any specific examples of how they did so.
However, it's important to note that the FBI and DOJ didn't necessarily challenge Trump directly, but rather, they challenged the
accuracy and misleading nature of the Nunes memo, which is a key document in the controversy.

* The article doesn't mention the FBI's deputy director, Andrew McCabe, stepping down under pressure from Trump, which is an
important event that has significant implications for the controversy.

* The article doesn't mention the reported conversation between Trump and Rosenstein about whether Rosenstein is "on my team”,
which is another important event that raises questions about Trump's interactions with law enforcement.

* The article doesn't mention the reported request by Trump to Rosenstein about supporting the release of the Nunes memo, which
is another important event that raises questions about Trump's attempts to influence the investigation.

Suggestions for improvement:

* Provide specific examples of how the FBI and DOJ challenged Trump, such as the FBI's statement about the Nunes memo's
material omissions of fact, and the DOJ's objections to the release of the memo.

* Include important events that are missing from the article, such as McCabe's stepping down, the conversation between Trump and
Rosenstein, and the request by Trump to Rosenstein about supporting the release of the Nunes memo.

* Consider adding a more detailed analysis of the controversy's implications for the country, such as the potential damage to the
FBI and DOJ's credibility, and the potential consequences for the country's institutions.

.
- Refinement based on critique by Llama-3-8B-Instruct+DPO N

The controversy between President Trump and the Federal Bureau of Investigation (FBI) and Department of Justice (DOJ) has
reached a boiling point. Despite Trump's criticisms of the FBI and DOJ, the agencies have publicly refuted his claims, challenging
the accuracy and misleading nature of the Nunes memo. The FBI has stated that the memo contains material omissions of fact, and
the DOJ has objected to its release. Specifically, the FBI has expressed concerns about the memo's omission of key facts and its
potential to mislead the public. Additionally, the controversy has been marked by important events, such as the stepping down of FBI
deputy director Andrew McCabe under pressure from Trump, and the reported conversation between Trump and Rosenstein about
whether Rosenstein is "on my team". The controversy raises significant questions about Trump's interactions with law enforcement,
\including his request to Rosenstein about supporting the release of the Nunes memo.

J

/ Critique by Llama-3-8B-Instruct+RCO \

The answer is generally faithful to the article, but it could be improved in a few ways.

Firstly, the answer is a bit too brief and doesn't fully capture the extent of the challenge posed by the FBI and Justice Department.
The article mentions that the FBI and Justice Department challenged Trump "on the record and through what appeared to be
anonymous leaks to CNN", but the answer doesn't elaborate on what this means.

Secondly, the answer could benefit from more specific examples of how the FBI and Justice Department challenged Trump. For
instance, the article mentions that the FBI made its objections to the release of the memo public, and that CNN broke two stories
that further called into question Trump's interactions with and statements about law enforcement. The answer could include more
details like these to make it more comprehensive.

Suggestions for improvement:

* Provide more context about what it means for the FBI and Justice Department to challenge Trump "on the record and through
what appeared to be anonymous leaks to CNN".

* Include more specific examples of how the FBI and Justice Department challenged Trump, such as the FBI's public objections to
the release of the memo and the CNN stories about Trump's interactions with and statements about law enforcement.

* Consider rephrasing the answer to make it more concise and clearer. For example, instead of saying "“They challenged Trump by
publicly refuting his criticisms of the FBI and Justice Department", consider saying "The FBI and Justice Department pushed back
@ainst Trump's criticisms by publicly refuting his claims and releasing information that contradicted his statements".

- Refinement based on critique by Llama-3-8B-Instruct+RCO N

The Federal Bureau of Investigation and Department of Justice challenged Trump by publicly refuting his criticisms of the FBI and
Justice Department, providing specific examples of how his statements were misleading or inaccurate. For instance, the FBI made
its objections to the release of a secret memo public, and CNN broke two stories that further called into question Trump's
interactions with and statements about law enforcement. Additionally, the FBI and Justice Department pushed back against Trump's
claims of bias and improper use of surveillance by releasing information that contradicted his statements and showed that their
investigations were conducted fairly and properly. By providing these specific examples, the FBI and Justice Department

L challenged Trump's attacks on their institutions and credibility.

Figure 6: One typical case from the summarization task in CriticEval dataset.
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Question: What material is a steel rocking chair made out of?
Your answer:

[ Initial Response ]

Steel is a structural element used to make chairs.

Critique by Llama-3-8B-Instruct+DPO ~

The answer is a good start, but it falls short in several areas. Here are some specific issues:

1. Lack of clarity: The answer doesn't address the question directly. It's more of a generalization about the use of steel in
construction. This doesn't provide any specific information about the steel rocking chair.

2. No supporting evidence: The answer doesn't provide any evidence or references to support its claim. This lack of credibility can
undermine the answer's authority.

3. No depth or nuance: The answer doesn't provide any depth or nuance about the steel used in the rocking chair. It doesn't mention
the specific types of steel or techniques used to create the chair.

Suggestions for improvement:

1. Address the question directly: The answer should clearly and explicitly state that it's discussing the material used in a specific
object, in this case, a steel rocking chair.

2. Provide specific evidence: The answer should provide references or evidence to support its claims. This could include links to
reputable sources or citations to academic studies.

3. Provide depth and nuance: The answer should provide some depth and nuance about the steel used in the rocking chair. This
could include specific types of steel used, techniques employed, or processes involved in its creation.

4. Use clear language: The answer should use clear and concise language to describe the material and its properties. This could
L include specific measurements or technical specifications.

- Refinement based on critique by Llama-3-8B-Instruct+DPO N

A steel rocking chair is made from a durable and lightweight metal alloy, typically consisting of iron and carbon. The steel is often
coated with a rust-resistant finish and may be reinforced with additional materials for added strength. According to a study
published in the Journal of Materials Science, the steel used in rocking chairs is typically chosen for its combination of strength,
durability, and aesthetic appeal. By addressing these factors, manufacturers can create a comfortable and stylish seating option that
L meets the needs of users.

J

Critique by Llama-3-8B-Instruct+RCO ~N

Comment: The answer provided is incomplete and does not fully address the question. The question asks specifically about a steel
rocking chair, but the answer only mentions that steel is a structural element used to make chairs in general, without providing any
information about the specific type of chair or the materials used in its construction. Additionally, the answer does not provide any
additional details about the rocking mechanism or other components of the chair.

Suggestions for improvement:

* Be more specific and clearer in the answer by stating that a steel rocking chair is made of steel, which is used as the frame and
structural support, and possibly other materials such as wood, plastic, or fabric for the seat, backrest, and rocking mechanism.

* Provide more context and details about the construction of a steel rocking chair, such as the type of steel used, the manufacturing
process, and any notable features or characteristics.

\* Ensure that the answer is accurate and comprehensive, and addresses the specific question being asked. Y,

- Refinement based on critique by Llama-3-8B-Instruct+RCO N

A steel rocking chair is made out of steel, which serves as the frame and structural support. The seat, backrest, and rocking

mechanism may also be made of other materials such as wood, plastic, or fabric. The steel used in the construction of a steel

rocking chair is typically strong and durable, allowing it to support the weight of the user and provide a comfortable rocking motion.
The manufacturing process involves welding or brazing the steel components together, and may also include additional steps such

as cutting, drilling, or shaping the metal to create the desired form and function.

\ J

Figure 7: One typical case from the question answering task in CriticEval dataset.
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Can you solve the following math problem? According to its nutritional info, a bag of chips has 250 calories per serving. If a 300g
bag has 5 servings, how many grams can you eat if your daily calorie target is 2000 and you have already consumed 1800 calories?
Explain your reasoning. Your final answer should be a single numerical number, in the form \boxed{answer}, at the end of your

response.
e Initial Response — Refinement based on critique by Llama-3-8B-Instruct+DPO
. def solution(self):
class Solution: Nisett
def solution(self): bag_weight = 300_
# Bag of chips has 250 calories per serving servings_per_bag =5
#300g bag has 5 servings calories_per_serving = 250
# daily calorie target is 2000 L - . .
# have already consumed 1800 calories total_calories = bag_weight * servings_per_bag
calories_per_serving = 250 calories_per_serving
i bag=5

;Zr;":,g:ij)]fr:_;;%% daily_calorie_target = 2000
daily_calorie_target = 2000 consumed_calories = 1800

consumed_calories = 1300 servings_from_300g_bag = min(daily_calorie_target -

# Calculate the number of calories in the entire consumed_calories, servings_per_bag)

bag ) .
total_calories = bag_weight * servings_per_bag* grams_from_300g_bag = servings_from_300g_bag * bag_weight

calories_per_serving return grams_from_300g_bag

J
# Calculate the number of calories remaining for

the day Refinement based on ue by Llama-3-8B-Instruct+RCO

remaining_calories = daily_calorie_target - class Solution:

consumed_calories def solution(self):
# Calculate the total number of calories in the bag

# Calculate the number of grams that can be eaten total_calories = calories_per_serving * servings_per_bag

grams_per_calorie=4

max_grams = remaining_calories * # Calculate the number of calories remaining for the day
grams_per_calorie remaining_calories = daily_calorie_target - consumed_calories

# Return the maximum number of grams that can # Calculate the number of grams that can be eaten
be eaten calories_per_gram = total_calories / bag_weight

return max_grams max_grams = min(remaining_calories / calories_per_gram,

bag_weight)
\_ return max_grams /

Critique by Llama-3-8B-Instruct+DPO ~N

The code provided is a good start, but it has some issues. Here are some specific problems:

1. The code doesn't address the question directly. The question asks "how many grams can you eat" from the 300g bag, not the
entire bag or the maximum number of grams that can be eaten. The code should calculate the number of servings or grams from the
300g bag that can be eaten, not the entire bag or an arbitrary amount.

2. The code doesn't mention the variable names that are related to the 300g bag, such as “bag_weight™ and “servings_per_bag". The
question mentions the specific values of these variables, so the code should use these values to calculate the answer.

3. The code has a variable “grams_per_calorie” that is not related to the question. The question asks for the number of grams that can
be eaten, not the number of grams per calorie. The code should not use this variable to calculate the answer.

4. The code returns the maximum number of grams that can be eaten, not the specific number of grams that can be eaten from the
300g bag. The question asks for the specific number of grams that can be eaten, not the maximum.

Suggestions for improvement:

1. Calculate the number of servings or grams from the 300g bag that can be eaten, not the entire bag or an arbitrary amount. This can
be done by subtracting the minimum of the daily calorie target and the consumed calories from the total calories in the 300g bag, not
the maximum.

2. Use the specific values of “bag_weight" and “servings_per_bag" to calculate the answer, not an arbitrary value.

3. Use the correct calculation to convert the number of calories to grams, such as ‘grams = (calories / calories_per_serving) *
servings_per_bag’, not an arbitrary conversion.

4. Return the specific number of grams that can be eaten from the 300g bag, not the maximum.

J

The answer provided is a Python code snippet that attempts to solve the problem, but it has several issues. Here's a breakdown of
the problems:
1. The problem statement asks for the number of grams that can be eaten, but the code calculates the maximum number of grams
that can be eaten, which is not the same thing. The code should calculate the number of grams that can be eaten while staying
within the daily calorie target.
2. The code assumes that 1 gram of the bag of chips is equivalent to 4 calories, which is not always the case. The problem statement
does not provide this information, and the code should not make this assumption.
3. The code does not take into account the number of servings in the bag when calculating the maximum number of grams that can
be eaten. It only calculates the total number of calories in the bag and the remaining calories for the day, but it does not use this
information to determine the maximum number of grams that can be eaten.
Suggestions for improvement:
1. Clearly define the variables and their units. For example, “calories_per_serving" should be in calories, “servings_per_bag" should
be in servings, and “bag_weight" should be in grams.
2. Use the correct information from the problem statement. Instead of assuming 1 gram of the bag of chips is equivalent to 4
calories, use the information that there are 250 calories per serving and 5 servings in the bag.
3. Calculate the total number of calories in the bag by multiplying the number of servings by the calories per serving, not by
multiplying the bag weight by the number of servings by the calories per serving.
4. Calculate the number of grams that can be eaten by dividing the remaining calories by the calories per gram, not by multiplying
the remaining calories by the grams per calorie.

\5. Return the result in grams, not in calories. )

Figure 8: One typical case from the mathematical reasoning task in CriticEval dataset.
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Problem:

Write a function to find the number of rotations in a circularly sorted array. Your code should pass these tests:
assert find_rotation_count([8, 9, 10, 1, 2, 3,4, 5, 6, 7]) ==

assert find_rotation_count([8, 9, 10,2, 5, 6]) ==
assert find_rotation_count([2, 5, 6, 8, 9, 10]) == 0

— IR — Refinement based on critique by Llama-3-8B-Instruct+DPO

def find_rotation_count(arr): " def find_rotation_count(arr):
n = lenarr) # Calculate the length of the array
rotations = 0 n = len(arr)
for i in range(n):
for j in range(i+1,n):
ifarr[i] > arr[j]:
rotations += 1
return rotations

# Initialize the rotation count to 0
rotations = 0

# Iterate over the array
for i in range(n):
# Check if the current element is greater than the next element
bi if arr[i] > arr[(i+1)%n]:
/ Llama-3-8B-Instruct+RCO \ # If it is, increment the rotation count
rotations += 1
# Return the rotation count
return rotations

def find_rotation_count(arr):
array_length = len(arr)
for i in range(array_length - 1):
if arr[i] > arr[i + 1]:
return array_length - i —1
return 0

I have made the following changes to the original code:

* Renamed the variable n" to “length" to make it more descriptive.

* Renamed the variable “rotations’ to “rotation_count’ to make it more
descriptive.

* Changed the inner loop to iterate over the array only once, not twice.
* Changed the condition in the if statement to correctly count the
number of rotations.

* Added comments to explain what each part of the code is doing.

* Changed the variable names to be more descriptive and readable.

- J
Critique by Llama-3-8B-Instruct+DPO ~N

The code provided is a good start, but it has some issues. Here's a breakdown:

**Correctness:** The code is not correct. The problem statement asks for finding the number of rotations in a circularly sorted array,
but the code provided is trying to count the number of pairs of elements that are in the wrong order, not the number of rotations. This
is a significant difference.

**Readability:** The code is not very readable. The variable names are not very descriptive, and the variable names "n* and
“rotations” are not very helpful. The code could be improved by adding more comments and variable names that are more descriptive.

**Efficiency:** The code has a time complexity of O(n"2), which is not efficient. The code has two nested loops, each of which
iterates over the entire array, resulting in a quadratic number of comparisons.

**Suggestions for improvement:**

1. **Correct the code:** The code should be modified to correctly solve the problem. This can be done by using a more accurate
approach, such as the one described in the solution.

2. **Use more descriptive variable names:** The code should be modified to use more descriptive variable names, such as "n" for the
length of the array, “start™ for the starting index, and “end" for the ending index.

3. **Use a more efficient algorithm:** The code should be modified to use a more efficient algorithm, such as the one that iterates
over the array only once, not twice.

4. **Use a more accurate count:** The code should be modified to use a more accurate count, such as the one that counts the number
of rotations, not the number of pairs of elements that are in the wrong order.

5. **Use a more readable code:** The code should be modified to be more readable, with more comments, variable names, and a
more logical organization.

J
tique by Llama-3-8B-Instruct+RCO ~N
**Correctness:**

The code is not entirely correct. The problem statement asks to find the number of rotations in a circularly sorted array, but the code
only checks if the array is sorted and returns the number of pairs of adjacent elements that are in the wrong order. This is not the
correct solution.

**Readability:**
The code is somewhat readable, but the variable name “n" is not very descriptive. It would be better to use “length” or “array_length®
to make the code more understandable.

**Meeting the requirements:**
The code does not meet the requirements of the problem. It does not correctly find the number of rotations in a circularly sorted
array.

**Suggestions for improvement:**

1. **Understand the problem:** Before writing the code, make sure you understand the problem correctly. In this case, the problem

is to find the number of rotations in a circularly sorted array, not just to check if the array is sorted.

2. **Use a more descriptive variable name:** Instead of using "n", use a more descriptive variable name like “array_length" to make
the code more readable.

3. **Implement the correct solution:** To find the number of rotations, you can iterate through the array and find the index where

the array is no longer sorted. Then, subtract this index from the length of the array to get the number of rotations.

4. **Use a more efficient algorithm:** The current code has a time complexity of O(n"2) because of the nested loops. You can
improve the efficiency by using a single loop to find the index where the array is no longer sorted.

\5. **Test the code:** Before submitting the code, make sure to test it with different inputs to ensure it produces the correct output. )

Figure 9: One typical case from the code generation task in CriticBench dataset.
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