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Abstract
Personality profiling has been utilised by com-001
panies for targeted advertising, political cam-002
paigns and public health campaigns. How-003
ever, the accuracy and versatility of such mod-004
els remains relatively unknown. Here we ex-005
plore the extent to which peoples’ online digital006
footprints can be used to profile their Myers-007
Briggs personality type. We analyse and com-008
pare four models: logistic regression, naive009
Bayes, support vector machines (SVMs) and010
random forests. We discover that a SVM model011
achieves the best accuracy of 20.95% for pre-012
dicting a complete personality type. How-013
ever, logistic regression models perform only014
marginally worse and are significantly faster to015
train and perform predictions. Moreover, we de-016
velop a statistical framework for assessing the017
importance of different sets of features in our018
models. We discover some features to be more019
informative than others in the Intuitive/Sensory020
(p = 0.032) and Thinking/Feeling (p = 0.019)021
models. Many labelled datasets present sub-022
stantial class imbalances of personal character-023
istics on social media, including our own. We024
therefore highlight the need for attentive consid-025
eration when reporting model performance on026
such datasets and compare a number of meth-027
ods to fix class-imbalance problems.028

1 Introduction029

In 2023 there are over 4.59 billion social media030

users worldwide, constituting approximately 60%031

of the world’s population [14]. This enables most032

of the world to be connected, creating an online033

information environment. The huge amounts of034

individual-level data provided by each user is an035

important aspect of social media which is unique036

to this type of information environment. Conse-037

quently, it is crucial for scholars to understand038

how this aspect of social media may impact society.039

There exists a need to quantify the extent to which040

social media can be weaponized by governments041

and other organisations for influence.042

Every time a user enters a social media applica- 043

tion, they leave a unique data trace – information 044

they have posted, liked, shared, commented, even 045

how long they have spent viewing different ma- 046

terial on the application. We refer to this unique 047

trace of data as a user’s online digital footprint. 048

It has been suggested that someone’s online dig- 049

ital footprint can expose actionable information 050

about them; including their personality profile, re- 051

lationship status, political opinions and even their 052

propensity to adopt a particular opinion or behav- 053

ior [42, 26, 36, 37, 40, 38]. Cambridge Analytica 054

was suggested to use online digital footprints to 055

impact the result of the 2016 US election and the 056

2016 Brexit referendum [42]. However, the extent 057

to which companies like Cambridge Analytica can 058

determine this information from social media data 059

is still questioned [26, 36, 37]. As a result, it is 060

of interest for individuals to understand the extent 061

of information that is attainable from their online 062

digital footprint. This is also of key concern for 063

governments, who seek to maintain democracies 064

and the ethical use of such data. 065

We seek to determine how informative online 066

digital footprints are in predicting Myers-Briggs 067

personality types. This is a theoretical model com- 068

prised of four traits/dichotomies, based on Jungian 069

theory [7, 20]. Modelling personal information 070

about individuals using their online information 071

has previously enabled researchers to understand 072

the accuracy of such models. We extend this work 073

by creating a new labelled dataset of Myers-Briggs 074

personality types on Twitter and a statistical mod- 075

elling framework which can be generally applied 076

to any labelled characteristic of online accounts. 077

We aim to reconsider the personality profiling and 078

political microtargetting performed by companies 079

like Cambridge Analytica. 080

First we collect a labelled dataset of accounts 081

with self-reported Myers-Briggs personality types. 082

We then collect a number of different features for 083
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these accounts including social metadata features084

and linguistic features: LIWC [27]; VADER [18];085

BERT [13]; and Botometer [33]. We then create086

independent logistic regression (LR), naive Bayes087

(NB), support vector machines (SVMs) and ran-088

dom forests (RF) models on each dichotomy to089

model the Myers-Briggs personality type of the ac-090

counts. As part of this, we consider four different091

weighting/sampling techniques to adjust for class092

imbalances. Lastly, we provide a statistical frame-093

work for analysing the importance of different fea-094

tures in these models. We consider the importance095

of features at an individual level and across groups096

of features for each dichotomy. Our main contribu-097

tions are: (i) A labelled dataset1 of 68,958 Twitter098

users along with their Myers-Briggs personality099

types, the largest available dataset (to our knowl-100

edge) of labelled Myers-Briggs personality types101

on Twitter [reference excluded for anonymity] ; (ii)102

A statistical framework to combine NLP tools and103

mathematical models to predict online users’ per-104

sonality types, which can be more broadly used105

to model any labelled characteristics about online106

accounts; (iii) A comparison of machine learning107

models on NLP features, and a comparison of vari-108

ous weighting/sampling techniques to address prob-109

lems with class imbalance; (iv) Statistical methods110

which compare the importance of different features111

in NLP-based models at an individual level and112

across groups of features.113

2 Background114

Myers-Briggs [7] is the most well-known personal-115

ity model, being applied in hiring processes, social116

dynamics, education and relationships [12, 39, 24].117

The Myers-Briggs Type Indicator (MBTI) hand-118

book illustrates a four factor model of person-119

ality where people form their ‘personality type’120

by attaining one attribute from each of four di-121

chotomies; Extrovert/Introvert, Intuitive/Sensory,122

Thinking/Feeling and Judging/Perceiving. This123

gives 16 different personality types where a let-124

ter from each dichotomy is taken to produce a four125

letter acronym, e.g., ‘ENTJ’ or ‘ISFP’.126

The model has received substantial scrutiny, par-127

ticularly from psychologists who question its valid-128

ity and reliability [29, 16]. Nonetheless, we utilise129

the Myers-Briggs model in our analysis for the130

following reasons: (i) Thousands of Twitter users131

1Dataset available at https://figshare.com/s/
a515f7ea420c0137f475.

self-report their MBTI on Twitter. This enables us 132

to obtain a labelled dataset through appropriately 133

querying for each of the 4 letter personality type 134

acronyms that are unique to MBTI. (ii) The Myers- 135

Briggs model has the largest number of self-reports 136

on Twitter, enabling us to achieve the largest la- 137

belled personality dataset on Twitter. (iii) We aim 138

to develop a framework for modelling personal- 139

ity profiles from social media data using statisti- 140

cal machine learning (ML) approaches. MTBI is 141

a test case for our framework, which can be ap- 142

plied to other personality models (or other label- 143

ings/characteristics of individuals on social media) 144

more generally. 145

Open-source labelled training data with Myers- 146

Briggs personality types has not existed until re- 147

cently. Plank and Hovy [30] modeled the MBTI of 148

Twitter users through attaining a small dataset of 149

1,500 users and Gjurković and Šnajder [15] mod- 150

eled the MBTI on a larger corpus of Reddit users. 151

In 2017, Jolly [19] posted a labelled MBTI dataset 152

on Kaggle, constituting the only known publicly 153

available labelled dataset used for modelling the 154

MBTI of social media users. The dataset was com- 155

prised of 8,675 users, their personality types and 156

a section of their last 50 posts on an online fo- 157

rum called personalitycafe.com. This small on- 158

line forum contains 153,000 members dedicated 159

to discussing health, behavior, personality types 160

and personality testing. The discussions are there- 161

fore quite different to those on other social me- 162

dia platforms, and likely a different demographic. 163

Hence, this dataset is likely not generalisable to 164

other platforms like Twitter and Facebook. It 165

is also relatively small and imbalanced, limiting 166

which models can be utilised on various feature 167

sets. Class imbalance is considerable in all cases, 168

and in one particular dataset some classes up to 169

28 times larger than their counterpart. Neverthe- 170

less, many papers apply machine learning models 171

to such datasets without accounting for these class 172

imbalances [36, 4, 21, 3, 26]. Consequently, the 173

metrics reported often misrepresent model perfor- 174

mance, and instead highlight the severity of class 175

imbalances in the datasets. 176

3 Data Collection & Preprocessing 177

We discovered a number of Twitter accounts self- 178

report their MBTI on Twitter as a regular expres- 179

sion. We therefore formulated two methods for 180

querying and labelling the Myers-Briggs person- 181
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ality type of accounts. Let Ω define the set of 16182

acronyms for Myers-Briggs personality types, then:183

M1 Query: {x : x ∈ Ω}. We obtained the set of184

users who currently self-report their personal-185

ity type in their username or biography.186

M2 Query: {(I am x) ∨ (I am a x) ∨ (I am an x)187

: x ∈ Ω}. We obtained the set of users who188

have self-reported their personality type189

in a Tweet since Twitter’s creation (March190

26, 2006). Note that we only searched for191

self-reports in Tweets, not Retweets, Quotes192

and Replies – due to a number of users often193

not self-reporting their own MBTI when194

referencing MBTI acronyms in these forms195

of communication.196

Queries were not case-sensitive.197

The resulting labelled dataset comprised of198

68,958 users; the dataset and more details on its199

collection are provided in [reference excluded for200

anonymity] . We collected 15,986 accounts by201

querying usernames and biographies, and 52,972202

accounts from querying tweets, with misclassifica-203

tion rates 1.9% and 3.4% based on random samples204

of 1,000 accounts from each.205

Next we obtained account characteristics for206

each user, including their: biography, most recent207

100 tweets/quotes, as well as a set of Social Meta-208

data (SM) features. The user’s biography and the209

100 tweets/quotes were used to generate a set of210

linguistic features, whereas SM features (Table 1)211

are directly used as numeric features in the models.212

We removed duplicate users, then combined the213

biography and tweets into a combined text for ev-214

ery account. We then: 1. Normalised the text and215

calculated each account’s dominant language. 2.216

Removed non-English language using the Compact217

Language Detect 2 (PyCLD2) library. 3. Calcu-218

lated (language-dependent) Botometer scores2. 4.219

Converted text to lowercase, removed URLs, email220

addresses, punctuation and numbers. 5. Tokenized221

using the Tweet Tokenizer from the Natural Lan-222

guage Toolkit (NLTK) [6]. 6. Removed empty to-223

kens and any instances of the 16 MBTI acronyms.224

Next, we formulated an inclusion-exclusion cri-225

teria to determine whether a personality could be226

profiled from a Twitter account: we kept accounts227

with over 100 tweets/quotes, over 50% English lan-228

2Further discussion: https://rapidapi.com/OSoMe/
api/botometer-pro/details

guage, Botometer CAP score less than 0.8, and 229

strictly one MBTI type referenced. 230

We use the Botometer CAP score because we are 231

interested in the overall bot likelihood and not the 232

sub-category bot likelihoods. Unfortunately, there 233

is no consistency in the literature on thresholds for 234

binary bot classification. Rather, authors define 235

their threshold based on a false positive rate in the 236

context of their problem. For instance, Wojcik et al. 237

[41] use a threshold of 0.43 for their political analy- 238

sis of the twittersphere, whereas Keller and Klinger 239

[22] use a larger threshold of 0.76 for their analysis 240

of social bots in election campaigns. To avoid large 241

numbers of false positive bot classifications, we 242

chose a high threshold of 0.8. 243

Finally, we extracted the LIWC, BERT and 244

VADER features from the text. The data cleaning 245

techniques above were performed only for LIWC 246

feature extraction, whereas the BERT and VADER 247

features can be extracted directly from the raw text 248

output. Thus, we calculated the LIWC features 249

on the combined text by micro-averaging the to- 250

kens present in each LIWC category for every user. 251

Next, we calculated the BERT features on the raw 252

Twitter output using BERTweet [25], a pre-trained 253

language model for English Tweets. First, we aver- 254

aged the embeddings for the tokens to form a single 255

embedding vector for each tweet/quote, then aver- 256

aged the embedding vectors for the tweets/quotes 257

to create a single 768-dimensional embedding vec- 258

tor for each user. We calculated the VADER fea- 259

tures (sentiment, proportion of positive words and 260

proportion of negative words) on the raw Twitter 261

output for each user and include scores for both a 262

user’s biography and their tweets. We distinguish 263

these because of contextual differences in the lan- 264

guage; biographies often discuss oneself and tweets 265

often discuss one’s environment. We then have a 266

total of 866 features; these are provided in Table 1. 267

4 Exploratory Data Analysis 268

We performed an exploratory data analysis (EDA) 269

on the dataset to determine important information 270

about our dataset, prior to any modelling. We 271

acknowledge and discuss two forms of potential 272

bias in our dataset: (i) only considering MBTI 273

types on Twitter; (ii) only selecting accounts which 274

satisfy our inclusion-exclusion criteria as well as 275

self-report their MBTI types on Twitter. Figure 1 276

demonstrates these biases through bar plots show- 277

casing the proportions of the MBTI dichotomies 278
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Category Features
SM followers_count, friends_count, listed_count,

favourites_count, geo_enabled, verified, statuses_count,
default_profile, default_profile_image,

profile_use_background_image, has_extended_profile
Botometer cap_english, english_astroturf, english_fake_follower,

english_financial, english_other, english_self_declared,
english_spammer

LIWC function, pronoun, ppron, i, we, you, shehe, they, ipron,
article, prep, auxverb, adverb, conj, negate, verb, adj,

compare, interrog, number, quant, affect, posemo, negemo,
anx, anger, sad, social, family, friend, female, male,

cogproc, insight, cause, discrep, tentat, certain, differ,
percept, see, hear, feel, bio, body, health, sexual, ingest,

drives, affiliation, achiev, power, reward, risk, focuspast,
focuspresent, focusfuture, relativ, motion, space, time, work,

leisure, home, money, relig, death, informal, swear,
netspeak, assent, nonflu, filler, total_word_count

BERT {ei ; i = 1, . . . , 768}
VADER tweets_sentiment, bio_sentiment, tweets_pos_words,

bio_pos_words, tweets_neg_words, bio_neg_words

Table 1: Features in our models, separated by category.

in our dataset. We compare with a study report-279

ing MBTI proportions on Twitter [34], and with280

the proportion of personality types in the general281

population [32].282
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Figure 1: Proportion of accounts displaying each di-
chotomous trait in our dataset, on Twitter and in the
general population.

A noticeable imbalance in the Intuitive/Sensory283

dichotomy exists across all datasets in Figure284

1. There are also observable imbalances in285

the Extrovert/Introvert and Thinking/Feeling di-286

chotomies. Whereas, the Judging/Perceiving di-287

chotomy is more balanced across each dataset288

than the other dichotomies. The imbalances in289

our dataset are mostly consistent with those from290

www.personalitycafe.com. The higher propor-291

tion of introverts in our dataset is consistent with292

[23] who find that introverts tend to use social me-293

dia as a primary form of communication, whereas294

extroverts tend to prefer communicating in-person.295

The larger proportion of intuitives in our dataset is296

consistent with Schaubhut et al. [34] who discov-297

ered that more Intuitive individuals (13%) reported298

being active users of Twitter than individuals with 299

a preference for Sensing (8%). The imbalance in 300

the Thinking/Feeling dichotomy in our dataset is 301

opposite to what we observe in the Twitter dataset. 302

However, Schaubhut et al. [34] found that people 303

displaying the Feeling trait are more likely to spend 304

their personal time browsing, interacting and shar- 305

ing information on Facebook. Provided the same 306

is true for Twitter users, our inclusion-exclusion 307

condition requiring users to be active on Twitter 308

(i.e. tweet/quote at least 100 times) may bias our 309

dataset leading to more users exerting the Feelings 310

trait. 311

Some authors don’t assume independence be- 312

tween the dichotomies when modelling [4, 26], 313

whereas most choose to model the dichotomies in- 314

dependently [2, 35, 5, 21, 3]. We take a data-driven 315

approach, determining the dependency structure of 316

the four MBTI dichotomies in our dataset using the 317

bias-corrected version of the Cramér’s V Statistic 318

[10] (Table 2). The Cramér’s V statistic is small 319

in every case, implying that the four Myers-Briggs 320

dichotomies are independent in our dataset, and so 321

we model them independently. 322

E/I N/S T/F J/P
E/I 1.00 0.03 0.00 0.10
N/S 0.03 1.00 0.02 0.08
T/F 0.00 0.02 1.00 0.11
J/P 0.10 0.08 0.11 1.00

Table 2: Pairwise results of the bias-corrected Cramér’s
V Statistic between the MBTI dichotomies for our
dataset.

We performed a Principal Component Analysis 323

(PCA) on the features to discover if we could signif- 324

icantly reduce the dimension of the feature space, 325

and multicollinearity between the features. The 326

first principal component explains 25.1% of the 327

variance in the data and the first 200 principal com- 328

ponents explain 95.4% of the variance in the data. 329

As a result, we utilise the first 200 PCA compo- 330

nents in our machine learning models, significantly 331

reducing both the dimension of the feature space 332

and the multicollinearity of the features. 333

5 Model Comparison 334

We train LR, NB, SVM and RF classifiers on each 335

of the four dichotomies in our dataset, using 10- 336

fold cross validation. The class imbalances we 337

observe for some dichotomies (particularly Intu- 338
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itive/Sensory and Extrovert/Introvert), leads us to339

perform four different weighting/sampling tech-340

niques prior to model fitting: (i) Weight the im-341

portance of classifying dichotomies, (ii) Upsample342

the minority class (with replacement), (iii) Perform343

the Synthetic Minority Oversampling Technique344

(SMOTE) on the minority class, (iv) Downsample345

the majority class.346

Each model uses the first 200 principal compo-347

nents of the features in Table 1 as predictors. As348

an example, Figure 2 shows confusion matrices for349

the Intuitive/Sensory dichotomy under the standard350

LR model and the upsampled LR model.351

34425 471

8840 241241

(a) Standard logistic regres-
sion

21189 13707

3907 5174

(b) Upsampled logistic regres-
sion

Figure 2: Confusion matrices for modelling the N/S
dichotomy.

This shows that the standard LR model primar-352

ily predicts the majority class, indicating that it353

exploits the class imbalance to make predictions on354

the test sets. In comparison, the upsampled model355

predicts significantly more of the minority class on356

the test sets, resulting in more accurate predictions357

for the minority class. We observe similar behavior358

for all other models, highlighting the importance359

of weighting/sampling techniques to ameliorate the360

effect of class imbalance for prediction. However,361

we observe a clear trade-off between accurately362

predicting the majority and minority classes, with363

an overall reduction in accuracy due to weight-364

ing/sampling techniques. We therefore report both365

accuracy and Area Under the Curve (AUC) metrics366

for each of our models in Table 3. We report four367

types of accuracy depending on the number of ac-368

curately predicted dichotomies in each model. Of369

course, accuracy can be a misleading metric when370

assessing a model’s performance on unbalanced371

data, so for comparison we report the accuracies372

for a random classifier and a majority class classi-373

fier. Moreover, we use an approach similar to other374

authors to report two types of AUC for each model375

[17, 11]: we macro-average and micro-average the376

true positive rate and false positive rate at each377

threshold of the ROC curve for the independent378

models of each dichotomy. This provides us with 379

two ROC curves (and AUC metrics) for each model. 380

The micro-averaged AUC aggregates the contribu- 381

tions of all samples in each model and weights in- 382

dividual predictions equally, so it is generally less 383

sensitive to class imbalances. Table 3 compares the 384

accuracies and AUCs of the best performing mod- 385

els from each method. In each case, we include 386

the ‘Standard’ model and the weighted/sampling 387

model which achieves the highest sum of micro- 388

and macro-averaged AUC. 389

Accurately Predicted Dichotomies AUCs

Model 4 ≥
3

≥
2

≥
1

Macro Micro

Standard LR 20.82 60.43 89.35 98.82 0.6688 0.6547
SMOTE LR 13.89 48.63 82.51 97.65 0.6642 0.6620
Standard NB 14.20 49.17 81.91 97.40 0.5784 0.5867
Upsampled NB 13.75 48.06 80.82 97.18 0.5861 0.5917
Standard SVM 20.95 60.25 89.64 98.90 0.6693 0.6518
SMOTE SVM 13.56 48.61 82.54 97.61 0.6660 0.6554
Standard RF 19.69 57.96 88.69 98.67 0.6223 0.6273
Upsampled RF 19.70 58.16 88.48 98.76 0.6305 0.6264
Random Classifier 6.250 31.25 68.75 93.75 0.5000 0.5000
Majority Class 15.31 54.54 87.20 98.28 0.5000 0.5000

Table 3: Accuracies and AUCs for best performing mod-
els. We include the ‘Standard’ model (with no weight-
ing/sampling) and best performing weighted/sampling
model. The ‘best performing weighted/sampling model’
is based on the sum of macro- and micro-averaged AUC.

Table 3 highlights the relatively small improve- 390

ment in accuracy achieved by each model in com- 391

parison to the majority class classifier. It is clear 392

that our standard SVM model is the best perform- 393

ing model on average. However, this model is only 394

5.64% more accurate at predicting a user’s com- 395

plete personality type compared to the majority 396

class classifier. This is a reasonable and statisti- 397

cally significant improvement, but we remark based 398

on the above discussion that the standard models 399

are simply exploiting the class imbalances in our 400

dataset. Moreover, we achieve similar accuracies 401

to Plank and Hovy [30], who produced the only 402

other Twitter dataset of labelled MBTI’s (to our 403

knowledge). In particular, we achieve better accu- 404

racies for the T/F and J/P dichotomies, and only 405

marginally worse accuracies for E/I and N/S – fur- 406

ther evidencing that our models perform similarly 407

to others in the literature. 408

Interestingly, the standard LR model most ac- 409

curately predicts at least three of four user di- 410

chotomies and is only marginally worse than SVM 411

for all other metrics. The LR model is also signif- 412

icantly faster to train than the SVMs – making it 413

the model of choice on larger datasets. 414
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The AUC is important in discussions of model415

performance, especially for unbalanced datasets.416

This is because it equally weights the TPR and FPR,417

making it more robust for unbalanced datasets com-418

pared to accuracy. Most of our AUCs lie around419

0.65, apart from the NB Classifiers. In particular,420

the best performance for the macro-averaged and421

micro-averaged AUCs is the standard SVM and422

SMOTE LR model, respectively. These AUCs are423

significantly larger than for both the random and424

majority class classifiers, indicating a clear ‘signal’425

in our features. We therefore perform an in-depth426

analysis of feature importance next.427

6 Feature Importance428

We perform independent upsampled LR models on429

each of the four MBTI dichotomies because they430

performed well on our dataset (macro- and micro-431

averaged AUCs: 0.6676 and 0.6536). We choose432

an LR model because it is fast to train and, straight-433

forward to interpret and perform feature selection434

on. Moreover, we use an upsampled model because435

it does not involve creating ‘synthetic’ data in the436

same way that SMOTE does – this is important for437

determining feature importance.438

We consider the variable importance of the de-439

scriptive features in our models; these include all440

features except from BERT. For each dichotomy441

we fit the upsampled LR model and perform a step-442

wise feature selection to obtain a model with only443

significant features. In each case, we start with a444

null model and perform the stepwise selection al-445

gorithm on the p-values with a threshold in of 0.05446

and a threshold out of 0.1. We determine the vari-447

able importance of features using the t-statistic for448

the parameter coefficients associated with each fea-449

ture. For each dichotomy, we calculate the variable450

importance of each remaining feature after step-451

wise selection is complete, and display the absolute452

value of variable importance. Figure 3 displays the453

12 most important features for each model. We454

colour the bars based on the variable’s preference455

for each class in the dichotomy.456

Pennebaker and Francis [28] suggested function457

words such as pronouns (pronoun), personal pro-458

nouns (ppron), 1st person singular (i), 1st person459

plural (we), prepositions (prep), auxiliary verbs460

(auxverb) and negations (negate), can describe peo-461

ple. Figure 3 shows the function words that are462

significant predictors in our models, e.g., 1st per-463

son plurals are significant in the E/I model and464
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Figure 3: Variable Importance Plots for an upsampled
LR model for each dichotomy. Variables sorted by the
absolute value of variable importance. Bars coloured by
feature preference for each class.

prepositions are significant in the N/S model. This 465

reinforces the importance of function words, and 466

that techniques such as stop-word removal may re- 467

move useful information, particularly for tasks like 468

personality prediction. 469

Extroverts tend to be associated with more pos- 470

itive language, and introverts have more focus on 471

the past. Similarly, Chen et al. [9] suggested that 472

extroverts display more positive emotion because 473

they have a “dispositional tendency to experience 474

positive emotions”. Accounts with larger favourites 475

count (i.e. the account likes more tweets) tend to 476

be more intuitive, whereas accounts which write 477

more statuses tend to be more sensory. Interpret- 478

ing favourites as a proxy for the amount of infor- 479

mation an account consumes, our results suggest 480

that intuitives consume more information on Twit- 481

ter, whereas sensory individuals write more. This 482

proxy is of course not perfect, because people may 483

consume information without liking it. Nonethe- 484

less, it is consistent with Myers-Briggs Foundation 485

definitions, which state that intuitives pay “most at- 486

tention to impressions or the meaning and patterns 487

of the information”, whereas sensors pay “attention 488

to physical reality, what I see, hear, touch, taste, 489

and smell” [1]. The strongest predictor for the J/P 490

dichotomy (Figure 3d) is time; judgers are more 491

likely to use words related to time and certainty 492

compared to perceivers. ‘End’, ‘until’ and ‘season’ 493

are examples of time-related words and ‘always’, 494

‘never’ are words related to certainty. This is con- 495

sistent with the Myers-Briggs Foundation, which 496

states judgers “prefer a planned or orderly way of 497

life, like to have things settled and organized” [1]. 498
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Next we explore how emoji usage relates to a499

Twitter user’s MBTI. On Twitter, emojis often have500

multiple meanings. For instance, the rainbow flag501

can indicate support for LGBTQ+ social move-502

ments, the wave can symbolise a “Resister” crowd503

of anti-Trump Twitter, and the okay symbol can504

be used by white supremacists, some of which505

covertly use the symbol to indicate their support for506

white nationalism [8]. Hence, emojis can indicate507

how these groups/movements interact with differ-508

ent personality types. We determine each emoji’s509

frequency in a user’s tweets and include these fre-510

quencies as predictors in upsampled LR models.511

Performing the same stepwise feature selection al-512

gorithm as above, we display the 12 most important513

predictors from the remaining models in Figure 4.514

(a) Extroverted/Introverted (b) Intuitive/Sensory

(c) Thinking/Feeling (d) Judging/Perceiving

Figure 4: Variable Importance Plots for emoji counts in
the upsampled LR models. Variables sorted by absolute
value of variable importance. We colour bars by the
feature preference for each class.

The rocket ship emoji is one the top 12 most im-515

portant predictors across all models. An increase516

in this emoji’s usage implies a higher likelihood517

of an account being introverted, intuitive, feelings-518

orientated and perceiving. The rocket ship emoji519

has been used by finance enthusiasts who use the520

emoji to denote a fast increase in a particular stock521

or cryptocurrency. Hence, it is possible that we are522

observing crypto enthusiasts to be more introverted,523

intuitive, feelings-orientated and perceiving. How-524

ever, this emoji has other meanings like as an actual525

rocket ship, so we explore created word clouds of526

tweets containing the rocket emoji (Figure 5a), as527

well as the red heart emoji (Figure 5b). The rocket528

ship generally appears in crypto-related tweets dis-529

cussing ‘projects’, ‘great opportunities’, ‘develop-530

ments’ and ‘cryptos’. However, it also appears 531

in tweets discussing the ‘moon’ and ‘space’. The 532

red heart emoji mainly appears in emotive tweets 533

discussing ‘love’ and ‘happiness’. A number of 534

the emojis making an account more introverted 535

are sad/upset emojis, whereas no sad/upset emojis 536

make an account more extroverted. This further 537

confirms Figure 3a which suggested that extroverts 538

prefer to display positive emotion online. 539

(a) Rocket Ship Emoji (b) Red Heart Emoji

Figure 5: Word clouds of tweets/quotes containing spe-
cific emojis in our dataset: rocket ship (left) and red
heart (right). Note that we remove stopwords as they do
not provide much context for the tweets.

Next we consider the importance of different fea- 540

ture groups (including the BERT features) and dis- 541

cuss whether different groups of features are more 542

informative in our models. Again, we fit an upsam- 543

pled LR model to all features and perform stepwise 544

feature selection on each model. We use the same 545

thresholds to accept and remove features. We then 546

measure the feature group importance using the 547

number of remaining features in each feature group 548

after selection. For each model, Table 4 displays 549

number of predictors (in each feature group) and 550

proportion that remain after stepwise feature selec- 551

tion. This proportion can be considered a measure 552

of the importance of each feature group, which 553

is not biased by the number of features in each 554

group. We introduce a statistical framework to 555

determine whether different groups of features are 556

more informative for our data, by performing a Chi- 557

Squared Test on the number of features retained 558

and excluded from each model. We test the null 559

hypothesis that each feature group is equally infor- 560

mative (per feature) and include the p-values from 561

the Chi-Square Test in the captions of Table 4. 562

The number of features selected depends on the 563

type of model. For instance, 243 features are se- 564

lected in the N/S model, whereas only 124 features 565

are selected in the J/P model. Interestingly, the 566

N/S model is also the most accurate and the J/P 567

7



Feature
Type # Prop.

Retained
SM 4 36.4%

LIWC 15 20.3%
BERT 176 22.9%

Botometer 1 14.3%
VADER 2 33.3%

Total 198 22.9%

(a) E/I (p = 0.720)

Feature
Type # Prop.

Retained
SM 7 63.6%

LIWC 18 24.3%
BERT 217 28.3%

Botometer 0 0.00%
VADER 1 16.7%

Total 243 28.1%

(b) N/S (p = 0.032)

Feature
Type # Prop.

Retained
SM 5 45.5%

LIWC 11 14.9%
BERT 124 16.1%

Botometer 1 14.3%
VADER 3 50.0%

Total 144 16.6%

(c) T/F (p = 0.019)

Feature
Type # Prop.

Retained
SM 4 36.4%

LIWC 8 10.8%
BERT 112 14.6%

Botometer 0 0.00%
VADER 0 0.00%

Total 124 14.3%

(d) J/P (p = 0.120)

Table 4: Number of features and proportion retained in
each group after stepwise feature selection. p-values are
from Chi-Squared Tests on the null hypothesis that each
feature group is equally informative per feature.

model the least accurate, implying a positive rela-568

tionship between accuracy and number of features569

retained. This is consistent with the remark that570

more features are retained in a model when they571

are more informative about the data. Moreover,572

the SM features are on average the most-retained573

across models. Conversely, the Botometer features574

have worst payoff across the four models, having575

the smallest proportion retained on average. The576

most interesting comparison is between the LIWC577

and BERT features, which both aim to describe lin-578

guistic properties about users. In each model, the579

BERT features are more highly retained. However,580

only the results from the N/S model and the T/F581

model are significant at the 5% level. We therefore582

reject the null hypothesis that each feature group583

is equally as informative (per feature) for the N/S584

and T/F models. However, the Chi-Squared Test585

does not alone tell us what feature groups perform586

significantly better, so we perform individual confi-587

dence intervals (CIs) for the binomial proportions588

of accepting/rejecting features in each group using589

the Wilson Score interval [31]. The CIs for each590

feature group and model are displayed in Figure 6.591

For the I/S model, the 95% CI for the SM fea-592

tures lies completely above those for LIWC and593

BERT. This indicates that SM features are more594

informative (per feature) than LIWC and BERT fea-595

tures at the 5% level for this dichotomy. Attributes596

about a user’s account are therefore sometimes597

more important than the language they use when598

modelling personality. This is also validated by the599

results for the T/F model, where the 95% CI for the600

SM

Figure 6: 95% Wilson Score Binomial CIs for the pro-
portion of retained features in each group. We use the
Wilson Score version to correct for having zero suc-
cesses in some cases.

SM features and VADER features lie completely 601

above the 95% CI for the BERT features. We likely 602

observe these results because the textual features 603

are all fairly correlated with each other. Moreover, 604

there is no evidence to suggest that BERT features 605

are more informative than LIWC features in deter- 606

mining a Myers-Briggs personality type. 607

7 Conclusion 608

This paper contributes a labelled Twitter dataset 609

of personality types and framework to model the 610

personality types of these users. To our knowledge, 611

this is the largest available Twitter dataset of la- 612

belled Myers-Briggs Personality Types. Our data 613

collection techniques avoid the long, cumbersome 614

questionnaires used in other research. Additionally, 615

we develop a statistical framework which combines 616

NLP and mathematical models to model/predict 617

users’ personality type. While we applied this 618

framework to personality types, it can model any la- 619

belled characteristics of online accounts – political 620

opinions, psychological properties or propensity 621

to adopt an opinion. Using this framework, we 622

analyse and compare a number of different models. 623

Since personality types in our dataset are unbal- 624

anced, we compare different weighting/sampling 625

techniques to deal with class imbalances. We dis- 626

cover that class imbalances are common in these 627

types of datasets, yet are often overlooked. Because 628

of this, we demonstrate why personality prediction 629

models appear more accurate than they are, and 630

demonstrate why digital footprints may be less in- 631

formative of personality type than models suggest. 632
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8 Limitations633

While this work provides a thorough analysis of634

our dataset as well as different personality mod-635

els, there is certainly a need for future work in this636

area. Since we use a large number of features on637

a fairly large dataset, a deep learning model is cer-638

tainly appropriate for this type of problem. Hence,639

it would be desirable to test the performance of640

our features on this dataset by utilising a suite of641

deep learning models. These may include models642

such as: Recurrent Neural Networks, Perceptron,643

Long Short Term Memory (LSTM) and a number644

of other more advanced black-box type machine645

learning models. These models would not give the646

same interpretability as the models we have used647

in our analysis, so they would be primarily used for648

their predictive capability. Class imbalances should649

also be acknowledged and appropriately handled650

in the deep learning models. Moreover, it would651

also be interesting to consider different methods652

for collecting data. One limitation of our dataset653

is that we only have access to the classification of654

the four personality dimensions, when in reality655

these dimensions are represented on a numerical656

scale. For instance, two users may be extroverted657

but one user may be considerably more extroverted658

than the other. While performing questionnaires659

are long and expensive, it would enable us to obtain660

these personality dimensions on a numerical scale,661

and it would reduce the mislabelling rate of the ac-662

counts. We would expect this to have a significant663

improvement on the performance of our models.664

Another obvious extension of our work is to use the665

OCEAN personality model instead of the Myers-666

Briggs model. By utilising questionnaires to obtain667

our data, we would have the luxury to choose which668

personality model to use, and so it would be possi-669

ble to consider using the OCEAN model. We could670

then consider obtaining both personality types for671

each user and perform a comparison between the672

two personality models. This would enable us to673

test the reliability and accuracy of both personality674

models, something which has not been done by any675

other researchers (to our knowledge).676
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