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A B S T R A C T

Empathetic response generation endeavours to perceive the interlocutor’s emotional and cog-
nitive states in the dialogue and express proper responses. Previous studies detect the in-
terlocutor’s states by understanding the immediate context of the dialogue. However, these
methods are at an elementary/intermediate level of empathetic understanding due to the
neglect of the broader context (i.e., the situation) and its associations with the dialogue,
leading to inaccurate comprehension of the interlocutor’s states. In this paper, we utilize the
EMPATHETIC-DIALOGUES dataset consisting of 25k dialogues, and on this basis, we propose a
Situation-Dialogue Association Model (SDAM). SDAM focuses on the broader context, i.e., the
situation, and enhances the understanding of empathy from explicit and implicit associations.
Regarding explicit associations, we propose a bidirectional filtering encoder. It selects relevant
keywords between the situation and dialogue, learning their direct lexical relevance. For implicit
associations, we use a knowledge-based hypergraph network grounded to learn convoluted
connections between the situation and the dialogue. Moreover, we also introduce a simple fine-
tuning approach that combines SDAM with large language models to further strengthen the
empathetic understanding capability. Compared to the baseline, SDAM demonstrates superior
empathetic ability. In terms of emotion accuracy, fluency, and response diversity (Distinct-
1/Distinct-2), SDAM achieves improvements of 12.25 (a 30.47% increase), 0.3 (a 0.85%
increase), and 0.86/1.23 (116.22% and 30.67% increases), respectively. Additionally, our
variant model based on large language models exhibits better emotion recognition capability
without compromising response quality, specifically achieving an improvement of 0.23 (a 0.37%
increase) in emotion accuracy.

. Introduction

Endowing machines with human-like traits is a crucial step in developing anthropomorphic conversational agents. Multiple
tudies have demonstrated that traits such as emotionality (Ghosh, Chollet, Laksana, Morency, & Scherer, 2017; Yuan, Wang, Yu,

Zhang, 2022), personalization (Capel & Brereton, 2023; Chen, Wang, Yu, & Zhang, 2023; Kim, Kim, & Kim, 2020; Lynn, Son,
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Fig. 1. An example from the EMPATHETIC-DIALOGUES dataset. The situation and its explicit and implicit associations with the dialogue facilitate an accurate
and comprehensive understanding of the dialogue.

Kulkarni, Balasubramanian, & Schwartz, 2017; Zhang, Wang, Yu, Xu, & Zhang, 2024), and empathy (Fitzpatrick, Darcy, & Vierhile,
2017; Zhong et al., 2021) significantly enhance machine performance across various tasks. This paper focuses on imbuing machines
with the trait of empathy, specifically addressing the empathetic response generation task. The task aims to perceive the emotional
and cognitive states of interlocutors and generate appropriate responses accordingly (Curry & Curry, 2023; Rashkin, Smith, Li, &
Boureau, 2019; Sabour, Zheng, & Huang, 2022).

According to the empathy development theory, the understanding of empathy is categorized into four stages, progressing from
ow to high (Hoffman, 1975, 1977, 1987, 2001). For the first three stages, understanding empathy only requires considering the
mmediate context in which the interlocutor is situated, i.e., the dialogue context. However, the highest stage of empathy necessitates
dditional attention to the broader context, i.e., the situation information. Existing work perceives emotional states (Li et al., 2020;
i, Li, Ren, Ren, & Chen, 2022; Lin, Madotto, Shin, Xu, & Fung, 2019; Majumder et al., 2020; Rashkin et al., 2019; Yang et al., 2023)
r emotional and cognitive states (Sabour et al., 2022; Wang et al., 2022; Zhao, Zhao, Lu, & Qin, 2023; Zhou, Zheng, Wang, Zhang,
Huang, 2023) from the dialogue context while neglecting the situation information in which the dialogue takes place. Due to the

eglect of background knowledge present in the situation information, these methods are more prone to misunderstanding emotional
nd cognitive states. As illustrated in Fig. 1, the dialogue context conveys the implication that ‘‘the speaker has not graduated, and
heir uncle is about to visit the school’’. Simultaneously, the situation information expresses the implication that ‘‘the speaker is
fraid that their intimidating uncle will be angry due to their failure to graduate’’. Disregarding the situation information, previous
ethods cannot accurately comprehend the speaker’s emotion as ‘‘fear’’. For instance, if the uncle were a considerate individual,
e would be more likely to visit the school to console the speaker. Consequently, the speaker is more prone to express a sense of

‘care’’ rather than ‘‘fear’’. Conversely, associating relevant information from the situation information and the dialogue context,
nd making reasonable inferences, is more likely to accurately comprehend the dialogue. For example, linking ‘‘not graduating’’
nd ‘‘didn’t graduate’’ reveals the same implication of ‘‘failure to graduate’’. Simultaneously, connecting ‘‘my scary uncle who will
e angry that I didn’t graduate’’ and ‘‘my uncle is about to come see me’’ accurately reflects the speaker’s states of ‘‘afraid’’ and

‘fear of being reprimanded by their uncle’’. Therefore, understanding the situation information and its associations with the context
acilitates accurate comprehension of the user’s state, yet this aspect remains unexplored.

In this paper, we propose a Situation-Dialogue Association Model (SDAM) for empathetic response generation. Inspired by the
ituation model (Pickering & Garrod, 2004), we introduce situation information and categorize its associations with the dialogue
ontext into explicit and implicit associations. Explicit associations refer to direct word-level connections, while implicit associations
equire inference to uncover the underlying connections. To learn explicit associations, we propose a bidirectional filtering encoder,
hich selects and encodes keywords relevant to both the situation and the context. Since hypergraph neural network can effectively

apture complex associations (Feng, You, Zhang, Ji, & Gao, 2019; Wang et al., 2019; Yu, Tao, & Wang, 2012), we use a reasoning
nowledge-based hypergraph neural network to capture complex implicit associations in situational and dialogical reasoning
nowledge. To flexibly convey empathy in the situation and the dialogue, we adopt an adjustable situation-dialogue decoder to
enerate empathetic responses.

Experiments on the EMPATHETICDIALOGUES dataset (Rashkin et al., 2019) demonstrate SDAM significantly outperforms state-
f-the-art baselines with stronger perception and empathy. Further analyses verify that both explicit and implicit situation-dialogue
ssociations substantially contribute to the understanding and empathy.

. Research objectives

To clearly articulate the research objectives of this paper, we delineate the limitations of existing research, the problems to be
ddressed, and the contributions of our proposed approach.
2
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Limitations of Existing Research. Existing studies detect the interlocutor’s emotional and cognitive states by understanding
the immediate context within the dialogue. As a broader context, the situation is closely associated with the dialogue and crucial
for comprehending the interlocutor’s states. However, existing methods neglect the situation, leading to inaccurate understanding
of the interlocutor’s states.

Problems to be Addressed. The problem we face is how to leverage the situation to enhance the empathetic capability of the
model, i.e., how to better understand the interlocutor’s states by exploiting the close associations between the situation and the
dialogue.

Contributions of Our Research. Our main contributions are as follows: (1) We introduce the situation and explore its explicit
and implicit associations with the dialogue to accurately comprehend the dialogue and generate empathetic responses. (2) We
propose a bidirectional filtering encoder and a reasoning knowledge-based hypergraph neural network to respectively focus on the
explicit and implicit associations. (3) We introduce a simple fine-tuning approach that combines our small-scale model with large
language models, enhancing the emotion perception capability of large language models without compromising response quality.
(4) Experimental results demonstrate that our proposed approach improves the empathetic ability of the model and generates more
appropriate responses.

3. Literature review

Endowing anthropomorphic conversational agents with key human-like traits such as emotionality (Ghosh et al., 2017; Yuan
et al., 2022), personalization (Capel & Brereton, 2023; Chen et al., 2023; Kim et al., 2020; Lynn et al., 2017; Zhang et al., 2024), and
empathy (Fitzpatrick et al., 2017; Zhong et al., 2021) have been demonstrated to significantly enhance machine performance across
various tasks. We focus on imbuing machines with the trait of empathy, specifically addressing the empathetic response generation
task (Rashkin et al., 2019). This task requires the automatic perception of the emotions and cognition of the interlocutor, and the
generation of appropriate responses accordingly (Sabour et al., 2022; Zhao et al., 2023). To clearly present the relevant work, we
elaborate from three aspects: emotion, cognition, and empathetic response generation models.

Emotion. Emotion is an important aspect of empathy, which has promoted the models’ performance in various tasks (Chen,
Wang, & Zhang, 2021; Fitzpatrick et al., 2017; Ghosh et al., 2017; Rashkin et al., 2019). Previous research has represented emotion
as continuous or discrete representations to incorporate it into models. One part of the research views emotion as continuous
vector representations, focusing on sentence-level emotion (Calvo & Mac Kim, 2013; Lee, Li, & Yu, 2022), multi-granularity
emotion (Buechel & Hahn, 2017), and relations between multiple dimensions (Xie, Lin, Lin, Wang, & Yu, 2021). Another part
views emotion as discrete emotion labels, generally categorized into 2 to 32 emotion classes (Rashkin et al., 2019; Zhong et al.,
2021; Zhong, Zhang, Wang, Liu, & Miao, 2020). Compared to the former, the latter is more easily understood and interpreted by
humans, and thus is commonly used for emotion labels. In this paper, 32 discrete emotion classes are adopted.

Cognition. Cognition is another important aspect of empathy (Sabour et al., 2022). Previous research enhances the cognitive
ability of models by incorporating external knowledge. One line of research has augmented cognition by integrating ConceptNet
knowledge (Li et al., 2022; Zhong et al., 2021). Other studies have introduced commonsense reasoning knowledge to strengthen
cognitive capabilities (Sabour et al., 2022; Zhao et al., 2023; Zhou et al., 2023). As the latter approach considers the user’s state
more comprehensively, it has achieved superior performance.

Empathetic Response Generation Models. Early empathetic response generation models focus on the emotional aspect of
mpathy from multiple perspectives. These studies explore dialogue-level emotions (Rashkin et al., 2019), mixed emotions (Lin
t al., 2019; Majumder et al., 2020), and word-level emotions (Li et al., 2020, 2022) respectively. As empathy also encompasses
he cognitive aspect (Cuff, Brown, Taylor, & Howat, 2016; Davis, 1983; Elliott, Bohart, Watson, & Murphy, 2018), later research
dditionally considered cognitive factors. These studies enhance the cognitive abilities of models by focusing on commonsense
nowledge (Sabour et al., 2022), emotion fluidity (Wang et al., 2022), self-other awareness (Zhao et al., 2023), dynamic fusion of
ommonsense knowledge (Bi et al., 2023), and alignment between emotion and cognition (Zhou et al., 2023).

However, existing methods are all based on the immediate context, namely the dialogue context. According to psychology
tudy (Hoffman, 1975), more advanced empathy requires paying attention to broader context, such as the situation. Unlike the above
ethods, we introduce the situation, and consider both explicit and implicit associations between the situation and the dialogue to

urther enhance the model’s empathic ability.

. Method

.1. Overview

Our proposed Situation-Dialogue Association Model (SDAM) considers situations, dialogues and their associations, which
ccurately and comprehensively understand dialogues and generate more empathetic responses. As shown in Fig. 2, SDAM is a
ransformer-based model composed of four parts: (1) context and situation encoders, which encode the context and the situation to
ully comprehend the dialogue; (2) a bidirectional filtering encoder, which selects and encodes keywords relevant to the situation
nd the context to learn explicit associations; (3) a reasoning knowledge-based hypergraph neural network. It utilizes a hypergraph
eural network to capture complex implicit associations in situational and dialogical reasoning knowledge. (4) emotion and response
rediction module. It first uses aggregation attention to aggregate the situation, context, and their associations to predict the emotion
3

ategory. Then, it adopts an adjustable situation-context decoder to predict the response.
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Fig. 2. An overview of SDAM. It consists of four parts: (1) context and situation encoders, which comprehensively understand the dialogue; (2) bidirectional
filtering encoder, which selects and encodes keywords relevant to both the situation and the context to learn explicit associations; (3) a reasoning knowledge-based
hypergraph neural network. It utilizes the hypergraph neural network to capture complex implicit associations in reasoning knowledge; (4) emotion and response
prediction module, which employs aggregation attention to perceive the situation, context and associations to predict emotion categories. It then utilizes an
adjustable situation-context decoder to generate empathetic responses.

4.2. Task formulation

Given the dialogue context 𝐷 = [𝑈1, 𝑈2,… , 𝑈𝑁𝑑
] and the situation information 𝑆 = [𝑠1, 𝑠2,… , 𝑠𝑀 ], our goal is to understand the

communicator’s states in the dialogue, predict the dialogue emotion 𝐸, and generate an appropriate response 𝑌 = [𝑦1, 𝑦2, . . . , 𝑦𝑗 ,
𝑦𝐿]. Here, 𝑈𝑖 = [𝑤𝑖

1, 𝑤
𝑖
2,… , 𝑤𝑖

𝑛𝑖
] represents the 𝑖th utterance with 𝑛𝑖 words. 𝑆 represents a sequence with 𝑀 words. 𝑌 is a sequence

with 𝐿 words.

4.3. Context and situation encoders

We encode the context and the situation respectively to understand the immediate dialogue content and the background
information.

Regarding the context, similar to previous approaches (Li et al., 2022; Sabour et al., 2022), we first concatenate the utterances in
the dialogue context and prepend [𝐶𝐿𝑆] to form the dialogue input sequence 𝐶 = 𝑈1⊕𝑈2⊕⋯⊕𝑈𝑁𝑑

. [𝐶𝐿𝑆] represents the overall
semantic token and serves as the start symbol, while ⊕ is the concatenation symbol. Based on the dialogue input sequence 𝐶, we
convert it into word embeddings and sum them with the user type embeddings to form the context embeddings 𝐸𝑐 . Subsequently,
we sum the context embeddings 𝐸𝑐 and position embeddings to obtain 𝐸𝑐 , which is then inputted into the context encoder 𝐄𝐧𝐜𝑐𝑡𝑥
to obtain the context representation 𝐻𝑐𝑡𝑥. Here, the user type embeddings are used to differentiate between speakers and listeners
and are randomly initialized.

𝐻𝑐𝑡𝑥 = 𝐄𝐧𝐜𝑐𝑡𝑥(𝐸𝑐 ) (1)

where 𝐻𝑐𝑡𝑥 ∈ 𝑅𝑁×𝑑 , 𝑁 represents the length of the context sequence, i.e., dialogue input sequence. And d is the hidden size of the
encoder.

In terms of the situation, we transform the sequence of situation informations 𝑆 into situation embeddings 𝐸𝑠. Subsequently, we
sum the situation embeddings and position embeddings to obtain 𝐸𝑠, which is then fed into the situation encoder 𝐄𝐧𝐜𝑠𝑖𝑡 to learn
the situation and obtain the situation representation 𝐻𝑠𝑖𝑡.

𝐻𝑠𝑖𝑡 = 𝐄𝐧𝐜𝑠𝑖𝑡(𝐸𝑠) (2)

where 𝐻 ∈ 𝑅𝑀×𝑑 , M represents the length of the situation information sequence.
4
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4.4. Bidirectional filtering encoder

Explicit associations refer to direct connections in the situation and the dialogue (Pickering & Garrod, 2004). Since in this task,
oth the situation and dialogue are described through words, the most direct connection is related keywords. To capture explicit
ssociations embodied in words, we propose a bidirectional filtering encoder, which consists of three steps: calculating relevance
cores, selecting relevant words, and encoding relevant words.
Calculating Relevance Scores. We design a relevance function 𝐅𝐮𝐧𝐜 to calculate the relevance between the situation and

ontext. We input the situation embedding 𝐸𝑠 and the context embedding 𝐸𝑐 into the relevance function 𝐅𝐮𝐧𝐜 in different orders
to compute two relevance scores, i.e., the context-to-situation relevance score 𝑟𝑐2𝑠 ∈ 𝑅𝑀×𝑁 and the situation-to-context relevance
score 𝑟𝑠2𝑐 ∈ 𝑅𝑁×𝑀 .

𝑟𝑐2𝑠 = 𝐅𝐮𝐧𝐜(𝐸𝑐 , 𝐸𝑠) (3)

𝑟𝑠2𝑐 = 𝐅𝐮𝐧𝐜(𝐸𝑠, 𝐸𝑐 ) (4)

To describe the relevance function clearly and concisely, we take the context-to-situation order as an example to illustrate the
computation process. Specifically, we feed the situation embedding 𝐸𝑠 and context embedding 𝐸𝑐 separately into two linear layers
and calculate their relevance degree 𝐸𝑑𝑜𝑡 using dot product. Additionally, we use the learnable weight parameters 𝑤𝑐𝑜𝑚 to compress
the context and situation embeddings, resulting in compressed context embedding 𝐸𝜃 and situation embedding 𝐸𝜀. The relevance
degree indicates the strength of the association between the situation and context words, while the compressed embeddings indicate
the meaning of the words.

𝐸𝑑𝑜𝑡 = (𝑤𝑑𝑜𝑡
𝜃 𝐸𝑐 + 𝑏𝑑𝑜𝑡𝜃 ) ⋅ (𝑤𝑑𝑜𝑡

𝜀 𝐸𝑠 + 𝑏𝑑𝑜𝑡𝜀 )𝑇 (5)

𝐸𝜃 = 𝑤𝑐𝑜𝑚𝐸𝑐 , 𝐸𝜀 = 𝑤𝑐𝑜𝑚𝐸𝑠 (6)

where 𝑤𝑑𝑜𝑡
𝜃 , 𝑤𝑑𝑜𝑡

𝜀 , 𝑏𝑑𝑜𝑡𝜃 , 𝑏𝑑𝑜𝑡𝜀 , 𝑤𝑐𝑜𝑚 are learnable weights. 𝑤𝑑𝑜𝑡
𝜃 , 𝑤𝑑𝑜𝑡

𝜀 ∈ 𝑅𝑑×𝑑 , 𝑏𝑑𝑜𝑡𝜃 , 𝑏𝑑𝑜𝑡𝜀 ∈ 𝑅𝑑 , 𝑤𝑐𝑜𝑚 ∈ 𝑅𝑑×𝑑𝑐𝑜𝑚 . Meanwhile, 𝐸𝑑𝑜𝑡 ∈ 𝑅𝑁×𝑀 ,
𝐸𝜃 ∈ 𝑅𝑁×𝑑𝑐𝑜𝑚 , 𝐸𝜀 ∈ 𝑅𝑀×𝑑𝑐𝑜𝑚 , where 𝑑𝑐𝑜𝑚 is a hyperparameter for the compressed dimension.

To consider both association strength and word meaning, we concatenate two types of vectors and input them into a linear layer
with activation functions to obtain the context-to-situation relevance score 𝑟𝑐2𝑠.

𝐸𝑖,𝑗
𝑑𝑐 = 𝐸𝑖

𝜃 ⊕𝐸𝑗
𝜀 ⊕𝐸𝑖,𝑗

𝑑𝑜𝑡, 𝑖 ∈ [1, 𝑛]; 𝑗 ∈ [1, 𝑚] (7)

𝑟𝑐2𝑠 = 𝜎2(𝑤𝑒𝑎𝜎1(𝐸𝑑𝑐 ) + 𝑏𝑒𝑎) (8)

where 𝐸𝑖,𝑗
𝑑𝑐 ∈ 𝑅𝑁×𝑀×(2𝑑𝑐𝑜𝑚+1), 𝑟𝑐2𝑠 ∈ 𝑅𝑁×𝑀 , 𝜎1, 𝜎2 are the Sigmoid and ReLU activation functions, respectively.

Selecting Relevant Words. Based on the context-to-situation relevance score, we select the top k situation words with the highest
relevance scores. By multiplying the relevant scores 𝑆𝑘𝑖

𝑐 with the word embeddings 𝐸𝑘𝑖
𝑐 , we obtain the relevant situation embedding

of k words. In the same way, we process the situation-to-context relevance scores to obtain the relevant context embeddings of k
words. Afterwards, we concatenate the above relevant embeddings of the situation and context words to obtain the bidirectional
relevant embedding 𝑟̃𝑒𝑎.

𝑆𝑘𝑖
𝑠 , 𝐸𝑘𝑖

𝑠 = 𝐓𝐨𝐩𝐊(𝑟𝑑2𝑠), 𝑘𝑖 ∈ [1, 𝑘] (9)

𝑆𝑘𝑖
𝑐 , 𝐸𝑘𝑖

𝑐 = 𝐓𝐨𝐩𝐊(𝑟𝑠2𝑑 ), 𝑘𝑖 ∈ [1, 𝑘] (10)

𝑟̃𝑒𝑎 =
𝑡𝑦𝑝𝑒∈{𝑐,𝑠}

⊕
𝑘𝑖∈[1,𝑘]

𝑆𝑘𝑖
𝑡𝑦𝑝𝑒 ⋅ 𝐸

𝑘𝑖
𝑡𝑦𝑝𝑒 (11)

where 𝑆𝑘𝑖
𝑠 , 𝑆𝑘𝑖

𝑐 ∈ 𝑅𝑘×1 represent the top k scores for the situation and context. 𝐸𝑘𝑖
𝑠 , 𝐸𝑘𝑖

𝑐 ∈ 𝑅𝑘×𝑑 are the k word embeddings of the
situation and context corresponding to the top k scores, where k is a hyperparameter. Moreover, 𝑟̃𝑒𝑎 ∈ 𝑅2𝑘×𝑑 .

Encoding Relevant Words. By encoding the bidirectional relevant embedding 𝑟̃𝑒𝑎, we obtain explicit association representations
𝑟𝑒𝑎 ∈ 𝑅2𝑘×𝑑 between the situation and the context.

𝑟𝑒𝑎 = 𝐄𝐧𝐜𝑒𝑎(𝑟̃𝑒𝑎) (12)

4.5. Reasoning knowledge-based hypergraph neural network

Since the complex implicit associations often manifested in reasoning knowledge (Pickering & Garrod, 2004), we employ the
reasoning model COMET (Hwang et al., 2021) to acquire reasoning knowledge of the situation and the context. Based on the
reasoning knowledge, we construct a hypergraph 𝐺 and utilize a hypergraph neural network (Feng et al., 2019) to learn the complex
implicit associations.

Reasoning Knowledge Acquisition. Similar to Sabour et al. (2022), we obtain reasoning knowledge from the last sentence
U of the dialogue context. We respectively append ([xWant], [xNeed], [xIntent], [xEffect], [xReact]) to the utterance U and
use the COMET model to generate reasoning knowledge [𝑐𝑘1,… , 𝑐𝑘𝑖,… , 𝑐𝑘5], where 𝑐𝑘𝑖 represents the textual description of the
corresponding knowledge. Among them, 𝑐𝑜𝑔 ∈ [[𝑥𝑊 𝑎𝑛𝑡], [𝑥𝑁𝑒𝑒𝑑], [𝑥𝐼𝑛𝑡𝑒𝑛𝑡], [𝑥𝐸𝑓𝑓𝑒𝑐𝑡]] represent cognitive states, while 𝑒𝑚𝑜 =
5

[𝑥𝑅𝑒𝑎𝑐𝑡] represents emotional states. We then convert these textual descriptions by adding the starting symbol [CLS] and learn
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Fig. 3. Regarding the matrices of hypergraphs, these include the adjacency matrix, edge degree matrix, and vertex degree matrix. The adjacency matrix of a
hypergraph, where the rows of the matrix represent the vertices and the columns represent the edges. The edge degree matrix, which is a diagonal matrix with
the degrees of the edges along the diagonal. The vertex degree matrix. It is a diagonal matrix with the degrees of the vertices along the diagonal.

them using the cognitive state encoder 𝐄𝐧𝐜𝑐𝑠 and emotional state encoder 𝐄𝐧𝐜𝑒𝑠, respectively. By encoding cognitive and emotional
states, we obtain the cognitive state representation 𝐻𝑐𝑜𝑔

𝑐 and the emotional state representation 𝐻𝑒𝑚𝑜
𝑐 . Moreover, we process the

situation information 𝑆 in the same way and obtain the cognitive state representation 𝐻𝑐𝑜𝑔
𝑠 and emotional state representation 𝐻𝑒𝑚𝑜

𝑠
for the situation. For convenience, we generalize the symbols for the situation or context as 𝑡𝑦𝑝𝑒, where 𝑡𝑦𝑝𝑒 ∈ {𝑠, 𝑐}.

𝐻𝑐𝑜𝑔
𝑡𝑦𝑝𝑒 = 𝐄𝐧𝐜𝑐𝑠(𝐸

𝑐𝑜𝑔
𝑡𝑦𝑝𝑒) (13)

𝐻𝑒𝑚𝑜
𝑡𝑦𝑝𝑒 = 𝐄𝐧𝐜𝑒𝑠(𝐸𝑒𝑚𝑜

𝑡𝑦𝑝𝑒) (14)

where 𝐻𝑐𝑠
𝑡𝑦𝑝𝑒 ∈ 𝑅𝑑𝑐𝑠×𝑑 , 𝐻𝑒𝑠

𝑡𝑦𝑝𝑒 ∈ 𝑅𝑑𝑒𝑠×𝑑 . 𝑑𝑐𝑠, 𝑑𝑒𝑠 represent the textual description lengths for the cognitive state and emotive state,
respectively.

Hypergraph Construction. Based on the aforementioned cognitive and emotional state representations, we construct an implicit
association hypergraph 𝐺, which consists of vertices and hyperedges. We take the [CLS] representation of the state representations,
i.e., 𝑉 𝑒𝑚𝑜

𝑡𝑦𝑝𝑒 = 𝐻𝑒𝑚𝑜
𝑡𝑦𝑝𝑒[0] and 𝑉 𝑐𝑜𝑔

𝑡𝑦𝑝𝑒 = 𝐻𝑐𝑜𝑔
𝑡𝑦𝑝𝑒[0], as the hypergraph vertices 𝑉 . To reflect the complex associations between situations and

contexts, we construct three hyperedges 𝑒1, 𝑒2, and 𝑒3. 𝑒1 connects all the vertices of the situation and context, representing the
global association between the situation and context; 𝑒2 connects the vertices of context states, which is the local association of
context states; 𝑒3 connects the vertices of situation states, representing the local association of situation states. Based on the above
vertices and edges, we construct the adjacency matrix 𝐻 ∈ 𝑅10×3, the edge degree matrix 𝐷𝑒 ∈ 𝑅3×3, and the vertex degree matrix
𝐷𝑣 ∈ 𝑅10×10 for the hypergraph. To clearly describe the structures of hypergraphs, we elaborate on the adjacency matrix, edge
degree matrix, and vertex degree matrix respectively. See Fig. 3 for details. Adjacency Matrix. Different from a normal graph, in
the adjacency matrix of the hypergraph, rows represent vertices and columns represent hyperedges. If a vertex is linked with a
hyperedge, the value is 1, otherwise it is 0. Edge Degree Matrix. The degree matrix is a diagonal matrix, and the diagonal elements
represent the degree of edges. Vertex Degree Matrix. We present the vertex degree matrix. This matrix is also a diagonal matrix,
and the diagonal elements represent the degree of vertices.

Learning Implicit Associations. Since hypergraph neural networks can effectively capture complex correlations (Feng et al.,
2019), we employ a hypergraph neural network (abbreviated as HGNN) to capture the complex implicit associations between the
context and the situation. In order to capture these associations, we utilize two layer networks:

𝑉1 = 𝜎2(𝐇𝐆𝐍𝐍1(𝑉 )) (15)

𝑟𝑖𝑎 = 𝑉2 = 𝐇𝐆𝐍𝐍2(𝑉1) (16)

where 𝑉1 ∈ 𝑅10×𝑑1 , 𝑟𝑖𝑎, 𝑉2 ∈ 𝑅10×𝑑2 . We alias 𝑉2 as 𝑟𝑖𝑎 to indicate that the vertices have implicit associations.
To illustrate the learning process of implicit associations clearly, we elaborate on the hypergraph neural network layer 𝐻𝐺𝑁𝑁𝑙,

where 𝑙 denotes the 𝑖th layer of the network. Given the adjacency matrix 𝐻 , the edge degree matrix 𝐷𝑒, and the vertex degree
matrix 𝐷𝑣, we first normalize the degree matrices of edges and vertices separately to obtain 𝐷𝑒 ∈ 𝑅10×3 and 𝐷𝑣 ∈ 𝑅3×10.

𝐷𝑣 = 𝐷𝑣
− 1

2 𝐻,𝐷𝑒 = 𝐷𝑒
−1𝐻𝑇 (17)

Then, we aggregate the vertex representations 𝑉 into hyperedge representations 𝐸𝑙
𝑣. Afterwards, we further aggregate the associ-

ation information from the hyperedges into the vertex representations 𝑉𝑙. Through the two aggregation processes of vertex-to-edge
and edge-to-vertex, the model is able to learn more complex associations.

𝐸𝑙 = 𝐷 − 1
2 (𝑤𝑙 ∗ 𝑉 + 𝑏𝑙 ) (18)
6
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𝑉𝑙 = 𝐷𝑣𝑤𝑣2𝑒𝐷𝑒𝐸
𝑙
𝑣 (19)

where 𝑤𝑙
ℎ ∈ 𝑅𝑑×𝑑𝑙 , 𝑏𝑙ℎ ∈ 𝑅𝑑𝑙 are trainable parameters. Meanwhile, 𝐸𝑙

𝑣 ∈ 𝑅3×𝑑𝑙 , 𝑉𝑙 ∈ 𝑅10×𝑑𝑙 . 𝑑𝑙 denotes the hidden size of the 𝑙th layer
and is a hyperparameter. And 𝑤𝑣2𝑒 ∈ 𝑅3×3 is a fixed identity matrix.

4.6. Emotion and response predicting

Using the learned situation and context information, we predict the emotion category and generate empathetic responses.
Emotion Predicting. To aggregate effective information from the situation, context, and their associations, we use four

aggregation attention networks with identical structures but different parameters:

𝑃 𝑒
𝑐𝑡𝑥 = 𝐀𝐭𝐭𝑐𝑡𝑥(𝐻𝑐𝑡𝑥), 𝑃 𝑒

𝑠𝑖𝑡 = 𝐀𝐭𝐭𝑠𝑖𝑡(𝐻𝑠𝑖𝑡) (20)

𝑃 𝑒
𝑒𝑎 = 𝐀𝐭𝐭𝑒𝑎(𝑟𝑒𝑎), 𝑃 𝑒

𝑖𝑎 = 𝐀𝐭𝐭𝑖𝑎(𝑟𝑖𝑎) (21)

where 𝐀𝐭𝐭𝑐𝑡𝑥, 𝐀𝐭𝐭𝑠𝑖𝑡, 𝐀𝐭𝐭𝑒𝑎, and 𝐀𝐭𝐭𝑖𝑎 are aggregation networks for the context, situation, explicit associations, and implicit
associations, respectively, and 𝑃 𝑒

𝑐𝑡𝑥, 𝑃 𝑒
𝑠𝑖𝑡, 𝑃

𝑒
𝑒𝑎, 𝑃

𝑒
𝑖𝑎 are the corresponding emotion probabilities.

To illustrate the structure of the aggregation attention network, we take the aggregation attention 𝐀𝐭𝐭𝑐𝑡𝑥 regarding the dialogue
ontext as an example. Firstly, we calculate the word probabilities of context representation 𝐻𝑐𝑡𝑥 and sum them up to obtain the
ttention hidden representation 𝐻2.

𝐻𝑎
1 = 𝜎3(𝑤𝑎

1𝐻𝑐𝑡𝑥 + 𝑏𝑎1) (22)

𝑃𝑠 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑤𝑠
1𝐻

𝑎
1 + 𝑏𝑠1) (23)

𝐻2 =
𝐿
∑

𝑗=1
𝑃𝑠[𝑗] ⋅𝐻𝑐𝑡𝑥[𝑗] (24)

where 𝐻𝑎
1 ∈ 𝑅𝑁×𝑑 , 𝑃𝑠 ∈ 𝑅𝑁 , 𝐻2 ∈ 𝑅𝑑 . 𝑤𝑎

1, 𝑏
𝑎
1, 𝑤

𝑠
1, 𝑏

𝑠
1 are learnable parameters, and 𝜎3 is the Tanh activation function.

Then, we employ a non-linear layer and a linear layer to learn and predict the context emotion probabilities.

𝐻𝑎
2 = 𝜎3(𝑤𝑎

2𝐻2 + 𝑏𝑎2) (25)

𝑃 𝑒
𝑐𝑡𝑥 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑤𝑠

2𝐻
𝑎
2 + 𝑏𝑠2) (26)

here 𝐻𝑎
2 ∈ 𝑅𝑑 , 𝑃 𝑒

𝑐𝑡𝑥 ∈ 𝑅𝑑𝑒 . 𝑑𝑒 denotes the number of emotion categories, which is equal to 32. 𝑤𝑎
2, 𝑏

𝑎
2, 𝑤

𝑠
2, 𝑏

𝑠
2 are learnable

arameters.
Subsequently, we sum up the emotion probabilities of context, situation, and two types of associations to obtain the overall

motion probability 𝑃𝑒. Using the emotion probability 𝑃𝑒, we predict the emotion category of the conversation. During the training
rocess, we separately calculate the log-likelihood losses between the predicted emotion categories and the ground truth label 𝑒∗,
nd combine them as the overall emotion loss 𝑒. Based on the overall emotion loss, we optimize the model.

𝑃𝑒 = 𝑃 𝑒
𝑐𝑡𝑥 + 𝑃 𝑒

𝑠𝑖𝑡 + 𝑃 𝑒
𝑒𝑎 + 𝑃 𝑒

𝑖𝑎 (27)

𝑒 = −𝑙𝑜𝑔(𝑃 𝑒
𝑐𝑡𝑥(𝑒

∗) ⋅ 𝑃 𝑒
𝑠𝑖𝑡(𝑒

∗) ⋅ 𝑃 𝑒
𝑒𝑎(𝑒

∗) ⋅ 𝑃 𝑒
𝑖𝑎(𝑒

∗)) (28)

Response Predicting. We employ an adjustable situation-context decoder to flexibly generate responses associated with the
ituation or context. To jointly attend to the situation and the context, we employ a situation decoder 𝐃𝐞𝐜𝑠𝑖𝑡 and a context decoder
𝐞𝐜𝑐𝑡𝑥:

𝐻̃𝑠𝑖𝑡 = 𝐃𝐞𝐜𝑠𝑖𝑡(𝐻𝑠𝑖𝑡) (29)

𝐻̃𝑐𝑡𝑥 = 𝐃𝐞𝐜𝑐𝑡𝑥(𝐻𝑐𝑡𝑥) (30)

here 𝐻̃𝑠𝑖𝑡 ∈ 𝑅𝑑𝑡×𝑑 , 𝐻̃𝑐𝑡𝑥 ∈ 𝑅𝑑𝑡×𝑑 . 𝑑𝑡 denotes the length of the shifted response at the t-th decode step.
In order to flexibly adjust the influence of situation and context information, we design a gating network. Through the gating

etwork, we integrate the two types of information and obtain the hidden representation 𝐻 . Similar to Li et al. (2022), we feed the
idden representation 𝐻 into a pointer generation network (See, Liu, & Manning, 2017) to generate responses.

𝐻 = 𝐻̃𝑐𝑡𝑥 ⊕ 𝐻̃𝑠𝑖𝑡 (31)

𝑔 = 𝜎1(𝑤𝑑𝑒𝑐𝐻 + 𝑏𝑑𝑒𝑐 ) (32)

𝐻̃ = 𝑔 ⋅ 𝐻̃𝑐𝑡𝑥 + (1 − 𝑔) ⋅ 𝐻̃𝑠𝑖𝑡 (33)

𝑃 (𝑦𝑡|𝑦 < 𝑡, 𝐶, 𝑆) = 𝐆𝐞𝐧𝐞𝐫𝐚𝐭𝐨𝐫(𝐻̃) (34)

here 𝐻 ∈ 𝑅𝑑𝑡×2𝑑 , 𝐻̃ ∈ 𝑅𝑑𝑡×𝑑 . 𝑤𝑑𝑒𝑐 ∈ 𝑅𝑑×1, 𝑏𝑑𝑒𝑐 ∈ 𝑅1 are learnable parameters.
We subsequently adopt cross-entropy loss as the generation loss to optimize the model.

𝑔𝑒𝑛(𝑦𝑡) = −
𝑇
∑

𝑙𝑜𝑔(𝑃 (𝑦𝑡|𝑦 < 𝑡, 𝐶, 𝑆)) (35)
7
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Table 1
The details of the Empathetic-Dialogues dataset. The dataset is a 25k open-domain multi-turn
dialogue dataset collected on the Amazon Mechanical Turk platform.

Aspects Quantity

Number of dialogues 24,850
Average turns per dialogue 4.31
Average words per situation 19.8
Average words per utterance 15.2
Minimum/maximum utterances per dialogue 4/8
Number of emotion categories 32
Train/Valid/Test data split 19 533/2770/2547

Table 2
The emotion categories of the Empathetic-Dialogues dataset. These emotion categories encompass a variety of both
positive and negative emotions.

Emotion categories

surprised,excited,annoyed,proud,angry,sad,grateful,lonely,impressed,afraid,disgusted,confident,terrified,
hopeful,anxious,disappointed,joyful,prepared,guilty,furious,nostalgic,jealous,anticipating,embarrassed,content,
devastated,sentimental,caring,trusting,ashamed,apprehensive,faithful

Total Loss. Finally, we take the sum of the emotion loss 𝑒 and the generation loss 𝑔𝑒𝑛(𝑦𝑡) as the total loss.

 = 𝑔𝑒𝑛(𝑦𝑡) + 𝑒 (36)

5. Experiments

5.1. Dataset

We conduct experiments on the empathetic dialogue dataset Empathetic-Dialogues (Rashkin et al., 2019). This dataset is a 25k
open-domain multi-turn dialogue dataset. In this dataset, each dialogue contains a situation information (abbreviated as a situation),
multiple utterances, and an emotion label for the entire dialogue. The emotion label belongs to one of 32 emotion types. To construct
the experiments, we follow prior methods (Li et al., 2022; Lin et al., 2019; Sabour et al., 2022) and use a data split with a ratio of
8:1:1 for train/valid/test. The details of the dataset are shown in Table 1. Furthermore, we also list the 32 emotion types involved
in the Empathetic-Dialogues dataset, as shown in Table 2.

5.2. Baselines

To compare with our proposed model SDAM, we select the following state-of-the-art baselines: (1) Transformer (Vaswani et al.,
2017): A vanilla seq2seq model with encoder and decoder; (2) EmoPrend-1 (Rashkin et al., 2019): A Transformer model that
incorporates emotion labels from a pretrained classifier to enhance empathy; (3) MoEL (Lin et al., 2019): A Transformer model
that softly combines emotions using multiple decoders to generate empathetic responses; (4) MIME (Majumder et al., 2020):
A Transformer model considering polarity-based emotion clusters and mimicry for empathy; (5) EmpDG (Li et al., 2020): This
model emphasizes the importance of user feedback and multi-resolution emotion modelling for empathetic response generation;
(6) KEMP (Li et al., 2022): This model Employs ConceptNet knowledge to enrich implicit emotion representations for appropriate
responses; (7) CEM (Sabour et al., 2022): The model accounts for emotional and cognitive aspects of empathy using reasoning
knowledge for enhanced perception and expression. (8) CASE (Zhou et al., 2023): The model enhances the understanding and
xpression of empathy by aligning emotions and cognition from coarse to fine levels.

It is noteworthy that, for fairness, we conduct our experiments according to the following criteria: (1) We do not utilize pre-
rained models. Pre-trained models can exert a significant impact on the model. Our model is not built upon pre-trained models.
herefore, we choose baselines that do not employ pre-trained models. (2) We maintain consistent dataset splitting. Different dataset
plitting can lead to substantial variations in the metrics. Consequently, we directly utilize the dataset splitting methods employed
y previous approaches, thereby avoiding the impact introduced by different splitting methods. (3) We keep crucial parameters
onsistent. To mitigate the influence of parameters, we maintain consistency with the baseline for crucial parameters, such as the
atch size.

.3. Implementation details

We conduct experiments on the EMPATHETICDIA-LOGUES dataset (Rashkin et al., 2019), which contains dialogue context and
ituation informations. During model initialization, we initialize the word embeddings of the situation and dialogue through Glove
mbeddings (Pennington, Socher, & Manning, 2014). For model hyperparameters, we first set the multi-head transformer as a
8

etwork with one layer and two heads. In the bidirectional filtering encoder, we set the compressed dimension 𝑑𝑐𝑜𝑚 to 10 and
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Table 3
Results of automatic evaluation, where the bold numbers represent the optimal metrics. Emotion accuracy refers to
the accuracy of 32 emotions. Perplexity, Distinct-1/Distinct-2 are fluency and diversity metrics for the generated
responses, respectively.

Models Emotion accuracy (Acc) ↑ Perplexity (PPL) ↓ Distinct-1 ↑ Distinct-2 ↑

Transformer – 37.73 0.47 2.04
EmoPrend-1 33.28 38.30 0.46 2.08
MoEL 32.00 38.04 0.44 2.10
MIME 34.24 37.09 0.47 1.91
EmpDG 34.31 37.29 0.46 2.02
KEMP 39.31 36.89 0.55 2.29
CEM 39.11 36.11 0.66 2.99
CASE 40.2 35.37 0.74 4.01

SDAM 52.45 35.07 1.6 5.24

the number of filtered words k to 5. Subsequently, we set the output dimensions of the hypergraph neural networks 𝐻𝐺𝑁𝑁1 and
𝐻𝐺𝑁𝑁2 to 𝑑1 = 300 and 𝑑2 = 50, respectively. During model training, the Adam optimizer (Kingma & Ba, 2015) with 𝛽1 = 0.9
and 𝛽2 = 0.98 was used. Additionally, our model converged after 16,000 iterations on an NVIDIA Tesla T4 GPU.

5.4. Evaluation metrics

To assess model performance, we utilize both automatic metrics and human evaluations.
Automatic Evaluation Metrics. Following prior work (Li et al., 2022), we use perplexity (PPL), emotion accuracy (Acc), and

two distinct metrics (Distinct-1 and Distinct-2) (Li, Galley, Brockett, Gao, & Dolan, 2016). Perplexity measures the fluency of the
language. Lower perplexity indicates greater language fluency. Emotion accuracy assesses the model’s capability of emotion percep-
tion. Higher emotion accuracy reflects better perception of emotions. Distinct-1/Distinct-2 measures the degree of informativeness
in the generated responses. Greater distinct-1/distinct-2 shows increased response informativeness.

Human Evaluation Metrics. For human assessment, rather than using absolute 1–5 scales prone to subjective criteria differ-
ences (Sabour et al., 2022), we employ A/B testing between model response pairs (Lin et al., 2019; Majumder et al., 2020). Three
professional annotators compare responses by our proposed SDAM model versus baselines for the same dialogues. If the annotator
judges SDAM’s response to be better, it gets a win point. If it is worse, it gets a loss point. Otherwise it is a tie. Specifically, we
evaluate the performance of the responses in terms of empathy, relevance, and fluency. Empathy evaluates whether the generated
response conveys an emotionally appropriate reaction. Relevance assesses the topical relevance of the generated response to the
dialogue context. Fluency measures whether the response adheres to natural language expression conventions.

5.5. Main results

Automatic Evaluation Results. Table 3 shows the results of the automatic evaluation. Overall, recent models focusing on
emotion and cognitive states (CEM) generally outperform earlier models focusing on emotions only (EmoPrend-1, MoEL, MIME,
EmpDG, KEMP). Meanwhile, our proposed SDAM outperforms the above models and achieves the state-of-the-art. In terms of
emotion accuracy, SDAM significantly outperforms the baselines. This is mainly because our model attends to the background
information in the situation and reasoning knowledge in the implicit associations. In terms of fluency, SDAM also exceeds the
baselines. This is primarily because the bidirectional filtering encoder captures keywords conducive to expression, and the situation
decoder also provides advantages for fluent language expression. In terms of diversity, SDAM surpasses the baselines. This is mainly
because the situation provides rich background information. Meanwhile, capturing explicit and implicit associations prompts the
model to attend to situation and dialogue relevant information, which further promotes the generation of informative responses.

Human Evaluation Results. As shown in Table 4, SDAM also exceeds the three strongest baselines in empathy, relevancy,
and fluency assessments. The improved empathy indicates our model accurately perceives the broader feelings according to the
situation and the associations, while expressing suitable responses through the decoder. The superiority in relevancy shows that
after considering the situation and the associations, our model comprehensively understands the topical scope and background
knowledge of the dialogue. The improvement in fluency demonstrates that SDAM understands the situation’s background and
association information, and expresses natural responses based on this information.

5.6. Ablation study

As shown in Table 5, we conduct ablation experiments to verify the effectiveness of each module. (1) w/o 𝐄𝐧𝐜𝑏𝑓 : Without
the bidirectional filtering encoder, i.e., ignoring explicit associations; (2) w/o 𝐇𝐆𝐍𝐍𝑟𝑘: Without the reasoning knowledge-based
hypergraph neural network, i.e., ignoring implicit associations; (3) w/o 𝐄&𝐇: Without the bidirectional filtering encoder and rea-
soning knowledge-based hypergraph neural network, i.e., ignoring explicit and implicit associations while retaining the background
9

information of situation; (4) w/o 𝐃𝐞𝐜𝑐𝑡𝑥: Removing the context decoder; (5) w/o 𝐃𝐞𝐜𝑠𝑖𝑡: Removing the situation decoder.
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Table 4
Results of human evaluation. Where 𝜅 is the inter-rater agreement measured by Fleiss’s kappa (Fleiss & Cohen,
1973), and 0.4 < 𝜅 ≤ 0.6 indicates moderate agreement of the evaluation results.

Comparisons Aspects Win Tie Lose 𝜅

SDAM vs. EmpDG
Empathy 0.35 0.46 0.19 0.47
Relevance 0.40 0.40 0.20 0.42
Fluency 0.38 0.49 0.13 0.42

SDAM vs. KEMP
Empathy 0.29 0.55 0.16 0.45
Relevance 0.37 0.49 0.14 0.57
Fluency 0.32 0.57 0.11 0.47

SDAM vs. CEM
Empathy 0.37 0.39 0.24 0.48
Relevance 0.40 0.36 0.24 0.51
Fluency 0.32 0.54 0.14 0.44

Table 5
Results of ablation study. w/o 𝐄𝐧𝐜𝑏𝑓 , w/o 𝐇𝐆𝐍𝐍𝑟𝑘, w/o 𝐄&𝐇 refers to ablations of the Bidirectional Filtering
Encoder, Reasoning Knowledge-based Hypergraph Neural Network, and both models. w/o 𝐃𝐞𝐜𝑐𝑡𝑥, w/o 𝐃𝐞𝐜𝑠𝑖𝑡 refer
to variants with removal of the context decoder and situation decoder, respectively.

Models Emotion accuracy (Acc) ↑ Perplexity (PPL) ↓ Distinct-1 ↑ Distinct-2 ↑

SDAM 52.45 35.07 1.6 5.24

w/o 𝐄𝐧𝐜𝑏𝑓 51.74 35.3 1.33 4.31
w/o 𝐇𝐆𝐍𝐍𝑟𝑘 48.03 35.16 1.42 4.7
w/o 𝐄&𝐇 46.03 35.22 1.34 4.43

w/o 𝐃𝐞𝐜𝑐𝑡𝑥 50.71 37.27 0.47 1.49
w/o 𝐃𝐞𝐜𝑠𝑖𝑡 52.08 35.87 1.63 5.36

After removing the bidirectional filtering encoder 𝐄𝐧𝐜𝑏𝑓 , the diversity decreases significantly. This is mainly because focusing on
xplicit associations helps capture words with important associations between the situation and the dialogue. The model generates
ore informative utterances after attending to these words.

Removing the reasoning knowledge-based hypergraph neural network 𝐇𝐆𝐍𝐍𝑟𝑘 leads to a sharp decline in emotion accuracy.
his indicates that the implicit emotional and cognitive associations between the situation and the dialogue greatly influence the
ccurate judgment of emotions.

When removing both 𝐄𝐧𝐜𝑏𝑓 and 𝐇𝐆𝐍𝐍𝑟𝑘, i.e., keeping only the situation encoder 𝐄𝐧𝐜𝑠𝑖𝑡, the accuracy of emotion and diversity
decrease sharply. This demonstrates that: the two association information greatly influence the accurate and comprehensive
understanding of the dialogue, which enables the model to generate better responses. And encoding background information in
the situation is necessary.

Subsequently, we remove the context decoder 𝐃𝐞𝐜𝑐𝑡𝑥 and situation decoder 𝐝𝐞𝐜𝑠𝑖𝑡 respectively. The results show that the context
decoder has a huge impact on fluency and diversity, while the situation decoder has a significant impact on fluency. This indicates
that the expression of responses mainly relies on contextual information, while situation information can facilitate natural and
informative language expression.

5.7. Explicit association analysis

We conduct two experiments to further understand explicit associations: we first construct variant models with different explicit
association words and verify their metrics on the dataset. Subsequently, we also analyse the characteristics of the optimal model’s
explicit association words in terms of emotion intensity.

For the variant models, we use different numbers of explicit association words (see Formulas (9) and (10) for details). The results
are shown in Fig. 4. The 𝑥-axis represents the number of explicit association words, and the 𝑦-axis represents the metrics. We find
that as the number of words increases, the metrics of the model first increase to an optimal point, then decrease continuously. This
shows that when the number of correlation words is too small, the model cannot find words with stronger relevance well. At the
same time, when the number of association words is too large, too much noise is introduced.

To validate the characteristics of explicit association words, we sort the association words by the model’s attention weights (or
frequency of model’s attention) from high to low and calculate their emotion intensity. As shown in Fig. 5, the 𝑥-axis represents
the top n words by weight, and the 𝑦-axis represents the average emotion intensity of words. The blue line sorts words by model
attention weights, while the red line sorts by model attention frequency. The experimental results show that the model pays more
attention to common words, but does not give higher weights to them, such as ‘‘her’’. At the same time, the model gives more
weight to words with high emotion intensity, such as ‘‘miss’’. This is mainly because the model associates common words and high
emotion intensity words to understand the dialogue more deeply, for example ‘‘miss her’’.
10
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Fig. 4. Variant models of SDAM that focus on different numbers of explicit association words. As the number of words increases, the metrics of the variant
models first increase then decrease.

Fig. 5. Emotion intensity of words focused on by the SDAM model. The blue line shows the emotion intensity of the top k words with the highest attention
eights, while the orange line represents the emotion intensity of the top k words most frequently focused on by the model. The grey line is the average emotion

ntensity of words in the dataset. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

.8. Implicit association analysis

In the process for modelling implicit associations, we construct global and local association hyperedges for the hypergraph. To
alidate the effects of both types of edges, we conduct variant experiments. As shown in Fig. 6, the 𝑥-axis represents the metric type,

and the 𝑦-axis represents the metric value. Yellow, green, and purple represent the local association model, the global association
based model, and the model focusing on both associations, respectively. The experimental results show that focusing only on local
or global associations will result in responses with better fluency but lower diversity. Such responses tend to be more generic, such
as ‘‘I am so sorry’’. This is mainly because the model needs to combine both association information to infer important keywords.
At the same time, the emotion accuracy of these models is relatively close. This is mainly because emotional inference information
can be obtained from both the dialogue context and situation information.

5.9. Large language model based experiments

Large language models have achieved excellent metrics on various tasks. To verify the effectiveness of association information,
we also construct a variant model based on the large language model ChatGLM3 (Du et al., 2022; Zeng et al., 2023). We first use
the SDAM model to extract association words from the dialogue context and situation information. Subsequently, we input these
association words into the large language model, and use the LoRA-based Instruct-tuning method (Chung, Hou, Longpre, Zoph,
et al., 2022; Hu et al., 2022) to train the model. 𝐶ℎ𝑎𝑡𝐺𝐿𝑀3 refers to the model using only the dialogue context. 𝐶ℎ𝑎𝑡𝐺𝐿𝑀3𝑠𝑖𝑡
11
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Fig. 6. Comparison for models focusing on local associations, global associations, and both. ‘‘Local’’ refers to the model focusing on local implicit associations,
while ‘‘Global’’ refers to the model focusing on global implicit associations. SDAM denotes the model focusing on both. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

Table 6
The instructions of the large language model, which consists of three parts: task definition, keyword explanation, and response formatting.

Aspects Instructions

Task definition

You are an empathetic conversational agent. You need to simulate a listener based on the dialogue context and situation
information to converse with the speaker.
– For better empathetic dialogue, infer emotions from dialogue context.
– Choose inferred emotions only from the provided ‘‘Emotion labels’’, not outside of them.
– Generate appropriate responses based on dialogue history and inferred emotions.
– Pay attention to the associated words, if applicable. [Optional]

Keyword explanation

– Dialogue context: The conversation history between speaker and listener, with utterances separated by </s>.
– Associated words: Words that connect dialogue context and scene information. [Optional]
– Situation information: Text that describes the scenario in which the dialogue takes place.
– Emotion labels: surprised,excited,annoyed,proud,angry,sad,grateful,lonely,impressed,
afraid,disgusted,confident,terrified,hopeful,anxious,disappointed,joyful,prepared,
guilty,furious,nostalgic,jealous,anticipating,embarrassed,content,devastated,
sentimental,caring,trusting,ashamed,apprehensive,faithful

Input content
– Dialogue context: [The dialogue context]
– Situation information: [The Situation information]
– Associated words: [The associated words between dialogue and scenario that SDAM focuses on.] [Optional]

Response formatting – Response format: Emotion: ‘‘inferred emotion’’ Response: ‘‘reply utterance’’

incorporates the situation information as background information. 𝐶ℎ𝑎𝑡𝐺𝐿𝑀3𝑠𝑖𝑡,𝑘𝑤𝑙𝑜𝑟𝑎 considers both the situation and association
ords emphasized by SDAM. The detailed instructions are shown in Table 6.

As shown in Table 7, the experimental results show that the model using only context, 𝐶ℎ𝑎𝑡𝐺𝐿𝑀3𝑙𝑜𝑟𝑎, expresses more
bundant responses. Since its ability to understand emotion is very weak, it cannot produce appropriate emotional responses. After
ncorporating the situation information as background information, the emotion perception ability of model 𝐶ℎ𝑎𝑡𝐺𝐿𝑀3𝑠𝑖𝑡𝑙𝑜𝑟𝑎 greatly
mproves, but the richness of the responses decreases. On the basis of 𝐶ℎ𝑎𝑡𝐺𝐿𝑀3𝑠𝑖𝑡𝑙𝑜𝑟𝑎, considering association words can improve
motion perception and language abilities. This shows that paying attention to keywords in the situation and dialogue can promote
motional understanding and enrich language expression.

.10. Case study

To further analyse SDAM and the baselines, we select the three strongest baselines for case analysis. The experimental results
emonstrate that SDAM can comprehensively and accurately understand dialogues and generate more empathetic responses. The
ases are shown in Table 8.

In the first case, all three baselines understand the dialogue’s positive emotion and express this emotion using ‘‘glad’’. However,
ecause they do not pay attention to the key phrases ‘‘risk pregnancy’’ expressed by the speaker, they can not provide responses
hat are highly relevant to the dialogue context. Among them, EmpDG expresses an incorrect meaning, CEM expresses an incorrect
12
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Table 7
Results of automatic evaluation, where the bold numbers represent the optimal metrics. ‘‘lora’’ indicates that the
model is fine-tuned on the EmpatheticDialogues dataset using the lora method. ‘‘sit’’ indicates that the model uses
the situation information as background knowledge. ‘‘kw’’ indicates that the model uses the key words focused
on by SDAM.

Models Emotion accuracy (Acc) ↑ Distinct-1 ↑ Distinct-2 ↑

𝐶ℎ𝑎𝑡𝐺𝐿𝑀3𝑙𝑜𝑟𝑎 54.25 3.6 21.8
𝐶ℎ𝑎𝑡𝐺𝐿𝑀3𝑠𝑖𝑡𝑙𝑜𝑟𝑎 62.16 3.51 21.56

𝐶ℎ𝑎𝑡𝐺𝐿𝑀3𝑠𝑖𝑡,𝑘𝑤𝑙𝑜𝑟𝑎 62.39 3.6 21.8

Table 8
Case study of SDAM and benchmarks. The words highlighted in orange are the words that SDAM pays attention to, which often have associations with the
situation and context. The words in blue are response words that have strong associations with the context or situation.

Emotion Grateful

Situation description Healthy baby after a high risk pregnancy.
Context [CLS] I had a high risk pregnancy up until a few months ago. I felt the most grateful I would ever been when my baby turned

out healthy.
Gold Congrats, that must have been a very stressful time leading up the birth.

EmpDG I am so glad you have a lot of people.
KEMP I am glad you are okay. I am glad you are okay.
CEM That is so sweet of them.
SDAM That is great. I am glad you were able to get a baby.

Emotion Apprehensive

Situation description Last summer I went skydiving with my partner. I was scared to death!
Context I went skydiving last summer with my partner. It was so scary!
Gold Wow, that is scary. Were you nervous?

EmpDG Did you go check it out?
KEMP That is great! I am sure you will do great again.
CEM Oh no! What happened?
SDAM That is scary! I am so scared of that.

Emotion Trusting

Situation description I lost my wallet and trusted to have it turned in.
Context I lost my wallet last week.
Gold Did you find it at any point?

EmpDG Oh no! I am so sorry. I hope you get it back.
KEMP Oh no! I am so sorry to hear that.
CEM Oh no! what happened?
SDAM Oh no! Did you find out who did it?

attention to the key phrases ‘‘risk pregnancy’’ and the important emotion of ‘‘grateful’’, thereby expressing a relevant and appropriate
response.

In the second case, EmpDG generates an unemotional and irrelevant response. KEMP interprets the speaker’s apprehensive and
cared emotions as the positive emotion ‘‘great’’. CEM does not understand the dialogue context, thereby expressing an irrelevant
entence. In contrast, SDAM pays attention to the key event, i.e., ‘‘skydiving’’, from the situation information and the dialogue
ontext. And it also focuses to the speaker’s emotion of ‘‘scared’’. Therefore, SDAM understands the key points and emotions of the
ialogue, and utilizes the emotional keyword ‘‘scared’’ to express an appropriate response.

In the third case, CEM does not understand the speaker’s meaning. KEMP generates a generic response. The response generated by
mpDG contradicts the background information, since it does not consider the background information in the situation information.
n contrast, SDAM introduces and understands the background information, and pays attention to the emotion ‘‘trusted’’ in the
ituation information. It therefore produces a high-quality response that approaches the gold response.

. Theoretical and practical significance

We elucidate the significance of our work from both theoretical and practical perspectives.
Theoretical Significance. (1) A novel empathetic generation approach is proposed by introducing situation information and

exploring explicit and implicit associations between situations and dialogues, laying the foundation for deeper understanding of
emotional and cognitive states in dialogues, and advancing empathetic generation research towards a more advanced stage. (2) A
bidirectional filtering encoder and a reasoning knowledge-based hypergraph neural network are designed to capture explicit and
implicit associations between situations and dialogues respectively, extending the methods for mining complex semantic associations
between texts. (3) A fine-tuning method that combines a small model with large language models is established, enhancing the
13

emotion understanding capability of large models and providing new insights for integrating large models with other modules.
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Practical Significance. (1) Experimental results demonstrate significant improvements in emotion recognition accuracy,
esponse fluency, and diversity, validating the effectiveness of introducing situational and associative information for enhancing
mpathetic generation capability. (2) Through case studies, it is proven that this method can comprehensively and accurately
nderstand dialogues and generate high-quality empathetic responses, showing promising application prospects. (3) This method
rovides a new technical approach for building more human-like dialogue systems, contributing to the naturalness and friendliness
f human–machine interactions.

. Conclusion

In this paper, we have proposed a Situation-Dialogue Association Model (SDAM) that considered the situation, dialogue, and
heir explicit and implicit associations to enhance advanced empathetic understanding and expression. SDAM encoded the situation
o obtain background information and used a bidirectional filtering encoder and a reasoning knowledge-based hypergraph neural
etwork to capture explicit and implicit associations, respectively. Based on the above information, SDAM employed an adjustable
ituation-dialogue decoder to generate empathetic responses. Automation and human evaluations have demonstrated that SDAM
ccurately and comprehensively perceives empathetic information in the dialogues and expresses more empathetic responses. In
ddition, our method has the following limitations: (1) Although situations widely exist and are important, high-quality situation
nformation is still lacking in some tasks. (2) In real dialogue scenes, multimodality and personalization are important factors for
erceiving and expressing empathy. Due to dataset limitations, we did not explore them.

To compensate the limitations above, we will conduct the following future work: (1) we will explore models to generate high-
uality situation information. (2) we will explore other factors that promote advanced empathetic understanding and expression,
uch as personalization and multimodality.
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