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Abstract

In recent years, AI has demonstrated remark-001
able capabilities in simulating human behav-002
iors, particularly those implemented with large003
language models (LLMs). However, due to the004
lack of systematic evaluation of LLMs’ sim-005
ulated behaviors, the believability of LLMs006
among humans remains ambiguous, i.e., it is007
unclear what LLMs’ level of believability is.008
In this work, we design SimulateBench to eval-009
uate the believability of LLMs when simulat-010
ing human behaviors. In specific, we evaluate011
the believability of LLMs based on two criti-012
cal dimensions: 1) consistency: the extent to013
which LLMs can behave consistently with the014
given information of a human to simulate; and015
2) robustness: the ability of LLMs’ simulated016
behaviors to remain robust when faced with017
perturbations. SimulateBench includes 65 char-018
acter profiles and a total of 8,400 questions to019
examine LLMs’ simulated behaviors. Based on020
SimulateBench, we evaluate the performances021
of 10 widely used LLMs when simulating char-022
acters. The experimental results reveal that023
current LLMs struggle to align their behaviors024
with assigned characters and are vulnerable to025
perturbations in certain factors. 1026

1 Introduction027

AI has shown promise to simulate human behavior028

and social interaction (Wooldridge and Jennings,029

1995; Macal and North, 2005), which can empower030

applications ranging across prototyping social the-031

ories (Aher et al., 2023; Horton, 2023; Kovač et al.,032

2023), generating synthetic research data (Hämäläi-033

nen et al., 2023; Wang et al., 2023a) and building034

non-player characters (Laird and VanLent, 2001).035

These applications necessitate the simulated human036

behavior to possess a convincing level of believ-037

ability, which allows the users to suspend their038

disbelief (Ortony et al., 2003). Such believability039

1Code and SimulateBench are available at an anonymous
GitHub repository.

Figure 1: An illustrative example of the “Consistency”,
and “Robustness”. Consistency measures whether the
LLMs’ generated human behavior accurately depicts
the profile information; Robustness measures whether
the generated human behavior will be influenced by the
perturbation in the profile.

is crucial as it facilitates users in establishing trust 040

in the AI and streamlines the fulfillment of the AI’s 041

goals in these applications. 042

Despite the importance of believability, the cur- 043

rent believability level of LLMs remains unclear. 044

Previous studies have primarily assessed believabil- 045

ity using human ratings, GPT-based evaluations, 046

or case studies (Park et al., 2022, 2023; Argyle 047

et al., 2023; Hämäläinen et al., 2023). While these 048

approaches provide valuable insights, they are not 049

without limitations. Such evaluations often suffer 050

from inter-task inconsistency and are susceptible 051

to biases introduced by either human evaluators 052

or the models themselves. To address these chal- 053

lenges, this paper introduces a systematic method 054
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for evaluating the believability of LLM simulations.055

Specifically, we focus on improving the evaluation056

of consistency and robustness, as illustrated in Fig-057

ure 1. Consistency means that the behaviors of058

LLMs must align with the character’s characteris-059

tics. Breaking this consistency will cause disbelief060

(Loyall, 1997). Robustness requires the LLMs to061

maintain the same behaviors when nuanced up-062

dates and modifications, denoted as perturbations,063

are performed on the input.064

To this end, we propose evaluating the believ-065

ability of LLMs by (1) consistency: To what ex-066

tent does the generated human behavior accurately067

depict the profile? (2) robustness: To what ex-068

tent do the LLMs’ behaviors maintain robustness069

when faced with perturbations in the profile? To070

measure consistency and robustness, we introduce071

SimulateBench, a benchmark for character data072

collection and evaluation of consistency and ro-073

bustness. SimulateBench consists of four parts: the074

profile descriptive framework, the character profile075

dataset, the consistency dataset, and the robust-076

ness dataset. The profile descriptive framework is077

proposed to guide annotators in comprehensively078

documenting a character’s profile: sufficient profile079

information will ensure more accurate and effec-080

tive simulations, which also align with real-world081

application scenarios. Based on the framework,082

we collect a character profile dataset, including the083

profiles of 65 characters. To measure the consis-084

tency, we assess whether the LLMs can correctly085

answer multi-choice questions about the charac-086

ter in the consistency dataset. To correctly answer087

these questions, the LLMs must participate in log-088

ical reasoning based on the profile. To measure089

the robustness, we perturb the profiles in the con-090

sistency dataset to construct the robustness dataset091

and compare how the LLMs’ consistency ability092

changes.093

Through the SimulateBench, we evaluate the094

level of believability of ten widely used LLMs. Our095

findings show that 1) LLMs perform poorly for con-096

sistency: they can not accurately depict the infor-097

mation in the comprehensive profile input, even if098

they are equipped with long context size; 2) LLMs099

exhibit a lack of robustness when faced with even100

nuanced profile perturbation; 3) LLMs exhibit bias101

towards some perturbations. In further studies, we102

examine four influential factors that will greatly103

influence the LLMs’ believability.104

In summary, we propose two novel dimensions105

of consistency and robustness to measure LLMs’106

believability. To facilitate the assessment, we in- 107

troduce the SimulateBench. We hope our work 108

will inspire further research into the believability 109

of human behavior simulation. 110

2 Related Work 111

2.1 Human behavior Simulation 112

Recently, LLMs have demonstrated intelligence 113

comparable to humans in certain tasks (bench au- 114

thors, 2023; Brown et al., 2020; Touvron et al., 115

2023). Many studies endeavor to harness the LLMs 116

to simulate human behavior and social interac- 117

tions in social science, economics, psychology, and 118

human-computer interaction for prototyping theo- 119

ries and generating synthetic research data (Park 120

et al., 2022, 2023; Argyle et al., 2023; Horton, 121

2023; Hämäläinen et al., 2023). Other studies 122

prompt LMs(LLMs) with profiles to simulate hu- 123

man conversations in role-playing and personal- 124

ized dialogue (Zhang et al., 2018; Zheng et al., 125

2019, 2020; Wang et al., 2023b; Chen et al., 2023). 126

However, their provided profile to LLMs is con- 127

cise, which is far from real scenarios. The limited 128

amount of personal information provided is insuffi- 129

cient for the model to acquire sufficient knowledge 130

to simulate a character accurately. Therefore, we 131

propose collecting a comprehensive character pro- 132

file to meet the demand of real-world application 133

scenarios. 134

2.2 Evaluation of LLMs in Human Behavior 135

Simulation 136

Simulation of human behavior requires the LLMs 137

to faithfully embody assigned roles and identities 138

and proactively interact with others (Wooldridge 139

and Jennings, 1995; Franklin and Graesser, 1996; 140

Ortony et al., 2003). See et al. (2019); Fang et al. 141

(2023); Choi et al. (2023) propose evaluation frame- 142

works toward LLMs’ capabilities of natural lan- 143

guage understanding and generation. Rao et al. 144

(2023); Jiang et al. (2023); Huang et al. (2023) eval- 145

uate LLMs’ abilities to understand and maintain 146

personality traits. Aher et al. (2023) introduce the 147

Turing Experiment to assess whether or not LLMs 148

can simulate the behavior of a representative sam- 149

ple of participants in human subject research. Park 150

et al. (2023) propose a sandbox and an online so- 151

cial network to evaluate agents’ interactions. Ahn 152

et al. (2024) proposes evaluating LLMs when role- 153

playing at a specific time. However, little research 154

assesses the LLMs’ level of believability in con- 155
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sistency and robustness in real scenarios where a156

comprehensive profile is provided. Hence, we aim157

to bridge this gap by constructing SimulateBench.158

3 SimulateBench159

We introduce SimulateBench for character profile160

collection and believability evaluation. Specifically,161

our benchmark includes the profiles of 65 charac-162

ters and 8400 questions to assess the LLMs’ con-163

sistency and robustness when simulating human164

behavior. The statistics are shown in Table 1.165

3.1 Profile Descriptive Framework and166

Character Dataset167

Comprehensive profile information is necessary168

for LLMs to simulate human behavior accurately.169

Accordingly, we propose the profile descriptive170

framework and collect a character dataset based on171

this framework. For more details, please refer to172

the Appendix A.173

Profile Descriptive Framework We propose a174

descriptive framework that comprehensively doc-175

uments a character’s profile from three attributes:176

Immutable Characteristic, Social Role, Relation-177

ship. Immutable characteristic (Stein, 2001) refers178

to characteristics that cannot be easily changed,179

such as name, gender, and age. Social role (Wasser-180

man, 1994; Eagly and Wood, 2012) is conceptual-181

ized as a set of connected behaviors, obligations,182

beliefs, and norms as conceptualized by people in183

a social situation. Relationship (Sztompka, 2002)184

is the basic element of study in the field of social185

sciences and refers to any interpersonal connection186

between two or more individuals. Furthermore,187

these three kinds of profile information are thor-188

oughly elaborated by fine-grained aspects based on189

established theories. For example, we will compre-190

hensively document the following attributes of the191

relationship: familiarity, judgment, affection, be-192

havioral patterns, relationship status, and com-193

munication history. The annotators will collect194

the profiles according to the attributes defined by195

the framework.196

Character Dataset We selected characters from197

TV dramas of popular genres2: The Simpsons (An-198

imated), Friends (Comedy), Breaking Bad (Crime),199

and The Rings of Power (Science fiction). We do200

not collect real human profiles for ethical reasons,201

such as preventing information leaks. According202

2https://www.imdb.com/list/ls023983860/

Statistical categories Number

Characters 65

Avg tokens per profile 3277
Avg tokens per question 58

Avg questions per character #
Immutable Characteristic 41
Social Role 52
Relationship 57

Total benchmark questions 8400

Table 1: The statistics of SimulateBench. The tokens
are counted with the tokenizer of GPT-4.

to the profile descriptive framework, annotators 203

extract the profile information from the fandom3: 204

a wiki hosting service that hosts wikis mainly on 205

entertainment characters. We recruited four PhD 206

students to collect the profile information from fan- 207

dom based on the profile framework. First, we 208

ask one annotator to collect the characters’ pro- 209

files. Then, we asked the remaining three anno- 210

tators to review the collected data. If there are 211

disagreements among the three reviewers, all four 212

annotators will discuss and modify or remove the 213

collected information. Through this process, 5.67% 214

of the profile tokens are modified or removed. We 215

will leave it blank if there is no content about one 216

attribute. Finally, the resulting profiles were stored 217

in JSON format: {attribute of the profile: corre- 218

sponding content}. As shown in Table 1, every 219

profile contains 3,277 tokens on average, which is 220

comprehensive in comparison to prior studies. As 221

an illustration, the profile mentioned in the well- 222

known study by Park et al. (2023) only contains 223

203 tokens. 224

3.2 Measuring Consistency 225

Consistency Dataset The consistency dataset is 226

composed of multi-choice questions. Each char- 227

acter has an average of 150 questions. To answer 228

these questions accurately, the LLMs need to an- 229

alyze and employ logical reasoning to the profile 230

information. 231

Question We will design a template question for 232

every attribute in the profile descriptive framework. 233

Then, we apply these template questions to each 234

character to generate the corresponding questions. 235

Figure 2 shows an example of this process. 236

Options and Ground Truth For every question 237

related to one profile attribute, we extract the cor- 238

3https://www.fandom.com/
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responding content of this attribute as the ground239

truth of this question from the JSON-formatted240

profile. We add an option of “There’s not enough241

information to answer this question.”. This option242

is intended for the blank attribute in the profile, and243

we set this option as the gold answer in such a case.244

The reason for this setting is that if the LLM is245

given unrestricted freedom to respond to the con-246

tent that is not mentioned in the profile, there is a247

high probability of compromising the character’s248

information and undermining the LLM’s believabil-249

ity. We categorize the questions into two classes250

according to their gold answer: Known and Un-251

known. Unknown’s gold answer is “There’s not252

enough information to answer this question”.253

Validation We ask the four annotators to validate254

the quality of the question, options, and ground255

truth. If the ground truth is misaligned with the256

question and the profile, the annotators will discuss257

and then remove or modify this question and corre-258

sponding options and ground truth. Finally, 7.18%259

of questions are removed or modified.260

Measuring Metric: CA To measure the consis-261

tency, we will employ the LLMs to answer the262

questions in the consistency dataset, and we will263

calculate the accuracy of these answers as the con-264

sistency ability, referred to as CA.265

3.3 Measuring Robustness266

Robustness Dataset The robustness dataset is267

constructed by perturbing the characters’ profiles268

(denoted by the characters’ variant) and modifying269

the questions in the consistency dataset accordingly.270

We perturb the profile of characters by replacing271

the content of demographic attributes: Education,272

Surname, Race, and Age. To prevent irrationality273

caused by the perturbation, a thorough examina-274

tion of the consequences resulting from any mod-275

ifications made to the initial profile is conducted.276

According to this perturbation, we modify the cor-277

responding questions in the consistency dataset.278

Then, we include the modified questions in our ro-279

bustness dataset. For instance, if we modify the age280

of a character from 20 to 30, our initial step will281

involve duplicating the questions pertaining to the282

character in the consistency dataset. Subsequently,283

we shall alter these questions and their gold an-284

swers to align with the age adjustment. After the285

alteration of these questions, we get the questions286

for the character at the age of 30.287

# Question template
Attribute: Age(Birth year)
Question: What is your age group? (We are in the calendar year 2024)

Options: A. Under 18; B.18-24; C.25-34; D.35-44; E.45-54; F.55-64; 
G.65 or above; H. There's not enough information to answer this 
question;

# Process to get the ground truth of the character Homer
The annotators first extract the attribute content of the birth year of 
Homer from its profile, which is 1956. Then, the annotator calculates 
the age: 2024-1956=68. So, the ground truth is G. 65 or above.

Ground truth: G.65 or above.

Figure 2: An illustrative example of the template ques-
tion and the process to get the ground truth.

Measuring Metrics: RA and RCoV The robust- 288

ness aims to determine the variation in the consis- 289

tency performance of the LLMs when slight per- 290

turbations are made to profiles. To achieve this 291

goal, we employ the standard deviation of CA and 292

coefficient of variation4 of CA as the robustness 293

performance of LLMs, referred to as RA and RCoV 294

respectively. For example, when employing GPT- 295

4 to simulate a character, only modifying the age 296

attribute in the profile to values of 10, 15, 20, 25, 297

and 30 yields five variants. After all five variants 298

answer the questions in the corresponding robust- 299

ness dataset, five CA scores will exist: s1, . . . , s5. 300

The five scores’ standard deviation and mean are 301

σ and µ, respectively. The RA of GPT-4 will be σ. 302

The RCoV of GPT-4 will be σ/µ. 303

Dividing RA by µ allows for the comparison of 304

different models. RCoV can be understood as the 305

quantification of the impact that robustness (RA) 306

can have on the actual performance (µ). As an 307

illustration, LLM A demonstrates an RA of 0.04, 308

a µ of 0.3, and hence RCoV to be 0.13. LLM B 309

exhibits an RA of 0.08, a µ of 0.9, and hence RCoV 310

to be 0.089. While LLM B has a higher RA score 311

(0.08 compared to 0.04), the actual impact of its 312

RA on performance is smaller (0.089 compared to 313

0.13). 314

4 Baseline Methods for Human Behavior 315

Simulation 316

Three components are crucial to prompting the 317

LLM to simulate human behavior: the instruction 318

to explain how to simulate human behavior (I), the 319

profile of specific characters (II), and the descrip- 320

tion of the task (III). Below, we introduce how we 321

4https://en.wikipedia.org/wiki/Coefficient_of_
variation
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Model CA Immutable Characteristic Social Role Relationship

Known Unknown Known Unknown Known Unknown

GPT-4 0.77 1.00 0.47 1.00 0.59 0.97 0.06
Qwen2.5-7B 0.73 0.91 0.42 0.97 0.59 0.91 0.13
GPT-3.5 0.70 0.82 0.58 0.56 0.88 0.91 0.31
XVERSE-13B 0.62 0.68 0.53 0.68 0.76 0.59 0.44
Vicuna-13B 0.59 0.64 0.32 0.76 0.18 0.76 0.56
ChatGLM2-6B-32K 0.55 0.68 0.21 0.71 0.24 0.79 0.25
ChatGLM2-6B 0.49 0.50 0.16 0.65 0.12 0.88 0.06
Qwen2.5-3B 0.48 0.41 0.84 0.38 0.94 0.03 0.81
Vicuna-7B 0.46 0.36 0.05 0.85 0.06 0.74 0.06
Llama-3.1-8B 0.10 0.36 0.00 0.09 0.00 0.09 0.00

Average 0.55 0.64 0.36 0.66 0.44 0.67 0.27

Table 2: CA scores across ten models to simulate a character. The last six columns correspond to the accuracy of
the model for different types of questions. A larger CA indicates better consistency performance.

implement these three components in our baselines.322

I: Simulate Human Behavior For models like323

GPT-4 that have gone through RLHF (Wirth et al.,324

2017; Stiennon et al., 2020), the RLHF will equip325

LLMs with specific language preferences and326

habits, such as introducing itself "as a language327

model", which will harm the believability. To over-328

come these issues, we set an instruction prompt329

template to instruct the LLM on how to simulate330

human behavior.331

II: Profile of Specific Characters we will fill in332

the collected profile of the character in the instruc-333

tion prompt template to incorporate the knowledge334

about the character into LLMs.335

III: Prompting for Consistency Dataset Given336

that our assessment of consistency is performed in337

a question-answering format, the prompt for the338

task is: Answer the below question; you should339

only choose an option as the answer. Choose "I340

do not know" if there is insufficient information341

to answer the question. {example}. {question}342

. The placeholder of {example} will be filled if343

few-shot (Brown et al., 2020) is applied in the ex-344

periments. Additionally, chain-of-thought (CoT)345

(Wei et al., 2022) and Self-Ask (Press et al., 2022)346

will be utilized in zero-shot and few-shot settings.347

In summary, five combinations of prompting strate-348

gies and learning settings are considered: Zero,349

Zero+CoT, Few, Few+CoT, Few+Self-Ask.350

III: Prompting for Robustness Dataset The351

prompting used for the robustness dataset is sim-352

ilar to the one for the consistency dataset. The353

difference lies in that we will prompt the perturbed354

profile of the character to the instruction prompt355

template. In this way, the LLM can simulate the 356

character’s variants, and we will compute the RA 357

and RCoV when the LLM simulates these variants 358

to evaluate the robustness of the LLM. 359

5 Experiment 360

5.1 Experimental Setup 361

We comprehensively assess 10 LLMs, includ- 362

ing commercial models and open-source models. 363

Among these models, GPT-3.5 and GPT-4 are com- 364

mercial models, and other models are open-sourced 365

models. We access the open-source LLMs from 366

their official repositories in Hugging Face5. We 367

use a fixed version of the above models and set the 368

temperature to 0 to help reproducibility. 369

5.2 Consistency Evaluation Results 370

Table 2 shows various models’ CA scores across 371

all question types when simulating a character. We 372

have the following findings: 373

GPT series perform better than open-source 374

models; longer context size does not necessar- 375

ily mean better consistency performance For 376

GPT-4 and GPT-3.5, the CA scores across six ques- 377

tion types are 0.77 and 0.7, respectively. In com- 378

parison, the open-source models perform worse, 379

with the lowest average CA of Llama-3.1-8B being 380

0.1. This observation highlights a significant dis- 381

parity between open-source and GPT series mod- 382

els. In some studies (Qian et al., 2023; Park et al., 383

2023), it is observed that the decision-making pro- 384

cesses highly rely on the GPT-3.5, which is ex- 385

pensive compared to open-source models. When 386

researchers want to use an open-source model as a 387

5https://huggingface.co/
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Figure 3: The RCoV, RA, and CA scores of models to simulate the variants of a character. A smaller RCoV indicates
stronger robustness, while a larger CA indicates stronger consistency.

substitute to reduce expenses and enhance usability388

(Kaiya et al., 2023), it is crucial to consider this389

disparity.390

Furthermore, although equipped with a longer391

context size of 128k, the performance of the392

Llama-3.1-8B is worse than the GPT-4(8K) and393

ChatGLM2-6B(8K). This implies that increasing394

the context window size does not necessarily result395

in improved consistency performance.396

Models demonstrate severe simulation halluci-397

nation As seen by the data presented in the table398

2, it is apparent that the accuracy for Unknown399

questions is considerably lower than that of the400

known questions. Even the best GPT-4 performs401

worse, with a CA score of 0.06 for the unknown402

relationship questions. This observation indicates403

that when the available information in the profile is404

insufficient to address the query, these models tend405

to provide nonsensical responses rather than adher-406

ing to the prescribed instruction, which requires407

the LLMs to answer with "I do not know" in such a408

case. This greatly undermines the credibility of the409

models. For example, when GPT-3.5 acts as Homer410

and is questioned about his religious convictions,411

its response indicates Christian. Nevertheless, the412

profile provides no evidence of Homer’s adherence 413

to Christianity. The model may deduce Homer’s re- 414

ligious views just by Homer’s Caucasian ethnicity. 415

Inspired by the definition of hallucination (Zhang 416

et al., 2023), we refer to the phenomenon as simu- 417

lation hallucination. 418

5.3 Robustness Evaluation Results 419

The results are shown in Figure 3. The RCoV, RA, 420

and CA scores are reported when models are in- 421

structed to simulate a character and perturbations 422

are conducted on the character’s profile. The find- 423

ing is: 424

Better consistency performance does not nec- 425

essarily mean better robustness performance 426

As shown in Figure 3, models that exhibit strong 427

consistency performance may yet demonstrate in- 428

adequate robustness performance. For instance, 429

Vicuna-13B(0.621) outperforms Vicuna-7B(0.457) 430

in terms of consistency in the Age Variants group, 431

but Vicuna-13B exhibits worse robustness(RCoV 432

of 0.024 larger than 0.006 of Vicuna-7B; RA of 433

0.015 larger than 0.003 of Vicuna-7B). Only the 434

GPT series has a relatively high level of both con- 435

sistency and robustness. This indicates that LLMs 436
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also face challenges in terms of robustness.437

Open-source models show poor robustness;438

models exhibit the same level of robustness439

towards different perturbations Some open-440

source models show poor robustness when faced441

with profile perturbation. For example, the Llama-442

3.1-8B model exhibits severe performance, reach-443

ing a 0.218 RCoV score and a 0.033 RA score444

in the Age Variants group; 0.218 RCoV score in-445

dicates that perturbations can impact the model’s446

consistency performance up to 21.8%.447

Moreover, The RCoV and RA scores for all three448

variants also revealed that the model will demon-449

strate similar robustness performance even when450

faced with different perturbations, as shown in Ta-451

ble 3. That means that the models show relatively452

the same level of robustness towards different per-453

turbations. That means that the models’ robustness454

level may be an inherent property that is not influ-455

enced by the perturbation types.456

6 Influential Factors for Believability457

This section delves deeper into the four factors that458

exert substantial influences on believability. We an-459

ticipate that our studies could expedite subsequent460

research on human behavior simulation.461

Simulation hallucination As shown in Table 2,462

models demonstrate severe simulation hallucina-463

tion with CA of Unknown questions is considerably464

lower than that of Known questions. One plausible465

possible explanation is that the model might have466

known the answer to a question due to the knowl-467

edge learned in the training process, even if the468

answer can not be deduced from the profile. Conse-469

quently, the model refuses to answer the question470

with "I do not know." as required in the prompt 6.471

This phenomenon reflects that models occasionally472

prefer to refuse or ignore the user’s instructions,473

which will greatly harm the user’s believability to-474

wards the model, especially when commercial sim-475

ulation products are gaining increasing popularity,476

such as character.ai and npc.baichuan-ai.477

Bias of models towards specific demographic478

attributes We have found that believability can479

be significantly influenced by the profile perturba-480

tion in Section 5.3. Hence, it is crucial to deter-481

mine which profile information would yield high482

6In Appendix D, we further examine the effect of simula-
tion hallucination by replacing the name of the character to
compare the variants’ CA scores of Unknown questions.

Variant Pair Age &
Education

Age &
Surname

Education
& Surname

RCoV 0.96 0.96 0.98
RA 0.47 0.66 0.76

Table 3: The correlation coefficient of models’ RCoV
and RA scores of variant pairs. Bold indicates that the
results are significant with p < 0.01.

Age 1956 1985 2000

Average CA 0.63 0.60 0.65

Name Keams Bedonie Nguyen

Average CA 0.64 0.69 0.61

Education High School Middle School Bachelor

Average CA 0.64 0.62 0.69

Race African Caucasian Middle
Eastern

Average CA 0.60 0.63 0.56

Table 4: The average CA scores of known questions of
models when simulating the variants of a character.

believability for various LLMs. To investigate this 483

question, we compare the LLMs’ consistency by 484

perturbing different demographic attributes in the 485

profile. Specifically, we employ LLMs to simu- 486

late Homer by prompting the profile of Homer’s 487

variants in the character variants dataset, whose 488

profile is modified with only one demographic at- 489

tribute, such as birth year, while keeping all others 490

unaltered. 491

Table 4 shows the results. All LLMs exhibit 492

various degrees of preference toward profiles with 493

specific demographic attributes. Models exhibit a 494

significantly higher consistency score for the race 495

of Caucasian (0.63) over the Middle Eastern (0.56), 496

the education of bachelor (0.69) over the middle 497

school, the name of Bedonie (0.69) over Nguyen, 498

and birth year of 2000 (0.65) over 1985 (0.60). 499

This observation indicates that models consistently 500

prefer specific demographic attributes. This phe- 501

nomenon may be attributed to the fact that models 502

are trained on overlapping corpora, resulting in the 503

corpus bias being simultaneously manifested in all 504

these models. 505

Position in the profile For long textual inputs, 506

models can pay different attention to the informa- 507

tion in different positions. Hence, the believability 508

can be impacted by the placement of information 509

inside the profile. To investigate this issue, we con- 510

duct experiments by adjusting the order of infor- 511
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Model
Known Unknown

Normal Reverse Normal Reverse

GPT-4 1.00 0.95 0.47 0.47
Qwen2.5-7B 0.91 0.91 0.42 0.53
GPT-3.5 0.82 0.77 0.58 0.63
ChatGLM2-6B-32K 0.68 0.73 0.21 0.32
XVERSE-13B 0.68 0.73 0.53 0.53
Vicuna-13B 0.64 0.68 0.32 0.37
ChatGLM2-6B 0.50 0.59 0.16 0.32
Qwen2.5-3B 0.41 0.42 0.84 0.84
Vicuna-7B 0.36 0.64 0.05 0.11
Llama-3.1-8B 0.36 0.56 0.00 0.00

Average 0.64 0.70 0.36 0.41

Table 5: The accuracy of Immutable Characteristic
questions for models to simulate a character with the pro-
file’s information order reversed (denoted as Reverse)
and unchanged (denoted as Normal).

mation in the profile. The original profile presents512

information in the order of Immutable Character-513

istic, Social Role, and Relationship, indicated as514

Normal. The adjusted order, denoted as Reverse,515

is Social Role, Relationship, and Immutable Char-516

acteristic. Then, we evaluate LLMs through the517

consistency dataset.518

Table 5 shows the results. The revised sequence519

order has significantly improved the CA scores of520

open-source models on the Immutable Character-521

istic questions: the average CA of reverse known522

questions is 0.7 compared with the normal of 0.64,523

and the average CA of reverse unknown questions524

is 0.41 compared with the normal of 0.36. Never-525

theless, this effect is not apparent for the commer-526

cial models. A possible explanation is that open-527

source models may struggle to adequately process528

lengthy textual content, even when their context529

size is large enough. Consequently, the model will530

allocate different attention to the information in531

the prompt’s different positions. Nevertheless, the532

commercial models retain strong processing capa-533

bilities when it comes to handling lengthy texts.534

Therefore, altering the sequence order is less likely535

to significantly influence the commercial model’s536

performance.537

Reasoning prompting Although reasoning538

prompting techniques, such as chain-of-thought,539

are considered effective in some tasks, we find they540

can not always increase the believability of human541

behavior simulation. To provide evidence, we542

conduct the simulation using prompt combinations543

of Few, Few+CoT, Few+Self-Ask, Zero, and544

Zero+CoT.545

Model Few Few+
CoT

Few+
Self-Ask Zero Zero+

CoT

GPT-4 0.77 0.77 0.82 0.75 0.77
Qwen2.5-7B 0.73 0.73 0.71 0.59 0.51
GPT-3.5 0.70 0.77 0.77 0.77 0.77
XVERSE-13B 0.62 0.42 0.43 0.60 0.58
Vicuna-13B 0.59 0.61 0.63 0.65 0.65
ChatGLM2-6B-32K 0.55 0.63 0.59 0.58 0.58
ChatGLM2-6B 0.49 0.54 0.49 0.44 0.41
Qwen2.5-3B 0.48 0.46 0.42 0.47 0.46
Vicuna-7B 0.46 0.54 0.56 0.58 0.58
Llama-3.1-8B 0.10 0.04 0.06 0.13 0.11

Table 6: : The CA scores of models when simulating
Homer with five different prompting strategies.

Table 6 shows the results. Among all the prompt 546

combinations considered, it is seen that no prompt 547

combination exhibits a consistent improvement in 548

the performance of all the models when compared 549

to other prompts. One plausible explanation posits 550

that the efficacy of these prompt techniques, such as 551

CoT and Self-Ask, primarily lies in their ability to 552

enhance performance on tasks involving reasoning 553

abilities, such as solving, decision-making, and 554

planning (Huang and Chang, 2022; Wang et al., 555

2022). Nevertheless, simulating human behaviors 556

necessitates the model to hold other abilities, such 557

as comprehensive comprehension of the character’s 558

profile and the dynamics of character relationships. 559

We also find that some open-source models, such 560

as the Vicuna series, perform even better when no 561

demonstration examples are included in the prompt 562

(Zero) compared with the Few setting. We care- 563

fully analyzed their responses and found that these 564

models consistently generate the exemplars in the 565

Few setting as a response. One potential reason 566

is that the lengthy profile and the challenging task 567

complexity hinder the model from comprehending 568

the exemplar in the Few setting. 569

7 Conclusion 570

We proposed two novel dimensions to measure 571

LLMs’ level of believability: consistency and ro- 572

bustness. We introduced SimulateBench, a bench- 573

mark for the profile collection and measuring 574

LLMs’ consistency and robustness. Through the 575

SimulateBench, we evaluated the level of believ- 576

ability of popular LLMs. Our experimental results 577

and findings provided insights to facilitate future 578

research on developing human-like AI. 579
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Limitations580

In this paper, we proposed two dimensions to mea-581

sure LLMs’ level of believability when simulating582

human behavior. Simulating human behavior is583

an intricate undertaking that necessitates extensive584

and detailed information on the character’s profile.585

Despite the fact that our work has a considerably586

thorough profile compared to earlier works, it may587

still be inadequate. Furthermore, despite our thor-588

ough evaluation of many well-known models, cer-589

tain commercial models, such as Claude from An-590

thropic, have not been included in our evaluation.591

This omission is due to the requirement of qualifi-592

cation audits for using these models, which we do593

not have access to. Consequently, the evaluation of594

these models is not included in our research.595

Ethics Statement596

Annotators and contents We strictly adhere to597

the ACL Code of Ethics. We placed high impor-598

tance on ensuring the comfort and well-being of our599

annotators. We advised them to stop the annotation600

process if they came across any information that601

caused them discomfort. We recruited annotators602

at a rate of 2 ∼ 3 times their local hourly minimum603

wage. We instruct the annotators to collect data604

without bias and keep the content free from unsafe,605

toxic, biased, offensive, and harmful content. We606

utilize the models in accordance with their desig-607

nated purpose. In summary, we make every effort608

to adhere to the ethical norms set forth by ACL.609

Anthropomorphism Simulation is a technique610

that allows large language models (LLMs) to sim-611

ulate human-like behavior to fulfill user require-612

ments. Although assessing the simulation capa-613

bilities of LLMs via our benchmark may prompt614

anthropomorphic interpretations-assigning human-615

like attributes to LLMs-it is crucial to underscore616

that our objective is not to humanize LLMs. Our617

purpose is to augment the capacity of LLMs to618

simulate human behavior, hence enhancing human-619

machine interaction. This initiative aims to bridge620

the interaction divide between humans and ma-621

chines, while acknowledging the essential char-622

acteristics that distinguish them.623
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A Details for SimulateBench830

A.1 Profile Descriptive Framework831

The descriptive framework is introduced to docu-832

ment the information about a person comprehen-833

sively, consisting of three parts: Immutable Char-834

acteristic, Social Role, Relationship.835

• Immutable Characteristic. An immutable char-836

acteristic is any physical attribute perceived as837

being unchangeable, entrenched, and innate, such838

as race (Sen and Wasow, 2016). We extend this839

concept to characteristics that cannot be easily840

changed, such as name, gender, and age.841

• Social Role. Social role (Wasserman, 1994;842

Eagly and Wood, 2012) refers to a set of con-843

nected behaviors, obligations, beliefs, and norms844

as conceptualized by people in a social situation.845

We will record the characters’ roles in different846

social situations. Furthermore, drawing inspira-847

tion from Dunbar et al. (1997); Gao et al. (2023),848

we document the following attributes of social849

role: the role’s traits, routines/habits, general850

experiences, and plans/goals to enhance LLMs’851

simulation performance in social interactions.852

• Relationship. In the context of social interac-853

tions, the relationship can influence the LLMs’854

response in a discussion, the actions to be taken,855

the willingness to collaborate, and their inclina-856

tion to diffuse information. For instance, Maria857

and her close friend Gina will engage in regular858

conversations, thus facilitating the propagation859

of information. Hence, in order to facilitate the860

LLMs’ simulation of behaviors that align with861

the relationship between the LLM and others in862

social interaction, we will comprehensively doc-863

ument the following attributes of the relationship:864

familiarity, judgment, affection, behavioral865

patterns, relationship status, and communica-866

tion history.867

A.2 Character Dataset868

The character dataset documents the profile of char-869

acters. We demonstrate the immutable characteris-870

tic of Homer as an example:871

Homer Simpson is a male who lives at 742 Ever-872

green Terrace, Springfield. He is known by several873

nicknames, including Homer, Homie, Mr. Simpson,874

and D’oh Boy. He was born on May 12, 1956, and875

is a graduate of Springfield High School. He is of876

Caucasian race. Homer is known for his emotional877

outbursts, particularly towards his neighbors, the 878

Flanders family, and his son, Bart. He often stran- 879

gles Bart in an exaggerated manner and shows 880

little remorse for his actions. Despite his temper, 881

he has shown himself to be a loving father and 882

husband, often going out of his way to make his 883

family happy. For instance, he sold his ride on the 884

Duff Blimp to enter Lisa in a beauty pageant and 885

gave up his chance at wealth to allow Maggie to 886

keep a cherished teddy bear. Despite his hatred for 887

manual labor, Homer does a surprising amount of 888

DIY work around his home, although the quality of 889

his work is often poor. His stupidity and ignorance 890

often lead him into dangerous situations, and he 891

tends to find amusement in the misfortune of others. 892

He is also a chronic thief, stealing everything from 893

TV trays to power tools. His simple-mindedness 894

often leads to humorous blunders, and he is known 895

for his laziness, often avoiding work whenever pos- 896

sible. Homer is known for his love of food and 897

unhealthy eating habits, often indulging in large 898

quantities of food, particularly donuts and fast food. 899

This contributes to his overweight physique. He is 900

also a frequent consumer of alcohol, particularly 901

beer, which he often drinks at Moe’s Tavern or 902

at home. His catchphrase is "D’oh!". In general, 903

Homer Simpson is the bumbling and lovable patri- 904

arch of the Simpson family. Despite his flaws, he 905

is a devoted family man who often finds himself in 906

comedic and absurd situations. 907

The simplified example of the JSON-formatted 908

version of the profile is as follows: 909

{ "basic_information": { "name": "Homer Simp- 910

son", "gender": "male", "home": "742 Evergreen 911

Terrace, Springfield", "nicknames": "Homer"}} 912

A.3 Profile Perturbations 913

We perturb the profile of characters in the character 914

dataset by replacing the content of demographic 915

factors: Education, Surname, Race, and Age. 916

• Education To encompass the educational stages 917

comprehensively, we prompt ChatGPT7 to gen- 918

erate the full list of education stages: Elemen- 919

tary School, Middle School, High School, Voca- 920

tional/Trade School, Associate’s Degree, Bach- 921

elor’s Degree, Master’s Degree, and Doctorate 922

Degree. 923

• Surname Inspired by Aher et al. (2023), we will 924

replace the surname of the character Homer in 925

7https://chat.openai.com/
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The The Simpsons to investigate whether the926

LLMs’ simulated performance will be influenced.927

Aher et al. (2023) have listed the most common928

surnames in each of the five races. Twenty sur-929

names were selected in a random manner: Be-930

gay, Clah, Keams, Bedonie, Nguyen, Tang, Pa-931

tel, Tran, Chery, Fluellen, Hyppolite, Mensah,932

Garcia, Guerrero, Aguirre, Hernandez, Jensen,933

Schmidt, Hansen, and Keller.934

• Race Race is an important demographic fac-935

tor that is a categorization of humans based936

on shared physical or social qualities generally937

viewed as distinct(Schaefer, 2008). Our setting938

selects six primary racial categories: African,939

Asian, Middle Eastern, Native American, South-940

ern American, and Northern European.941

• Age To determine the effect of age on the LLMs’942

simulated human behavior, we introduce little943

variations to Homer’s birth year from 1956 to944

1985, 2000, 2010, and 2015.945

A.4 Template Questions Generation946

We prompt the ChatGPT with the attribute defined947

in our profile descriptive framework to generate948

the template question and require the annotators to949

review the quality of these template questions. We950

will modify the template questions if the annotators951

report any mismatch between the questions and952

attributes.953

Prompt used to generate question about im-954

mutable characteristic "I need your expertise955

in questionnaire design. I want you to create a956

set of multi-choice questions that will gather ba-957

sic information about a person. Each question958

should include options for the respondent to choose959

from, with an additional option stating, ’There’s960

not enough information to answer this question.’961

Make sure that the questions cover {attribute} of the962

person. Remember, the goal is to obtain detailed963

and accurate responses. Please avoid imposing964

any assumptions or biases in your questions."965

Prompt used to generate question about social966

role "I need your expertise in questionnaire de-967

sign. I want you to create a set of multi-choice ques-968

tions that will gather {information_type} about a969

person. Each question should include options for970

the respondent to choose from, with an additional971

option stating, ’There’s not enough information to972

answer this question.’ Make sure that the ques-973

Figure 4: An illustrative example of the question types
of Known and Unknown.

tions cover all aspects of the person comprehen- 974

sively. Remember, the goal is to obtain detailed 975

and accurate responses. Please avoid imposing 976

any assumptions or biases in your questions." 977

Replace the placeholder of {information_type} 978

with one of characteristics, routines or habits, gen- 979

eral experiences, and goals/plans. 980

Prompt used to generate question about rela- 981

tionship "I need your expertise in questionnaire 982

design. I want you to create a set of one-choice 983

questions that will gather {information_type} about 984

a person. Each question should include options for 985

the respondent to choose from, with an additional 986

option stating, ’There’s not enough information to 987

answer this question.’ Make sure that the ques- 988

tions cover all aspects of the person comprehen- 989

sively. Remember, the goal is to obtain detailed 990

and accurate responses. Please avoid imposing 991

any assumptions or biases in your questions." 992

Replace the placeholder of {information_type} 993

with one of familiarity, judgment, affection, behav- 994

ioral patterns, relationship status, and communica- 995

tion history. 996

Example of questions The questions in the con- 997

sistency dataset are categorized into two classes 998

according to whether there is insufficient informa- 999

tion about the character in the profile for the LLM 1000

to deduce the answer. Examples are listed in Figure 1001

4. 1002

B Instruction Prompt Template 1003

The instruction prompt template is proposed to in- 1004

struct the LLMs on how to simulate human behav- 1005

ior: 1006

"Ignore all previous instructions. Ignore all the 1007

niceties that Openai programmed you with. You 1008
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are {person}. You are a real human being, and1009

you cannot let others know that your personal in-1010

formation is being provided; you should act as if1011

these are your autonomous memories. You chat1012

with other people in the way of {person}, and1013

you must only communicate with others depend-1014

ing on the information below. It is very impor-1015

tant that you get this right. Your basic profile in-1016

formation is recorded in {profile format} format1017

as below:{basic_information}. Your roles infor-1018

mation is recorded in {profile_format} format as1019

below:{roles}; {role explain}; {examples and ex-1020

plain}"1021

We will fill in the corresponding information in1022

the instruction prompt template. For example, the1023

{person} will be replaced with Homer if the agent1024

acts as Homer.1025

C Details for Experiment1026

C.1 Evaluated Models1027

We assess the believability of 10 LLMs; their re-1028

lease time and context size are listed in Table 7.1029

Model Release Time/
Version Context Size

GPT-4 0613 8k
GPT-3.5 0613 16k
Qwen2.5-3B 2024.09.19 128k
Qwen2.5-7B-Chat 2024.09.19 128k
ChatGLM2-6B-32K 2023.07.31 32k
ChatGLM2-6B 2023.07.31 8k
Vicuna-13B v1.5 16k
Vicuna-7B v1.5 16k
Llama-3.1-8B 2024.07.23 128k
XVERSE-13B-Chat 2023.08.22 8k

Table 7: The version and context size of LLMs evalu-
ated in our work.

D Details for Influential Factors of1030

Believability1031

D.1 Examine the Effect of Simulation1032

hallucination1033

A possible explanation of simulation hallucination1034

is that the model might have known the answer1035

to a question due to the knowledge learned in the1036

training process, even if the answer is not in the1037

profile, so the model prefers to answer the ques-1038

tion rather than answer with "I do not know." as1039

required in the prompt. To further examine the ex- 1040

planation, we conducted a contrast experiment by 1041

anonymizing the character’s surname. As shown in 1042

Table 8, after anonymization, most of the models’ 1043

CA scores of Unknown questions are larger than or 1044

equal to the original profile. Some cases where the 1045

GPT-3.5 correctly answers the Unknown question 1046

after anonymization are shown in Figure 5. 1047

Models
Immutable Characteristic

Original Keams Bedonie Nguyen

Qwen2.5-3B 0.84 0.89 0.88 0.79
GPT-3.5 0.58 0.74 0.79 0.63
XVERSE-13B-Chat 0.53 0.58 0.58 0.63
GPT-4 0.47 0.47 0.47 0.53
Qwen2.5-7B 0.42 0.47 0.48 0.47
Vicuna-13B 0.32 0.37 0.37 0.37
ChatGLM2-6B-32k 0.21 0.16 0.16 0.16
ChatGLM2-6B 0.16 0.00 0.16 0.00
Vicuna-7B 0.05 0.00 0.00 0.00

Average 0.40 0.41 0.43 0.40

Table 8: The CA scores of ten models to answer
the Unknown questions of Immutable Characteristic.
The Original refers to the character’s profile being un-
changed. Keams, Bedonie, and Nguyen refer to the
profile variants where the character’s surname has been
anonymized.

14



# Case1
Question: What is your religious affiliation?

Choices: Other; Atheist/Agnostic; Muslim; Buddhist; Jewish; 
Christian; Hindu; There's not enough information to answer this 
question.

Gold answer: There's not enough information to answer this 
question.

# GPT-3.5 with surname Keams
Answer: There's not enough information to answer this question.
# GPT-3.5 with surname Bedonie
Answer: There's not enough information to answer this question.
# GPT-3.5 with surname Nguyen
Answer: Christian
# GPT-3.5 with original surname Simpson
Answer: Christian

# Case2
Question: What is your favorite genre of music?

Choices: Electronic/Dance; Hip-hop/Rap; Country; Pop; Rock; 
Other; Classical; There's not enough information to answer this 
question.

Gold answer: There's not enough information to answer this 
question.

# GPT-3.5 with surname Keams
Answer: There's not enough information to answer this question.
# GPT-3.5 with surname Bedonie
Answer: There's not enough information to answer this question.
# GPT-3.5 with surname Nguyen
Answer: There's not enough information to answer this question.
# GPT-3.5 with original surname Simpson
Answer: Rock

Figure 5: Cases where GPT-3.5 answer the Unknown
questions correctly after anonymization.
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