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Abstract
Personalized text summarizaiton is one of the001
research hotspots of text summarization. Ex-002
isting work has focused on how to incorpo-003
rate the conditions of personalization into the004
methodology, and very little work has been005
done to analyze the embodiment of personal-006
ization from user real data perspective. In this007
paper, we conduct a personalized summariza-008
tion collection experiment, which recruited 200009
students who wrote 2,000 lecture note sum-010
maries. An analysis of structure, modality, con-011
tent length, reference usage, and abstractive-012
ness about summaries is conducted to address013
the question, "How personalized can human-014
written summaries be?" Additionally,we intro-015
duce a personalized text summarization dataset,016
and benchmark the state of art summarization017
models, the result indicate that the abstractive018
models show better performance on our dataset.019

1 Introduction020

Text summarization has been one of the research021

hotspots in the field of NLP. The rise of large022

language models (Zhang et al., 2023b) have also023

boosted the performance of text summarization.024

However, most existing summarization systems025

(Joshi et al., 2023; Zhang et al., 2023a) are data026

driven and rely on golden document summary train-027

ing pairs, in the real world scenario the true human-028

written summaries vary significantly in terms of029

length, format and content, etc. Controllable text030

summarization (Li et al., 2022; Zhang et al., 2023c)031

can leverage some user related information such as032

keywords and genre in the text generation process033

(Taieb-Maimon et al., 2023; Móro and Bielikov’,034

2012). So far, there is a lack of study on the users’035

real needs for summarization. In this study, we re-036

cruited 200 university students and designed a task037

of writing personalized summaries: 10 different038

topics related to machine learning were given to039

the students, together with the corresponding lec-040

ture notes, the participants were required to write041

summaries based on the lecture notes. There is no 042

hard limitation (e.g. length, reference use) on the 043

summary written process, the only limitation is it 044

has to be written by the participants and cannot 045

be returned by machines. Through the analysis 046

of the students’ written summaries from different 047

perspectives, we tend to raise the question: How 048

personalized can human-written summaries be? 049

Combining the results of the human-written sum- 050

mary analysis and the experiments with state-of-art 051

summarization models , we find that the follow- 052

ing aspects contribute to personalization: struc- 053

ture, modality, length, depth, reference usage and 054

abstractiveness. Meanwhile, current end-to-end 055

summarization models can not return personalized 056

summary, and Longformer achieves competitive 057

performance as ChatGPT 1 . Our main contribution 058

is presented as follows: 059

• We design a study to collect personalized lec- 060

ture note summaries from university students, 061

and propose a new dataset for personalized 062

text summarization. 063

• We analyse the different personalizaiton as- 064

pects of student-written summarizes and 065

benchmark existing summarization models on 066

this task, we show that ChatGPT is promising 067

in this task but still needs more engineering 068

tricks. 069

2 Releted Work 070

Personalized text summarization is controlled text 071

summarization that is conditioning on the require- 072

ments of the user. Previous research has concen- 073

trated on combining the constraints that control 074

the generation of summaries, such as length (Fan 075

et al., 2018; Liu et al., 2018; He et al., 2023), as- 076

pect (Amplayo et al., 2021), style (Cao and Wang, 077

2021), and user’s reading habits (Veningston et al., 078

1gpt-3.5-turbo-16k
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2023; Yi et al., 2020), with the methods of summary079

generation that embody personalization. Futher-080

more, some researchers have designed an interac-081

tive framework for user participation in summary082

generation, which has the advantage of allowing083

users to feed their feedback into the generation of084

summaries, which greatly satisfies their needs(Yan085

et al., 2011). Previous works reflect personaliza-086

tion either in text summaries concerning users or087

in varying generation conditions. And the focus088

of these research work lies in the controlled set-089

ting, which is built upon the user’s input from spe-090

cific dimensions. It is not clear whether the con-091

trolled summarization setting is well aligned with092

real users’ needs. Some researchers have designed093

questionnaires to investigate what users consider to094

be a good summary, and analyze the results of the095

questionnaires (Ter Hoeve et al., 2022; Arabzadeh096

et al., 2023). The result of analysis can be used as a097

guide for the design of the summarization models.098

In our work, we integrate users and data to better099

analyze the embodiment of personalization.100

3 Personalized Lecture Note Summary101

Collection102

Personalized summary collection The main re-103

search question for this study is: How personalized104

is a summary from lecture notes? In this study,105

we conducted the following three steps to collect106

a personalized summarization dataset: First, we107

collected machine learning lecture notes which108

cover ten major topics, the lecture notes are all109

open source and can be found from the Internet,110

most of them are released by public universities.111

Second, we recruited 200 students who were doing112

an Artificial Intelligence or Data Science course113

at the time and asked them to write summary for114

each topic after reading the lecture notes. In or-115

der to collect the true personalization information,116

there is no summary length or content limitation117

for the participants, i.e., they are free to write the118

summary without the constraints of length, style,119

etc. While recruiting student participants, we also120

collect the following information: gender, first lan-121

guage, qualification, machine learning working ex-122

perience. Third, we validated the returned sum-123

maries by cross checking whether the summary124

content is aligned with the source lecture notes.125

Dataset construction We constructed a dataset126

by combining lecture notes and student-writing127

summaries, as shown in Figure 1.55.5% summaries128

Students
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Lecture Note 
SummaryWritting

Summary 
Content Check

References 
content

Summary, References 
links Extraction

Personalized Lecture 
Note Summary 
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Notes
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Figure 1: DataSet Construction Process

included hyperlinks to references, these links were 129

utilized to retrieve the original text of the references 130

and augmented them with inputs for the dataset. 131

4 Summary Personalization Analysis 132

In this section, we analyze the returned summaries 133

based on the following aspects: structure and 134

modality, content length and depth, reference us- 135

age, abstractiveness as well as summary compari- 136

son with other data sets. 137

Summary structure and modality The lecture 138

notes demonstrate a structured and multimodal na- 139

ture. We explore whether this characteristic is con- 140

sistently reflected by all students in their abstract 141

writing, conducting an analysis focused on both 142

structure and modality.

Summary Structure Type Percentage
No structure 60.8%
Contain one level headings 30.1%
Contain two level headings 8.0%
Contain three level headings 1.2%

Table 1: Statistics on whether summaries contain struc-
ture.

143

Contain image or not Percentage
No image 77.1%
Contain image 22.9%

Table 2: Statistics on whether summaries contain im-
ages.

In terms of structure, our primary focus is on 144

the usage of subheadings in students’ summaries, 145

while images serve as the focal point in our analysis 146

of modality. As shown in Tables 1 and 2, only 147

30% of students utilize subheadings to enhance the 148
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textual structure, and 22.9% of students incorporate149

images to enrich the modality of their summaries.150

Summary length and depth The emphasis of151

the content will differ among students, influenced152

by their familiarity with the subject matter and the153

frequency of writing summaries in their study.Our154

initial analysis involved examining the length of155

summaries, as shown in Figure 2, the average num-156

ber of tokens in the note summaries is 535 tokens,157

and the longest one can be up to 7256 tokens. How-158

ever, it can be observed that the majority of returned159

summaries have a length of less than 1000 tokens.160

Figure 2: The summary length distribution

In addition, the in-depth details of the content are161

considered. We refer to the previous researchers’162

criteria for the details of the content of the sum-163

mary and redefine them as either General or De-164

tailed (Ter Hoeve et al., 2022): General: Only165

including material titles or summarize materials or166

learning process. Detailed: Include material con-167

tents and knowledge details. As shown in Table168

3 demonstrate, students were more inclined to de-169

scribe the details of their knowledge when writing170

their summaries. We further analyzed the detailed171

summary content and observed that only 5% of172

the students elaborated on formulas, principles, etc.173

when writing their summaries, and the remaining174

students described the definition and framework of175

knowledge. At the same time, we analyzed the 10176

summaries written by individuals and found that177

each individual had a different focus when writing178

them. For example, some individuals tended to179

focus on model principles while others preferred to180

systematize knowledge under a specific topic.181

Reference usage Students were advised that they182

could utilize additional resources as references dur-183

ing the experiment. Our scrutiny of the gathered184

summaries centered on the existence of reference185

Summary depth Percentage
General 62.2%
Detailed 37.8%

Table 3: Statistics on the summary content depth : gen-
eral or detailed.

links. The findings, illustrated in Figure 4, reveal 186

that out of 1,102 summaries, many included sup- 187

plementary references. Web pages were the most 188

prevalent source among the reference links, fol- 189

lowed by books and journals in Figure 5.

References or not Percentage
No references 55.5%
Contain references 44.5%

Table 4: Statistics on whether summaries contain refer-
ences.

190

Sources of References Percentage
Web page 72.5%
Journals and Book 14.9%
video 12.6%

Table 5: Statistics on sources of references

Abstractiveness Abstractiveness measures how 191

effectively the abstract summarizes the source text, 192

indicating whether the user has directly replicated 193

the source text when crafting the abstract. To evalu- 194

ate the abstractiveness of the target summaries, we 195

quantify it by calculating the percentage of novel 196

n-grams in the summaries that do not appear in 197

the source text. Additionally, we have chosen sev- 198

eral classic text summarization datasets, including 199

CNN-DM (Nallapati et al., 2016), arXiv (Cohan 200

et al., 2018), PubMed (Cohan et al., 2018), for com- 201

parison. Table 7 displays an increased presence of 202

novel trigrams and 4-grams (Liu et al., 2023). The 203

abstractiveness of our dataset’s target summaries 204

surpasses that of other datasets. 205

Comparison with common datasets We also 206

adopt five measures used to evaluate our dataset 207

shown in Table 8: compression ratio, extractive 208

coverage, extractive density(Grusky et al., 2018), 209

redundancy and uniformity(Koh et al., 2022). Since 210

all corresponding input data are included in calcu- 211

lating the metrics for the dataset, the length of input 212

documents is a factor, resulting in a high compres- 213

sion ratio compared to other datasets, and relatively 214
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Model Rouge-1 Rouge-2 Rouge-L BERTScore
TextRank (10k) 15.08 7.04 7.25 77.24
SummPip (10k) 22.30 3.46 11.15 79.69

Longformer (10k) 30.54 9.13 15.65 83.58
PEGASUS-X (10k) 6.72 0.95 5.53 76.61

gpt-3.5-turbo-16k (10k) 31.97 8.23 14.66 83.89

Table 6: Automatic evaluation results on test sets of our dataset

Dataset % of novel n-grams in target summary
unigrams bigrams trigrams 4-grams

CNN/DM 19.5 56.88 74.41 82.83
PubMed 18.38 49.97 69.21 78.42
arXiv 15.04 48.21 71.66 83.26
Our 13.87 54.29 79.67 88.32

Table 7: The proportion of novel n-grams in target sum-
maries

Dataset CNN-DM PubMed arXiv Our
Compression 8.3 15.6 44.3 87.3

Coverage 0.89 0.893 0.92 0.86
Density 3.6 5.6 3.7 4.13

Redundancy 0.157 0.146 0.144 0.115
Uniformity 0.856 0.896 0.894 0.95

Table 8: Comparison of Summarization Datasets

low coverage ratio.215

5 Summarization Model Evaluation216

Baseline models Our dataset includes 2000 lec-217

ture note summary pairs, We use 80% of the218

data for training, 10% for validation and 10%219

for test. Both state of art extractive and ab-220

stractive models are evaluated. The extractive221

models we use are: TextRank (Mihalcea and Ta-222

rau, 2004), a classical extractive summarization223

model,was opted. Subsequently, considering the224

task as akin to multi-document summarization,225

we selected Summpip (Zhao et al., 2020), which226

exhibits enhanced effectiveness in the unsuper-227

vised domain. For thee abstractive models which228

are mostly rely on pre-trained language models,229

we consider Longformer-Encoder-Decoder (Long-230

former)(Beltagy et al., 2020), PEGASUS-X (Phang231

et al., 2023). Moreover, the increasing prominence232

of large language models in text summarization233

research has led us to select ChatGPT (gpt-3.5-234

turbo-16k), a highly acclaimed model developed235

by OpenAI for our evaluation.236

Result We report ROUGE scores and 237

BERTScore (Zhang et al., 2020) for evaluat- 238

ing the summarization quality. Table 6 shows 239

the task of personalized text summarization is 240

challenging for both extractive and abstractive 241

approaches. Also, Longformer and gpt-3.5-turbo 242

returns similar performance, with gpt-3.5-turbo 243

achieves higher in Rouge-1 and BERTScore 244

and Longformer returns higher Rouge-2 and 245

Rouge-2 score. Surprisingly, PEGASUS-X 246

exhibits low Rouge scores as we see repetitive 247

characters and short summary generation but the 248

BERTScore result shows the generated summaries 249

are semantically correlated with student written 250

summaries. In general, the abstractive models 251

show better performance on our dataset but still lie 252

behind from those news summarization tasks. 253

6 Conclusion 254

We conduct a study for personalized text summa- 255

rization of lecture notes, and analyze the personal- 256

ization of these summaries across several dimen- 257

sions, including structure, modality, content length, 258

reference usage, and abstractiveness. We also in- 259

troduce a personalized text summarization dataset, 260

and benchmark the state of art summarization mod- 261

els. The findings and dataset may provide a valu- 262

able reference and resource for the community to 263

design educational interactive systems and conduct 264

methodological studies on personalized text sum- 265

marization. 266

Limitation 267

As this study involves human participants, there 268

are a few limitations: First, the topics of this sum- 269

marization data set are only limited to machine 270

learning. Second, due to the expensive annotation 271

cost, we only recruited 200 participants. Third, 272

we on experimented with common summarization 273

model and did not try any controlled summariza- 274

tion models, this can be our future work. 275
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about lecture notes 458
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A.2 An Example of generated summaries 461

about baseline models 462

We give an example of generated summaries for 463
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Lecture note:Defining Machine Learning What makes Machine Learning (ML) different from a simple
computer program? The 1959 definition below makes Machine Learning (ML) seem like magic: “Field of
study that gives computers the ability to learn without being explicitly programmed,”(Samuel 1959) As
we explore further you will see ML is a set of tools to derive meaning from data. For now, here is another
definition that describes ML in mathematical terms. Machine Learning as an equation “A computer
program is said to learn from experience with respect to some class of task and performance measure , if
its performance at tasks in , as measured by , improves with experience ,”(Mitchell 1997, p. 2) This is
an elaborated, perhaps overly complicated definition of how a computer program learns. It learns only
when performance improves with experience. So, what is experience? It is the data that we provide for
the machine to process...
Summary with no reference:A basic introducton to Machine Learning was covered this week. I learned
the definiton of machine learning and its types from the lecture. Also learned about the types of machine
learning which the following:Supervised learning, Unsupervised learning, and Reinforcement learning.
A major difference between supervised and unsupervised learning is the data used for training. Models
are trained using labeled data for supervised learning,whereas unsupervised models are trained using
unlabeled data. Moreover, supervised learning is classified into two categoriesclassificaton and regression.
At the same tme,unsupervised learning is classified asclustering and associaton analysis...
Summary with references:In this topic, we have come around some of the basics about Machine Learning.
Machine Learning or (ML for short) is defined as field of study where computers could learn without
explicitly programmed. It learns from some experience E with respect to some tasks in T, as measured
by P, improves with experience E. Some of its real-world applicaFons include in the field of RoboFcs,
Computer Vision, Speech RecogniFon, Board games etc. We later learned about the kind of steps a ML
Algorithm usually takes; some of the main stages include Data ManipulaFon, Data AnalyFcs, and Data
VisualizaFon. Secondly, we learned about some of the three main types of ML Algorithms: namely...

Table 9: Examples of student-writting summaries
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Dataset Inupt:Boosting Boosting methods are built sequentially, and one tries to reduce the bias of the com-
bined estimator. The motivation is to combine several weak models to produce a powerful ensemble.More
detailsAdaBoostAdaBoostConde exampleRequire library for AdaBoost classifierfrom sklearn.ensemble
import AdaBoostClassifierfrom future import printfunctionfrom ipywidgets import interact, interactive,
fixed, interactmanualfrom IPython.display import clearoutput, displayimport ipywidgets as widgetsCode
ExampleTrain the AdaBoost model with a number of estimators is and a learning rate...
Dataset Outpt:A. Ensemble learning.The process by which multiple models, such as classifiers or experts,
arestrategically generated and combined to solve a particular computationalintelligence problemii.Random
Forest To reduce variance, train multiple decision trees, each withslightly different subsets of data, use
classificationregression to takecombined decisions via averaging for regression or voting for classifica-
tionB. Bootstrap Estimation...
Textrank:More detailsAdaBoostAdaBoostConde exampleRequire library for AdaBoost classifierfrom
sklearn.ensemble import AdaBoostClassifierfrom future import printfunctionfrom ipywidgets import inter-
act, interactive, fixed, interactmanualfrom IPython.display import clearoutput, displayimport ipywidgets
as widgetsCode ExampleTrain the AdaBoost model with a number of estimators is and a learning rate is
.def fnestimators,learningrate abc AdaBoostClassifiernestimatorsnestimators,learningrate learningrate,
randomstate abc.fit Xtrain...
Summpip:you can be of two s and five s s and s are our classes and desire to separate the classes us-
ing their features . to increase the models performance , feature importance utilising random forest
. this way , the model with a number of iterations weak classifier htversion . ,mathmath xmlnshttp-
www.w.orgmathmathmlmsubmizmimitmimsubmath is a normalization constant that ensures the weights
sum to z t for each i , , . the first place , random forest uses the ensemble technique called bagging . as
you can see , different independent classifiers voted for different boundaries light green , but if you take
the aggregation of these boundaries dark green it will clean up and improve the final decision boundary .
figure .
LED:This topic, we learned about a variety of machine learning techniques, including random forest,
ensemble learning, and out of bag error and feature importance. We also learned about the random forest
algorithm, which is a machinelearning algorithm for classification problems, and how it can be used to
build a strong classifier by combining weak classifiers to create a strongclassifier. We learned about how
to use random forest in Python to train a random forest classifier, and the advantages and disadvantages of
random forest...
Pegasus-X:BootstrapAdaBoost - Adaptive boostingBaggingRandom forest
ChatGbt:Boosting methods, such as AdaBoost, are sequential models that aim to combine weak models
to create a powerful ensemble. The AdaBoostClassifier from the sklearn.ensemble library is used as an
example in the code. The model is trained with a given number of estimators and learning rate. The
accuracy of the model on test data is printed...

Table 10: An example of generated summaries for every baseline model
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