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ABSTRACT

Differential Privacy (DP) is applied in split learning to address privacy concerns
about data leakage. Previous work combines split neural network (SplitNN) train-
ing with DP by adding noise to the intermediate results during the forward pass.
Unfortunately, DP noise injection significantly degrades the training accuracy of
SplitNN. This paper focuses on improving the training accuracy of DP-protected
SplitNNs without sacrificing the privacy guarantee. We propose two denoising
techniques, namely scaling and random masking. Our theoretical investigation
shows that both of our techniques achieve accurate estimation of the intermedi-
ate variables during the forward pass of SplitNN training. Our experiments with
real networks demonstrate that our denoising approach allows SplitNN training
that can tolerate high levels of DP noise while achieving almost the same accu-
racy as the non-private (i.e., non-DP protected) baseline. Interestingly, we show
that after applying our techniques, the resultant network is more resilient against
a state-of-the-art attack, compared to the plain DP-protected baseline.

1 INTRODUCTION

Privacy concerns in many application domains, such as finance, healthcare and on-line commerce,
constraint the sharing of raw data that are necessary to train accurate deep neural networks (DNNs).
Split learning (Gupta & Raskar}, 2018}, Vepakomma et al.,|2018a)) has recently emerged as a solution
that allows different parties to learn a model collaboratively, without explicitly sharing raw input
data. Typically, in two-party split learning the DNN model is divided between the data owner, a.k.a.
the client, and the label owner, a.k.a. the server, as shown in Figure|l| (a). During training, in the
forward pass the client forwards the intermediate results (IRs) (i.e., the parameters of the last layer
in the client’s part of the DNN) to the server. The server completes the forward pass and during the
back-propagation it returns the gradients of the IRs to the client. Consequently, the client can train
the joint model without revealing the private training data to the server.

Unfortunately, only sharing the IRs does not necessarily protect the private raw data. The shared
IRs contain considerable latent information about the private data and can be used to stage pow-
erful attacks, such as model inversion attack (He et al.| [2019a; Zhang et al., [2020; Erdogan et al.,
2021), label inference attack (Erdogan et al. 2021} |[Kariyappa & Qureshi, 2021} [Li et al.l 2021)
and hijacking attack (Pasquini et al.,[2021). Several works (Titcombe et al.| 2021; |Abuadbba et al.,
2020; Mireshghallah et al.| [2020; Wang et al., [2018) attempt to mitigate that risk through differ-
ential privacy (DP), which adds a certain amount of noise to the IRs before sharing with the other
party. However, one of the fundamental issues of DP is the trade-off between its utility and privacy
guarantee. While high levels of noise are favorable in terms of a strong privacy guarantee, the noise
inevitably impacts the quality of the model (Abuadbba et al., |2020; Wang et al., 2020a}; 2021); see
Figures(1|(b) and (c) for an example. Thus, a fundamental question is: Can we improve the training
accuracy of split learning under noise injection, without affecting the privacy guarantee of DP?

We answer the above question affirmatively by applying a post-processing denoising layer on top of
noise-injected IRs in the split learning process. Our intuition is that the injected noise introduces an
error during the forward pass, which is dominated by variance when the noise level is high. As long
as we can reduce the variance by denoising techniques, the training quality should be improved.
Such a post-processing layer will not impose any degradation on the privacy guarantee as long as it
does not interact with the original private data (Dwork et al.,[2014).
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Figure 1: The trade-off between the security and utility in differentially private split learning. (a) Schematic
representation of DP-SplitNN training, where DP is used to prevent private data leakage. (b) Best accuracy
obtained in training a split CNN model on MNIST at different noise level (o). (c) Training data reconstruction
by hijacking attack when using DP with different noise level (o).

Our main contributions are: (i) We propose two denoising techniques (i.e. scaling and masking)
as post-processing layers on DP, to improve the training accuracy and stability of DP-SplitNN;
see Section (if) Our theoretical investigation on a classification task in Section shows that
denoising can reduce the error caused by noise injection during the forward pass. (iif) We validate
our claims through extensive numerical experiments on synthetic and real data (i.e., 4 DNN models
on 4 different datasets) in Section 4] Moreover, (iv) we find that our masking technique, in addition
to denoising, also enhances the resilience of split learning against the state-of-the-art hijacking attack
(Pasquini et al., [2021)); refer to Section @

2 RELATED WORK

Differentially private federated learning (DP-FL). In horizontal FL. (HFL), applying DP follows
the same procedure as the centralized DP-SGD algorithm because the main privacy concern lies in
the gradients/model updates during the communication. E.g.,[McMahan et al.[(2017) has shown that
directly integrating FedAvg with DP-SGD can protect user-level privacy for large language modeling
tasks. Furthermore, many research (Hu et al.l 2021} [Liu et al., 2020; Agarwal et al., 2018} Kerk-
ouche et al.,[2021)) propose combining DP with gradient compression techniques to further enhance
the privacy guarantee as well as improve the communication efficiency. However, few attempts have
been conducted to integrate DP with vertical FL. (VFL) because VFL needs to transmit the interme-
diate results (IRs) instead of the gradients/model updates. Existing frameworks (Wang et al.||2020bj
Chen et al.| [2020) propose to add noise on participants’ IRs to realize DP. Unfortunately, VFL (Chen
et al.,2020) only demonstrates the impact of DP on the training accuracy when the noise scale is
relatively low for some applications. The other framework, called HDP-VFL (Wang et al., 2020b),
targeting linear model collaborative learning, proposes to directly perform sensitivity analysis on the
IRs, which is not applicable for general DNN models.

Differentially private split learning (DP-SplitNN). Due to the vulnerability of SplitNN against
model inversion attacks, [Titcombe et al.| (2021) proposed to apply DP on IRs during the inference
time to prevent data reconstruction by the attacker. Shredder, proposed by [Mireshghallah et al.
(2020), adaptively generates a noise mask to minimize mutual information between input and inter-
mediate data. However, these two methods only introduce noise injection during the inference time;
thus, the privacy of training data is not preserved. /Abuadbba et al.| (2020) successfully applies noise
to the IRs during the training to defend against model inversion attack on one-dimensional ECG
data. It turns out that the noise has dramatically impacted the model’s accuracy. Unlike previous
works that only focus on the attack defense efficacy, we target to improve the training accuracy with
a significant DP noise level.

Gaussian noise injections (GNIs) are a family of regularization methods for DNN training through
adding random Gaussian noise on the activations or weights during the forward pass. It is similar
to DP-SplitNN except for the following two differences: (i) There is no requirement of bounded
sensitivity in injection objects. (if) The noise scale is usually set small enough to avoid negative
impacts on training accuracy. The explicit regularization effects of GNIs are well investigated in
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(Camuto et al.l 20205 |L1 & Liu, 2020; Lim et al.l 2021), demonstrating better generalization for
trained models over unseen data. In addition, GNIs can be used to improve the robustness of DNNs
against adversarial attacks or data perturbations (Lim et al.l 2021; He et al., [2019b). However, a
recent study, (Camuto et al.| (2021)) found that GNIs can also introduce some implicit bias on gradient
updates, which inevitably degrades the overall training accuracy.

DP denoising. The denoising concept for DP has been well adopted in the field of statistical
estimation (Hay et al., 2009} [Nikolov et al., 2013 |Bernstein et al., 2017), where they exploit
some prior knowledge to design data release mechanism with better DP utility. Recently, Balle
& Wang| (2018) proposed an optimal denoising technique for Gaussian DP mechanism, where given
y~N(f(x), o’l ) and their target is to find a postprocessing function g such that g(y) is closer to
f () than y. This is different from denoising in DP-SplitNN as there are subsequent layers on top of
the Gaussian mechanism in the training process, and we aim at denoising the output of each layer.
Nasr & Shokri| (2020) has also investigated using scaling as a denoising technique to improve the
DP utility for DP-SGD. However, the authors scale up/down the noisy gradients based on the "use-
fulness” of gradients while we utilize scaling to minimize the estimation error of the noisy neural
network outputs. Wang et al.| (2020a) showed that adding Laplacian smoothing on Gaussian noise
injected gradients can improve the utility of DP-SGD. To the best of our knowledge, we are the first
to propose denoising techniques on the Gaussian noise injected intermediate results to improve the
training accuracy of SplitNN.

3 THEORETICAL GUARANTEE

Notations. By [n] we denote the set of n natural numbers {1,2,--- ,n}. By x;, we denote the i‘"
component of vector x, while A;; denote the (4, 7)*® component of a matrix, A. We use ||z||> and

||A|| F to denote the ¢2 and the Frobenius norms of a vector  and a matrix A, respectively.

Problem setup. Let D be the training dataset with n elements, {(z;,y})}" ;, drawn i.i.d. from
some distribution, P(X,)), where z; € R? is the input feature vector, and y; is the corresponding
ground-truth label. We examine the performance of a machine learning algorithm, .4, with respect
to a data distribution, P(X,)), and denote hp := A(D). We consider a split neural network clas-
sifying m classes. The network is divided among the client and the server, where the server network
consists of fully connected (FC) layers and the output loss function. In general, there could be
multiple FC layers, however, we only consider one FC layer as it is commonly adopted in practice
and easy to analyze. Let X € R” be the input vector from the client-side split layer (i.e. IRs), and
M € R™*™ be the trained weight matrix of the FC layer on the server side, which is independent of
the input vector X during the loss calculation in the forward pass. At each iteration during training,
the original split network processes a minibatch of training samples to calculate the loss and, during
back-propagation, updates the weight. We follow this formalization in our theoretical analysis.

We consider the Gaussian mechanism of DP to protect the input vector X. For Laplace mechanism,
please refer to Appendix [E} Let the perturbed vector, X € R" follow the model: X = X + A,
where A; ~ N(0, o), chosen from a zero mean Gaussian distribution and o € R*. Then X is (¢, )

1.25
differentially private w.r.t. X for o > —w, e € (0,1) (Dwork et all 2014), where
Ao (X) denotes the ¢5-sensitivity of X. As we use tanh as the activation function in the client-side
split layer, the sensitivity of X is naturally bounded. In general, denoising in DP-SplitNN can be
formulated as follows: Let f;(X) be the output of the ith layer in the server model and f; be a
function that represents the first ¢ layers, our goal is to find a post-processing function g, such that
fi(g(X)) is closer to f;(X) than f;(X) for all possible i. In our setup, there are two possible f; in
the forward pass: (i) fi— a linear layer, and (ii) fo— a linear layer plus a nonlinear function (Softmax
with negative log loss function). We consider one FC layer in our setup, and our primary focus is
nonlinear classification tasks, although to understand the problem better denoising the linear layer is
also important, which can be viewed as a regression task. For simplicity, we do not include iteration

counter on M, X, or X. We use the following post-processing functions.

Random masking operator. Let 17, be a random matrix of 1 and 0 with identical and independently
distributed entries, (R),);; ~ Bernoulli(p). Denote the support set, 2, C [m] x [n] of R, as ), :=
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{(¢,7)|(Rp);; = 1}. Based on this, for a matrix, A € R™*",

_ Aij 11 € Qp,
(Rp [A])ZJ - { 0 : otherwise.

From the definition, R, is linear and is a projection operator, that is, Rg =R,.

Scaling operator. For o > 1 and a matrix, A € R™*"™, denote the element-wise scaling operator,
Sa(:) : R™*m — RM*" a5 S, (A) = L A. While the random masking, R, is a random operator,

the scaling operator, S, has no randomness in it.

3.1 A LINEAR LAYER

With the above setup, to explain our ideas more easily, we start with a neural network performing
simple regression. Although this is not our primary focus, we believe this section will provide a
better understanding. Because for the ¢5-regression task, no nonlinear activation function is required,
so the problem is much simpler. That is, y := M X is the prediction of the output layer, and it
does not involve any non-linearity. Theorem [I] describes results for a fully-connected DNN with
an /o-regression task. Additionally, it explains how the scaling and masking parameters, « and p,
respectively, are related to the noise scale o, while denoising the output of a linear layer of a DNN

for a given M and X. We calculate the expected test error, E [||M X — Mhp(X) ||§} , where hp

is R, and S, respectively, and compare against E [||M X -MX ||§} , where hp = I,,, an identity
operator for original DP.

Theorem 1. With the notations above, (i) E {||MX - MRP(X)Hg] <E [||MX - MXH%} if
and only if p|M © X||% + (1 — p)|MX||3 < 02| M||%, where X € R™*" is a matrix obtained
by stacking X7 € RY™™ in each row, and © denotes the elementwise product. (ii) Let o > 1.

- - . L IMX |2 a
E[IMX = MSo(R)3] <E [|MX — MX|3] ifand onty if W < (251) 02,

Remark 1. In Theorem [I] we considered the most commonly used mean square error
(MSE), E [||MX — MRp()N()Hg} and E [||MX — MSQ()N()H%}, respectively, to compare against

E {HMX - MXH%} We use the MSE because it has nice mathematical properties; one can use
other loss functions. This MSE is agnostic of the nature of the loss function used in DNN training.

Remark 2. Given A, the expected MSE, E [||M X — Mhp(X )H%], in Theorem for different

hp was compared against E {HM X -MX ||§] . Since, the expected MSE can be decomposed into

bias and variance, by showing the relation between the expected MSEs, the bias-variance trade-off
between different processes can be explained.

3.2 NONLINEAR LOSS FUNCTION FOR CLASSIFICATION TASK

In general, for classification problems such as image classification by CNN, movie review prediction
by RNN, and many more, we require the softmax function for prediction and the negative log func-
tion as the loss function to train the DNN model; see their definitions in Appendix [A.T] For a vector
z € R™, denote s : R™ — (0,1)™ as the softmax function, and L1, (y*, s(z)) as the negative log
loss function, where y* is the true label.

In what follows, we show that for both masking and scaling operators, under certain conditions on
the noise level, o, it is possible to find parameters p and «, respectively, such that, by using any
of these operations on DP-SplitNN, we incur a lower deviation in the loss value than using the DP
alone when compared to the loss of the original SplitNN.

Masking operation. Quantifying the losses, Lr.1,(y*, s(M R, (X)) and L1 (y*, s(M X)) are crit-
ical tasks as they involve randomness from the masking operator and the Gaussian noise. Addition-
ally, they are nonlinear functions, composed of softmax and logarithmic functions. Therefore, we
require several intermediate results to prove the main result in Theorem [2] We provide the proofs in
the Appendix, but stated them formally in the main body of the paper to present a sketch of proof
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of our main result, Theorem 2| The following Lemma B is the first intermediate result and instru-
mental in proving our main result as it approximates the expected logarithmic term in the log loss.
In Lemma 1} we approximate E[log(z)] by using Taylor’s Theorem.

Lemma 1. (Khuri) 2003, p. 117) Let x be a positive random variable. Then E[log(z)] =

log[E(x)] — 2\(/];{5;"))2 + higher order terms, where Var(r) = E(2?) — (E(x))2.

Remark 3. The underline assumption is that = should have small higher order moments, m, =
E[|x — E(z)|?], forp =2,3,---.

Note that, setting x = Z;ile(M Ry(X))i in Lemma 1] is the first step to quantify the ex-
pected loss value of DP-SplitNN with random masking, E [LLL(y*,s(M R, (X ))} Calculat-

ing E {L:LL (y*, s(MRp(X'))] requires some auxiliary results on the E {Z;’;l e(MRP(X))i} and
N2
E {(Z:’Ll e(MHp(X ))1) } . The following Lemma gives the details.

2 .2
mi o

Lemma 2. We have, (i) E [27;1 e(MRP(X))'i] =3 Ty [ pemamet =2 4 (1 — p)) and

e 2 n (mip+my )20‘2
(i) E [(EZ':I e(MRp(X))zz) } — Z” [ h—1 (pe(miwmjk)mﬁ" s +(1 —p))] .

Remark 4. Setting p = 1, in the loss function, we find the expected loss value,
E {E oy, s(MX ))] due to DP-SplitNN (without random masking). Additionally, for p = 1,

2 2
mio

in Lemma we recover E {Z:nzl e(MX)i] = > Tl (emieet =),

Recall, we want to show that, by using random mask over a DP-SplitNN, we incur a lower deviation
in the loss value than using the DP alone when compared to the loss of the original splitNN under
certain condition. That is,

E [|C0a(y", s(MX) = Los(y', sOIR,()I] S E[I£2s(y, sOIX)) = Lory' s(MD))]]

for all X. We formalize this in Theorem [2] Because the original splitNN, without DP, always
produces the least loss, L1, (y*, s(M X)), the expressions in absolute values above are non-positive,
and so we need only to verify that

E |Loo(y' s(MX)) = Loo(y* s(MX))| S E | Loo(y*,s(MX)) = Lor(y*,s(MBy(X)))] -

for all X.

Theorem 2. With the notations above, for classification problems, assume that n > (M X); for
it =1,2,...,m. Then, if o is large enough, there is some 6 € (0,1) such that

E[I£ee(y" s(MX)) = Lro(y”, s Ry(X))| < E L2y, s(MX)) = Loo(y*, s(M )],

forp € (6,1].

We remark that n > (M X); is a technical assumption and can be easily satisfied in practice, ba-
sically requires the input dimension from the splitNN to be wide enough. We will pause here and
provide a sketch of proof of Theorem 2| By the definitions of softmax and negative log loss, we
have

Lrn(y*,s(MBy(X))) = ~(MRy(X));- +log (Zé“ﬁ“”f) , ()

i=1
where i* is the location of true label in 3*. For fixed M and X, (@) is a function of p for p € (0, 1].
Denote F(p) := E [LLL(y*, s(MRp(X')))} , and consequently, (1) = E [LLL(y*, s(MX'))}

'See similar expression in|Teh et al.| (2006) with a restrictive assumption; assumption in Lernrnais more
general.
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see Remark@ By using Lemmaon (1), we can approximate F(p) by

$teomisn]) (S, )
2 (B[ (S, et )])

i=1
Our goal is to show that F(p) < F(1) when p € (d,1), for some § > 0. By using Lemma
in @) and differentiating with respect to p, we can show, F'(1) > 0. This would imply
that F(p) is an increasing function of p € (4, 1], for some 6 € (0,1). This in turn gives us
E {[,LL(y*, s(MRp(f()))] <E [ELL(y*, s(Mf())}, and concludes the proof of Theorem see

details in Appendix

Scaling operation. Similarly, by using scaling over a DP-SplitNN, under certain condition on the
noise, o, we obtain a lower deviation in the loss than using the DP alone when compared to the loss
of the original splitNN. We quote the result in Theorem [3} see Appendix for sketch of proof.

F(p) = —p(MX); + log (E (2)

Theorem 3. With the notations  above, for  classification  problems, if
o? > max; ;- Zk:lx(:nf;“k;;"”)xk,fori =1,2,...,m, then there exists a &' € (0,1) such that
k=1 ik

E[1£00(y, s(MX)) = Loa(y*,sMSa(X))]] < E [IL2(y", s(MX)) = Losly* s(MX))]],
fora € (1,4].

For concentration of the errors in Theorem|[I]and Theorem[2} see Appendix[A.3.3] and to understand
how our post-processing techniques always preserves privacy bound; see Appendix [B]

4 EXPERIMENTAL EVALUATION

In Section we validate our theoretical claims through numerical simulation on synthetic data,
and in Section 4.2 we report results on DNN classification tasks.

4.1 SIMULATION

Setup. The following numerical simulations verify the results of Theorem [I] and 2} Since
X €[-1,1], output of tanh function, and M is usually randomly initialized around O
in the actual training, in simulation, we sample the entries of X and M from a uni-

form distribution on [—1,1]. The MSE corresponds to E [||MX—MRP(X)||§], for linear

case and E [|/3LL(y*,s(MX)) —LLL(y*,s(MRp(f()))q, for nonlinear case, where R, can
be replaced by S, for scaling. Moreover, for both operators, masking and scaling, when
p=1 and X\ =1, respectively, the MSE is E [||MX —MXH%}, for the linear case, and

E {|L‘LL(y*, s(MX)) — Lrr(y*,s(MX)) \} , for the nonlinear case and considered as baseline. In

Figure 2] for each plot, we draw a line parallel to the X-axis from these baseline MSEs. The expec-
tations are calculated by taking the average on k simulation results, where £ = 1000.

Scaling simulation. In Figure [2] (a), each curve corresponds to a different noise scale, . By
decreasing the scaling factor, A for each o, the MSE first decreases from the baseline to a minimum
then increases, indicating an optimal A for each o. The NASC condition in Theorem(ii) also infers
that. For fixed M, X, this condition implies it is possible to find a smaller A when o is large. We
make similar observations for the nonlinear case; see Figure 2] (c).

Masking simulation. Figure [2 (b) shows that by decreasing the masking ratio, p, the MSE does
not necessarily become smaller unless o is large enough. This verifies the claim of Theorem [I] (i).
More importantly, there is an almost linear relationship between MSE and the masking ratio as
p — 1. This coincides with the expression of MSE with masking given in (7)); see Appendix. We
hypothesize that while both X, M are drawn from Uniform distribution, the coefficient of p? might
become negligible. Hence, the coefficient of the linear term, p, which can be positive or negative
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Figure 2: Simulation of how scaling factor (A = i) and masking ratio (p) influence the estimation error
(MSE) under different noise levels (o) for linear and nonlinear cases.

Table 1: SplitNN setup and training hyper-parameters

Model Dataset  Optimizer Batchsize Epoch Ir Split Config. (client model || server model) Split Layer Size

CNN MNIST SGD 64 4 0.1 2xConv2d - MaxPool - Dense || Dense - Loss 256
ResNet20  CIFAR-10 SGD-M 128 160 0.1  Conv2d - 3xResBlock - AvgPool || Dense - Loss 256

MLP IMDB Adam 64 2 0.01 Embedding - AvgPool - Dense || Dense - Loss 16

LSTM Names SGD 800 150 2 Embedding - RNN || Dense - Loss 128

depending on the noise scale o, dominates MSE. Interestingly, the MSE decreases by reducing
the noise level when o = 0.7, implying a potential optimal denoising point given the lowest MSE.
Results from Figure(d), with the nonlinear loss, reflects the result in Theorem 02 must be large
for the improvement to be possible—when o is too small (MSE curve for ¢ = 0.3), the masking
does not work; the larger the o, the more improvements one can expect by using masking. Moreover,
when o is large enough, there exists an p € (d, 1), for some 6 > 0 such that masking on top of DP
incurs a lower MSE than the baseline. This indicates that an optimal denoising point is possible by
using masking in DNN training for large noise.

Takeaway message. Figures|2|(a) and (c) indicate that regardless of the noise scale, o, it is always
possible to find a scaling factor such that using scaling over a DP-SplitNN incurs a lower MSE than
the baseline. However, this is not always the case for the masking operator—o must be significant for
rendering the improvement from masking. Nevertheless, in practice, we see that masking performs
better than scaling in some cases; see Section [d.2] Notably, these observations are agnostic of the
nature of the FC layer of the DNN, linear or nonlinear. For the simulation of the MSE during
backward pass, please refer to Figure[7) (e)(f) in Appendix [F

4.2 DNN EXPERIMENTS

Datasets and models. We adapt the benchmarks from the popular Pytorch DP library Opacus
E]Wlth split learning paradigm. It contains 2 vision tasks (image classification on MNIST (LeCun
et al., [1998) and CIFAR-10 (Krizhevsky et al., 2009)), a recommendation task (movie review pre-
diction on IMDB (Maas et al., 2011)) and a language modeling task (from Pytorch Tutorial Eb
The models also span across various architectures including convolutional neural network (CNN)
, residual network (ResNet), recurrent neural network (RNN) and multi-layer perception (MLP).
All training hyper-parameters are configured as default in order to maintain a fair comparison; see
details in Table[Tl

Setup and implementation. In our experiments, the target neural network is split at the last dense
layer; see Table [l The size of the split layer varies from 16 to 256. We use tanh activation
function to bound the client’s output in [—1, 1] so that each input data’s sensitivity is bounded. DP
is implemented by injecting Gaussian noise on the tanh layer, with noise scale, o, the standard
deviation of Gaussian distribution. We implement both denoising techniques as a post-processing
layer on top of the DP layer. The ratio p € (0 1) describes the percentage of the elements we keep
through masking. The scaling factor A = = € (0, 1) is used to scale down the tensor values. We
run experiments on a local server equipped ‘With one NVIDIA Tesla V100 GPU. The example code
is provided in the supplemental material.

Zhttps://github.com/pytorch/opacus
3https://pytorch.org/tutorials/intermediate/char_rnn_classification_tutorial.html
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Figure 3: Test accuracy of DP-SplitNN training with and without denoising (i.e. masking or scaling) in
different training tasks. (c: noise level, p: masking ratio, A: scaling factor, v: weight decay)

Denoising performance. We focus on demonstrating the effectiveness of both denoising techniques
in various SplitNN training tasks. In Figure[3] we compare baseline SplitNN, SplitNN with DP, DP-
SplitNN with the scaling or masking denoising technique. The DP noise level, o is calibrated to
a relatively high level such that the training accuracy of the plaintext DP-SplitNN suffers from the
noise injection. Both scaling and masking are optimized by parameter tuning on A, o, y; see Table
M in Appendix [F In most cases, e.g. Figure[3](a)(c)(d), once we inject a large noise (o = 0.7), the
overall training convergence is severely impacted so that the test accuracy is barely increased during
the training. Such vulnerability is mainly due to two reasons: First, the dimension of the split layer is
relatively small (less than 256), which is largely shrunk compared with other layers. Usually, high-
dimensional data can better tolerate noise perturbation because it carries more information. Second,
the learning rate is fixed as default in our experiment, but DP favors smaller learning rate in DNN
training. After applying the scaling or masking layer on DP and fine-tuning some hyper-parameters,
the training convergence vastly improves. In some cases, e.g. (a)(d), the improved accuracy due to
masking is comparable with the baseline. Note that, in (a)(d), we introduce weight decay () into
the optimization of the scaling technique due to its stability issue, which we will further explain.

Denoising vs. Hyper-parameter tuning. To better understand the difference between denoising and
traditional hyper-parameter tuning, we evaluate the MNIST image classification task by fine-tuning
learning rate (Ir), weight decay, masking ratio and scaling factor under high-level noise injection.
We will present our main findings here. The detailed results are available in Appendix, Figure|[d

Noisy DNN training such as DP-SGD prefers smaller learning rate. We change Ir from 0.1 to
0.001 and find that smaller Ir indeed improves the training stability under a large noise injection
(o = 0.7). Weight decay, as a popular regularization method in DNN training, can be used to avoid
over-fitting on noisy signals. We find that only heavy decay, e.g. v = 0.2, 0.4, can help stabilize the
noisy training till the end. However, both of them trade the convergence rate for stability and fail
to reach the baseline accuracy after the training. Scaling can only improve the convergence at the
beginning of the training and none of them manage to maintain the convergence till the end. This
implies an inherent training stability issue with noise injection, which cannot be alleviated by pure
denoising. Therefore, we combine scaling with weight decay and find that a small weight decay
is sufficient to stabilize the training; see Figure [3al On the contrary, the optimization of masking
does not need weight decay. It can almost achieve the baseline convergence rate once the ratio p
is optimized. Since there is a similarity between random masking and dropout, we hypothesize
that the masking technique provides a similar regularization effect as weight decay. Both denoising
techniques achieve significantly better training quality than pure hyper-parameter tuning.
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Figure 4: Private training data recovery by FSHA in split learning on 3 public datasets: (a) MNIST, (b)
Fashion-MNIST, and (c) CIFAR- 10 In all cases, X,i.: the original private data, X,..: obtained by FSHA
without any protection of DP, X;27': obtained by FSHA under the protection of DP (o = 0.7), X22+M asking,

obtained by FSHA under the protection of Random Masking enhanced DP (¢ = 0.7,p = 0.2).

4.3 ATTACK DEFENSE

Setup. We demonstrate how the random masking technique can improve data privacy in defense
against the recent feature-space hijacking attack (FSHA) (Pasquini et al., |2021) in split learning
(see details in Appendix [C). We evaluate the attack performance on three public datasets: MNIST,
Fashion-MNIST (Xiao et al.| 2017), and CIFAR-10. The client model configuration follows the
setting in Table [T, The noise scale, o and masking ratio, p are set to 0.7 and 0.2, respectively.
We compare the attack performance by visualizing the recovered private data between the original
FSHA (X,..), FSHA under the protection of the vanilla DP (X.2F), and FSHA under the protection

Tec

of Random Masking enhanced DP (X 2P +Masking) p a]] attack experiments, the training iteration

is set to 10K to reach an adequate reconstruction result.

Results. Figure [] shows that the original FSHA can reconstruct the private data with very high
accuracy for MNIST and Fashion-MNIST but only keep the original images’ looking for CIFAR-
10. This is consistent with the attack performance in [Pasquini et al.| (2021)—attack on low-entropy
images usually requires less effort and can produce a high-quality reconstruction. Next, we apply
DP to the intermediate results and conduct data reconstruction on the perturbed data by FSHA. We
can see that for MNIST, the digit on the reconstructed image is recognizable. For more complex
images (Fashion-MNIST) and color images (CIFAR-10), although DP can hide most of the details
in the images, we can still relate the constructed image with its original one by looking at the outline
or the background color. The efficacy of DP is proportional to the noise scale; however, larger noise
would cause a fatal error in the practical application. Lastly, when we combine DP with masking,
the reconstructed images are fully damaged, and thus, the data privacy is greatly enhanced in this
attack. See Figures in Appendix [ for results with different o, p, \.

5 CONCLUSION AND DISCUSSION

This paper proposes scaling and masking as denoising techniques for DP-SplitNN training without
degrading the privacy guarantee. We show theoretically and empirically that denoising helps achieve
more accurate intermediate outputs in DNN training under noise injection, which significantly im-
proves the stability and accuracy of DP-SplitNN training. In addition, we show that the masking
technique can provide additional security enhancement against powerful attacks, demonstrating the
possibility of co-optimization of denoising and attack defense.

We noticed a few limitations of our work: First, there exist different split learning setups that we did
not cover in this work, e.g., labels and data could reside on the same side. Second, we only focus
on the client-side privacy; however, the server may also use DP to protect their labels during the
backward propagation. Third, although we have empirically showed that our denoising techniques
are also effective for the backward pass, the theoretical investigation remains challenging. We defer
them in our future work.
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