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Abstract

Clickbait headlines attract user attention by001
exploiting curiosity gaps, often through sen-002
sational or misleading phrasing, while not003
necessarily conveying false information. Al-004
though clickbait contributes to the broader mis-005
information ecosystem, especially when am-006
plified on social media, it remains underex-007
plored in low-resource and multimodal settings.008
This paper introduces CLICK-ID MULTI,009
a new multimodal dataset for clickbait de-010
tection in Indonesian. It extends the orig-011
inal CLICK-ID dataset (William and Sari,012
2020) by pairing 5,809 annotated news arti-013
cles with associated images, enabling the de-014
velopment of multimodal models. Despite its015
smaller size compared to the original text-only016
dataset, CLICK-ID MULTI supports models017
that outperform the best text-only baseline (F1018
= 0.7365), achieving F1 scores up to 0.937019
through image-text fusion. These findings high-020
light the importance of multimodal learning021
and language-specific pretraining for robust022
clickbait detection in low-resource languages.023
The dataset and code are publicly available024
at: https://anonymous.4open.science/r/025
emnlp-2025-clickid-multi-8466.026

1 Introduction027

The rapid spread of fake news, amplified by so-028

cial media, has become a major societal challenge.029

While automated fake news detection has advanced,030

most research focuses on high-resource languages,031

especially English (Wang, 2017). In contrast, low-032

resource languages (LRLs) suffer from a lack of033

annotated datasets, limiting the development of ef-034

fective detection models (Cieri et al., 2016).035

While fake news detection has been widely stud-036

ied, the role of clickbait in spreading misinforma-037

tion is still not well understood. Although both phe-038

nomena exploit exaggerated or misleading head-039

lines to attract attention and drive traffic, often at040

the expense of journalistic integrity (Chakraborty041

et al., 2016; Fakhruroji et al., 2023), they differ fun- 042

damentally in purpose. Fake news is primarily con- 043

cerned with spreading false or fabricated content 044

(veracity), whereas clickbait is driven by the intent 045

to provoke curiosity and generate engagement by 046

creating information gaps, even when the content 047

itself is factually accurate (Scott, 2021). Such prac- 048

tices are further reinforced by media logics that 049

prioritize engagement metrics over editorial stan- 050

dards, especially in digital newsrooms (Fakhruroji 051

et al., 2023). This not only harms the credibility 052

of online news but also reduces public trust in the 053

media. Clickbait can spread false or distorted in- 054

formation, especially in political news, where it 055

may influence public opinion and even election out- 056

comes (Chen et al., 2015; Molyneux and Codding- 057

ton, 2020). The problem is made worse by social 058

media algorithms that promote engaging content, 059

further increasing the reach of misleading head- 060

lines (Chen et al., 2015). Because of its role in 061

misinformation, detecting clickbait is essential for 062

improving the filtering of misleading or manipula- 063

tive content before it spreads widely. 064

However, most clickbait detection methods fo- 065

cus solely on text, overlooking the visual aspect, 066

particularly images embedded in articles, which 067

may either reinforce or contradict the headline 068

in ways that serve as valuable clues for distin- 069

guishing between clickbait and non-clickbait con- 070

tent (Shrestha et al., 2024; Choi et al., 2022; Yu 071

et al., 2024). This highlights the need to explore 072

multimodal approaches that leverage both modal- 073

ities. Despite this potential, multimodal clickbait 074

detection remains understudied, especially in low- 075

resource languages. 076

Most existing fake news datasets are designed 077

for English, including LIAR (Wang, 2017) and Fak- 078

eNewsNet (Shu et al., 2020), while resources for 079

other languages remain scarce. Some efforts have 080

introduced datasets in Mandarin, such as CHEF 081

(Hu et al., 2022), and German, such as FANG- 082
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COVID (Mattern et al., 2021), but these remain083

limited. Multimodal datasets that combine text and084

images are even rarer for low-resource languages085

(LRLs) (Nakamura et al., 2020). In particular, In-086

donesian, a language spoken by over 200 million087

people, still lacks large-scale annotated datasets for088

both fake news and clickbait detection (Isa et al.,089

2022; Mahendra et al., 2021).090

To address this, we introduce refined and en-091

hanced version of the CLICK-ID dataset (William092

and Sari, 2020), it integrates both textual and visual093

modalities, enabling multimodal learning. CLICK-094

ID MULTI contains 5,809 annotated news articles,095

each paired with an extracted image, supporting096

multimodal classification approaches.097

This study contributes by (1) introducing a multi-098

modal dataset for clickbait detection in Indonesian,099

(2) benchmarking text-only, image-only, and mul-100

timodal classification models, and (3) analyzing101

multimodal fusion’s role in clickbait detection.102

In this context, the remaining parts of the text103

are organized as follows. Section 2 explains how104

the original CLICK-ID dataset was created and de-105

scribes the curation process for CLICK-ID MULTI.106

Section 3 reviews state-of-the-art multimodal ap-107

proaches. Section 4 outlines the benchmark eval-108

uation setup, while Section 5 presents the results109

and discussion. Finally, Section 6 provides the110

conclusion and future directions.111

2 CLICK-ID MULTI: a new multimodal112

dataset113

The original CLICK-ID dataset (William and Sari,114

2020) was constructed from 12 Indonesian news115

publishers using dedicated scrapers. From the col-116

lected articles, 15,000 headlines were annotated117

as clickbait or non-clickbait by undergraduate stu-118

dents. Each headline was labeled by three annota-119

tors, with the majority vote used to determine the120

final label. The dataset achieved a moderate inter-121

annotator agreement, with a Fleiss’ Kappa score122

of 0.42. The study by (William and Sari, 2020)123

reports accuracy as the primary evaluation metric124

but omits Precision, Recall, F1-score, and ROC-125

AUC, which are particularly important in imbal-126

anced classification settings where accuracy alone127

can be misleading (Puneetha et al., 2025).128

For this study, we retrieved the dataset from Kag-129

gle,1 which includes a raw folder (full articles) and130

1https://www.kaggle.com/datasets/
andikawilliam/clickid

an annotated folder (titles and labels). Missing 131

identifiers were reconstructed by matching titles 132

and assigning unique IDs based on their news pub- 133

lisher (e.g., fimela_0). 134

To extend the dataset multimodally, we ex- 135

tracted images from the news URLs using 136

BeautifulSoup.2 We hypothesize that visual con- 137

text may amplify or mitigate clickbait effects, mo- 138

tivating this enrichment. However, not all articles 139

contained usable images, and we observed substan- 140

tial variability across publishers in HTML struc- 141

ture and image availability. Due to this inconsis- 142

tency and changes in site architecture over time 143

(2020–2024), a consistent retrieval rate could not 144

be established. Images were considered usable if 145

they corresponded to the main article content (ex- 146

cluding ads, thumbnails, or logos), were directly 147

parsable, and had valid URLs. Articles without 148

such images were excluded from the multimodal 149

extension. 150

As shown in Table 1, the final dataset contains 151

5,809 image-text pairs. 152

Publisher Non-Clickbait Clickbait Images

Fimela 299 371 670
Kapanlagi 438 327 765
Kompas 1,104 328 1,432
Liputan6 606 850 1,456
Okezone 732 754 1,486

Total 3,179 2,630 5,809

Table 1: Publisher statistics and image counts.

Text, code, and exploratory statistics (e.g., av- 153

erage document length, sentence count) are avail- 154

able at https://anonymous.4open.science/r/ 155

emnlp-2025-clickid-multi-8466. Due to size 156

constraints, image data will be released upon ac- 157

ceptance. 158

3 Multimodal fake news detection 159

The primary objective of this work is to contribute 160

to the development of datasets that support research 161

in fake news and clickbait detection. To achieve 162

this, we investigate whether a multimodal detection 163

approach can be effectively designed using the pro- 164

posed Click-ID MULTI dataset. Given the strong 165

performance of transformer-based models, such as 166

BERT (Devlin, 2018; Szczepański et al., 2021) and 167

RoBERTa (Liu, 2019; Angizeh and Keyvanpour, 168

2024), in textual classification, as well as deep 169

2https://www.crummy.com/software/
BeautifulSoup/bs4/doc/
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learning architectures like EfficientNetB0 (Tan and170

Le, 2019) and ResNet50 (He et al., 2016) in im-171

age processing, this work integrates these mod-172

els to enhance multimodal detection. To further173

explore more recent methods, we also evaluate174

vision-language models such as CLIP and BLIP (Li175

et al., 2023), which offer powerful pretrained rep-176

resentations for image-text understanding. Addi-177

tionally, we assess the ability of large language178

models (LLMs), such as LLaMA-3 (Touvron et al.,179

2023), to classify clickbait in our text-only dataset180

using prompt-based inference. As headline-only181

input yielded poor performance, we condition the182

model on both the headline and the full article con-183

tent. The full prompt used for this evaluation is184

provided in Appendix B Specifically, the textual185

component is processed using transformer-based186

encoders, while the visual component is analyzed187

using convolutional neural networks (CNNs) or188

pretrained vision encoders. The modality fusion is189

performed at the feature level, where the text and190

image embeddings are concatenated and passed191

to a classification layer. This allows the model192

to learn joint cross-modal interactions. Our ex-193

periments compare unimodal baselines (text-only,194

image-only) against multimodal variants to assess195

the benefit of visual cues in improving classifica-196

tion performance in a low-resource setting like In-197

donesian.198

4 CLICK-ID MULTI: benchmark199

evaluation200

Let us now outline the experimental setup and201

describe the baseline as well as recent vision-202

language and language model architectures. We203

then present the empirical results and conduct a204

comparative analysis of different models.205

4.1 Experimental settings206

The experimental setup considers three modali-207

ties: (1) Text-only, using BiLSTM, CNN, BERT,208

and LLaMA-3 (Touvron et al., 2023). LLaMA-209

3 is evaluated in a zero-shot, prompt-based set-210

ting using both headline and article content, as211

headline-only input resulted in poor performance.212

For BERT-based models, we fine-tune three vari-213

ants: Indonesian-pretrained IndoBERT, multilin-214

gual BERT, and English BERT. These are de-215

noted respectively as BERT (id) , BERT (m) ,216

and BERT (en) in the results tables. (2) Image-217

only, using ResNet50, EfficientNetB0, CLIP, and218

BLIP (Li et al., 2023). ResNet50 is selected for 219

subsequent fusion experiments due to its compa- 220

rable performance to EfficientNetB0 and lower re- 221

source requirements. (3) Multimodal, with two 222

types of models: end-to-end pretrained encoders 223

(CLIP, BLIP) and supervised fusion baselines, in 224

which ResNet50 image embeddings are concate- 225

nated with text embeddings (from BiLSTM, CNN, 226

or BERT) and passed through a classifier. All mod- 227

els are trained using 5-fold cross-validation. BiL- 228

STM and CNN are trained for 5 epochs (learning 229

rate 1× 10−3), BERT-based models for 3 epochs 230

(2×10−5), and image-based or multimodal models 231

for 10 epochs (1 × 10−5). Although the original 232

CLICK-ID paper (William and Sari, 2020) did not 233

report training epochs, these settings are informed 234

by prior work (Agrawal, 2016) and confirmed via 235

preliminary convergence analysis. 236

4.2 Evaluation metrics 237

The performance of the classification was evalu- 238

ated using Accuracy, Precision, Recall, F1-score, 239

and ROC-AUC, as commonly reported in similar 240

approaches (e.g (Farhadpour et al., 2024)). In each 241

case, standard definitions of these metrics have 242

been used. The complete set of results has been 243

presented in Appendix: in Table 6, Table 7, and 244

Table 8, Table 9. 245

5 Results 246

Table 2 reports model performance across text-only, 247

image-only, multimodal, and zero-shot LLM-based 248

settings, using Accuracy and F1-score. Given class 249

imbalance in CLICK-ID MULTI, F1-score is the 250

more informative metric. 251

Text-only models performed well overall, with 252

BERT (id) achieving the highest F1-score (0.7365), 253

outperforming its multilingual (0.6983) and En- 254

glish (0.6647) counterparts. CNN and BiLSTM 255

models trailed behind, confirming the advantage of 256

transformer-based and language-specific pretrain- 257

ing for Indonesian. 258

Image-only models performed poorly. Despite 259

achieving moderate accuracy (64%), CLIP and 260

BLIP defaulted to majority-class predictions, re- 261

sulting in F1-scores of 0.000. Other vision mod- 262

els like ResNet50 and EfficientNet hovered near 263

chance. 264

Multimodal models significantly outperformed 265

unimodal ones. The best result was obtained by 266

BLIP + BERT (id) with an F1-score of 0.9372, 267
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followed by CLIP + BERT (id) at 0.9152. This268

highlights the strength of pairing modern vision-269

language encoders with language-specific trans-270

formers.271

LLM-based zero-shot inference with LLaMA272

3 (8B) yielded modest results (F1 = 0.5246), sug-273

gesting limited utility without task-specific adapta-274

tion.275

Overall, combining BLIP/CLIP with276

BERT (id) offers the strongest performance,277

while image-only inputs and general-purpose278

LLMs remain inadequate for this task.279

Model Modality Accuracy F1 Score

BLIP + BERT (id) Text+Images 0.9440 0.9372 ± 0.1134
CLIP + BERT (id) Text+Images 0.9390 0.9152
BiLSTM-ResNet Text+Images 0.6615 0.7303
Resnet + BERT (id) Text+Images 0.8017 0.7279
Resnet + BERT (m) Text+Images 0.7921 0.7022
Resnet + BERT (en) Text+Images 0.7653 0.6727
CNN-ResNet Text+Images 0.5500 0.5519

BERT (id) Text 0.8062 0.7279 ± 0.0070
BERT (m) Text 0.7901 0.6983
CNN Text 0.7582 0.6732
BERT (en) Text 0.7749 0.6647
BiLSTM Text 0.7543 0.6574
LLaMA 3 (8B) Text 0.5409 0.5246

ResNet50 Images 0.4999 0.2669
EfficientNet Images 0.4999 0.2669
CLIP Images 0.6402 0.0000
BLIP Images 0.6402 0.0000

Table 2: Performance metrics across different modal-
ities, sorted by F1 Score within each modality. For
text+image fusion, BLIP + BERT (id) performs best.

For text-only, BERT (id) achieves the highest F1-score.
Among image-only models, ResNet50 and EfficientNet
show the highest (though still low) F1-scores. CLIP
and BLIP yield zero F1-scores due to majority-class
predictions. Full classification metrics are provided in
Appendix D.

6 Concluding remarks280

This study introduces CLICK-ID MULTI, a novel281

dataset for multimodal clickbait detection in In-282

donesian, a low-resource language. By combining283

textual and visual modalities, it enables compre-284

hensive evaluation of unimodal and multimodal285

models in detecting misleading headlines.286

Our experiments show that text-only models con-287

sistently outperform image-only models, with the288

Indonesian-pretrained BERT ( BERT (id) ) achiev-289

ing the highest F1 score among all textual ap-290

proaches. In contrast, image-only models ex-291

hibit moderate accuracy but near-zero F1 scores,292

driven by prediction collapse toward the majority293

class—highlighting the impact of class imbalance294

when visual information is used in isolation.295

Multimodal fusion yields significant improve- 296

ments, particularly when BERT (id) is paired 297

with vision-language encoders such as CLIP and 298

BLIP. Fusion models like BLIP + BERT (id) and 299

CLIP + BERT (id) significantly outperform the 300

BERT (id) -only baseline (p < 0.05, paired t-test), 301

achieving average F1 scores of 0.937 and 0.915, 302

respectively. These results demonstrate that visual 303

features in Indonesian news images are informa- 304

tive and contribute meaningfully to performance 305

when effectively fused with strong textual represen- 306

tations. 307

While BiLSTM–ResNet fusion led to a notable 308

gain (+0.0729), fusing Resnet50 + BERT (id) re- 309

sulted in a slight performance decline (-0.0086), 310

suggesting that transformer-based models may re- 311

quire more sophisticated cross-modal alignment 312

strategies to fully benefit from visual signals. This 313

points to a need for architectures that explicitly 314

model interactions between modalities rather than 315

relying on naive fusion alone. 316

A zero-shot evaluation using LLaMA 3 (8B) 317

achieved an F1 score of 0.5246 without fine-tuning, 318

indicating that instruction-tuned LLMs can offer 319

meaningful baselines for low-resource multimodal 320

tasks. 321

In summary, the findings highlight that: (1) 322

text remains the most reliable modality, (2) image- 323

only models struggle due to class imbalance and 324

lack of discriminative power, and (3) fusion espe- 325

cially when using BERT (id) with modern visual 326

encoders can surpass text-only baselines. Further 327

gains may be possible through improved cross- 328

modal alignment techniques. 329

Future work should investigate strategies to mit- 330

igate the class imbalance affecting image-only mod- 331

els. 332

7 Limitations 333

The primary limitation of this study lies in dataset 334

size and completeness. Many news articles lack ac- 335

companying images, which constrains the potential 336

of multimodal learning. The dataset contains 5,809 337

annotated samples—substantially smaller than the 338

15,000 text-only articles in the original CLICK- 339

ID dataset (William and Sari, 2020), which limits 340

generalizability. 341

In addition, the quality and relevance of avail- 342

able images may not provide sufficiently discrim- 343

inative visual cues, weakening the effectiveness 344

of multimodal fusion. This is reflected in the per- 345
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formance of image-only models (e.g., CLIP and346

BLIP), which achieved moderate accuracy but con-347

sistently failed to produce non-zero F1 scores due348

to class imbalance and prediction collapse. Tra-349

ditional vision models such as ResNet50 and Effi-350

cientNet primarily extract low-level features, which351

may not capture the semantic context necessary for352

informative fusion with textual inputs.353

Another limitation concerns the cross-modal354

alignment between textual and visual represen-355

tations. For instance, the fusion of BERT (id)356

with ResNet50 resulted in a slight performance357

drop (-0.0086), suggesting that simple fusion meth-358

ods such as feature concatenation may fail to pro-359

duce aligned representations. In contrast, stronger360

performance was observed when BERT (id) was361

paired with pretrained image-language models362

such as CLIP or BLIP, which offer better cross-363

modal alignment due to joint pretraining on vision-364

language tasks.365

Finally, as Indonesian is a low-resource lan-366

guage, existing multimodal pretrained models may367

not be optimized for Indonesian text-image inter-368

actions. Future work should consider expanding369

the multimodal dataset, applying domain-adaptive370

pretraining, and developing stronger fusion strate-371

gies. In particular, alignment mechanisms based on372

cross-modal attention or shared embedding spaces373

may help reduce modality mismatch and enhance374

integration quality.375

8 Ethical considerations376

This study focuses on multimodal clickbait detec-377

tion using a dataset collected from Indonesian news378

sources. We acknowledge the importance of eth-379

ical considerations in dataset creation, ensuring380

that all data used complies with fair use policies381

and is intended solely for research purposes. The382

dataset does not contain personally identifiable in-383

formation, and no modifications were made to the384

original news content that could misrepresent the385

intent of the sources.386
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in low-resource languages.392
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B LLaMA 3 prompt551

<|im_start|>system<|im_sep|>552
You are an assistant that always answers553
either ’clickbait’ or ’non-clickbait’554
when evaluating Indonesian news articles.555
Do not explain. Do not output anything556
else.557
<|im_end|>558
<|im_start|>user<|im_sep|>559
Judul: [TITLE]560
Isi: [CONTENT]561
Apakah ini clickbait atau non-clickbait?562
<|im_end|>563
<|im_start|>assistant<|im_sep|>564

C Experimental settings565

Model Epochs LR K-Folds

BiLSTM 5 1e-3 5
CNN 5 1e-3 5
BERT (en) 3 2e-5 5
BERT (m) 3 2e-5 5
BERT (id) 3 2e-5 5
LLaMA 3 (8B) – – –

Table 3: Settings for text-only and LLM-based models.
LLaMA 3 uses zero-shot prompting via Ollama API.

Model Epochs LR K-Folds

ResNet50 10 1e-5 5
EfficientNet 10 1e-5 5
CLIP 5 2e-5 5
BLIP 5 2e-5 5

Table 4: Settings for image-only models. CLIP and
BLIP are used without fine-tuning.

Model Epochs LR K-Folds

BiLSTM + ResNet50 10 1e-5 5
CNN + ResNet50 10 1e-5 5
BERT (en) + ResNet50 3 2e-5 5
BERT (m) + ResNet50 3 2e-5 5
BERT (id) + ResNet50 3 2e-5 5
CLIP + BERT (id) 3 2e-5 5
BLIP + BERT (id) 3 2e-5 5

Table 5: Settings for multimodal models. Blue = English
BERT, Red = Multilingual BERT, Green = Indonesian
BERT.

D Results566

Model Modality Metric Value
ResNet50 Images Accuracy 0.4999

Precision 0.2003
Recall 0.4000

F1-score 0.2669
ROC AUC 0.4950

EfficientNet Images Accuracy 0.4999
Precision 0.2003

Recall 0.4000
F1-score 0.2669

ROC AUC 0.4950

Table 6: Performance metrics of ResNet50 and Effi-
cientNet.
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Model Modality Metric Value

BiLSTM Text Accuracy 0.7543
Recall 0.6477

Precision 0.6700
F1 Score 0.6574

ROC-AUC 0.8098

CNN Text Accuracy 0.7582
Recall 0.6844

Precision 0.6645
F1 Score 0.6732

ROC-AUC 0.8224

BERT (en) Text Accuracy 0.7749
Recall 0.6177

Precision 0.7361
F1 Score 0.6647

ROC-AUC 0.8344

BERT (m) Text Accuracy 0.7901
Recall 0.6736

Precision 0.7377
F1 Score 0.6983

ROC-AUC 0.8561

BERT (id) Text Accuracy 0.8062
Recall 0.7442

Precision 0.7319
F1 Score 0.7365

ROC-AUC 0.8767

Table 7: Performance metrics of various models for fake news detection using text-based modalities. The blue-
highlighted row represents an English-pretrained BERT model, the red denotes a multilingual-pretrained BERT
model, and the green corresponds to an Indonesian-pretrained BERT model.
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Table 8: Average performance metrics across all folds
using text+images modality.

Model Modality Metric Value

CNN-ResNet Text+Images Accuracy 0.5500
Precision 0.6463

Recall 0.7581
F1 Score 0.5519

ROC-AUC 0.6229

BiLSTM-ResNet Text+Images Accuracy 0.6615
Precision 0.6534

Recall 0.8761
F1 Score 0.7303

ROC-AUC 0.8003

BERT (en) Text+Images Accuracy 0.7653
Precision 0.7010

Recall 0.6673
F1 Score 0.6727

ROC-AUC 0.8366

BERT (m) Text+Images Accuracy 0.7921
Precision 0.7375

Recall 0.6757
F1 Score 0.7022

ROC-AUC 0.8545

BERT (id) Text+Images Accuracy 0.8017
Precision 0.7321

Recall 0.7287
F1 Score 0.7279

ROC-AUC 0.8771
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Model Modality Accuracy Precision Recall F1 Score ROC AUC

CLIP Image Only 0.6402 0.0000 0.0000 0.0000 0.5000
BLIP Image Only 0.6402 0.0000 0.0000 0.0000 0.4970

CLIP + BERT (id) Multimodal 0.8011 0.7212 0.7289 0.7251 0.8663

CLIP + BERT (id) Multimodal 0.9377 0.9767 0.8559 0.9123 0.9813

CLIP + BERT (id) Multimodal 0.9840 0.9861 0.9697 0.9778 0.9970

CLIP + BERT (id) Multimodal 0.9807 0.9936 0.9524 0.9725 0.9945

CLIP + BERT (id) Multimodal 0.9917 0.9834 0.9939 0.9886 0.9992

BLIP + BERT (id) Multimodal 0.8127 0.7861 0.6585 0.7350 0.8487

BLIP + BERT (id) Multimodal 0.9570 0.9200 0.9709 0.9714 0.9866

BLIP + BERT (id) Multimodal 0.9614 0.9917 0.9015 0.9879 0.9887

BLIP + BERT (id) Multimodal 0.9939 0.9954 0.9877 0.9946 0.9991

BLIP + BERT (id) Multimodal 0.9950 0.9954 0.9908 0.9969 0.9978

LLaMA 3 (8B) Text Only (LLM) 0.5409 0.6828 0.4259 0.5246 –

Table 9: Performance results of CLIP, BLIP, CLIP + BERT (id) , BLIP + BERT (id) , and LLaMA 3 (8B). While

CLIP and BLIP alone fail to capture class distinction (F1 = 0), fusion with BERT (id) results in state-of-the-art
performance. LLaMA 3 shows moderate performance as a zero-shot text-only model.
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