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ABSTRACT

This paper studies the role of activation functions in learning modular addition
with two-layer neural networks. We first show that sine activations achieve bet-
ter expressiveness than ReLU activations, in the sense that the width of ReLU
networks must scale linearly with the number of summands m to interpolate,
whereas sine networks need only two neurons. We then provide a novel Natarajan-
dimension generalization bound for sine networks, which in turn leads to a nearly
optimal sample complexity of Õ(p) for ERM over constant width sine networks,
where p is the modulus. We also provide a margin-based generalization for sine
networks in the overparametrized regime. We empirically validate the better gen-
eralization of sine networks over ReLU networks and our margin theory.

1 INTRODUCTION

Most modern neural networks use nonperiodic activations such as ReLU or GELU, a choice that
is highly effective on vision and language benchmarks. When the target has inherently periodic
structure, however, this choice can be statistically and computationally mismatched: approximating
periodic functions with nonperiodic networks may require substantially larger width or depth than
architectures that encode periodic features or activations (Rahaman et al., 2019; Rahimi & Recht,
2007; Tancik et al., 2020).

We study this mismatch through a standard testbed in deep learning: modular addition. Given m
input tokens in {0, . . . , p − 1}, the label is their sum modulo p. This task generalizes k-parity
and is widely used to probe how networks represent and discover algorithms, as well as to study
grokking—delayed generalization after a long memorization phase (Power et al., 2022). Mechanistic
analyses report Fourier-like internal circuits for models that solve modular addition, where tokens
are embedded as phases and addition is implemented as rotation on the unit circle. Distinct learning
procedures (“clock” vs. “pizza”) emerge under different hyperparameters and architectures (Nanda
et al., 2023; Zhong et al., 2023). These observations suggest a simple design principle: when the
task is periodic, an explicit periodic inductive bias should help.

Periodic representations already play a central role across machine learning. Sinusoidal positional
encodings is historically canonical in Transformers (Vaswani et al., 2017); ROPE encodes positions
as complex rotations, mapping offsets to phase differences and imposing a periodic bias preserving
attention geometry (Su et al., 2021). Fourier and random features mitigate spectral bias and improve
high-frequency fidelity (Rahimi & Recht, 2007; Tancik et al., 2020; Rahaman et al., 2019); and si-
nusoidal activations (SIREN) enable compact implicit neural representations for images, audio, and
PDEs (Sitzmann et al., 2020). In 3D view synthesis (NeRF), Fourier positional encodings are key
to recovering fine detail from coordinates (Mildenhall et al., 2020), and spectral parameterizations
power operator-learning methods for PDEs (Li et al., 2021). These examples point to a general
hypothesis:

On periodic tasks, periodic bias increases expressivity and makes learning provably easier.

We formalize and test this hypothesis in a minimal yet nontrivial setting: two-layer multi-
layer perceptrons (MLPs) trained on modular addition with one-hot encoding and a shared,
position-independent input embedding (so the network observes bag-of-tokens counts). We compare
standard ReLU activations with periodic sine activations, and analyze 0–1 multiclass classification
in both the underparameterized and overparameterized regimes.
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We summarize our contributions below:

1. Expressivity: compact periodic circuits and a sharp ReLU contrast. We construct an
explicit two-neuron sine MLP that computes modular addition exactly under the shared
embedding (Theorem 4.1), and we give a high-margin variant with width d = 2p. In
contrast, any ReLU MLP that realizes modular addition exactly must have width Ω(m/p),
i.e., growing at least linearly with the number of summands m (Theorem 4.2).

2. Unified underparameterized generalization for broad activations. Via a multiclass
Natarajan-dimension analysis based on pairwise reduction, we prove uniform convergence
bounds for two-layer MLPs with a wide family of activations—piecewise-polynomial
(incl. ReLU), trigonometric-polynomial (incl. sine), and rational–exponential (incl. sig-
moid/SiLU/QuickGELU). The resulting sample complexity is Θ̃(dp) with width d and vo-
cabulary size p (Theorem 5.9; Table 1).

3. Width-independent margin guarantees for overparameterized networks. Under
spectral- and Frobenius-norm constraints for ReLU and a ∥V ∥1,∞ constraint for sine, we
establish multiclass, width-independent margin generalization bounds. Our sine construc-
tion attains large normalized margins, leading to population error Õ(p/

√
n) when the nor-

malized margin is Ω(1) (Theorem 6.2). In contrast, the best known ReLU interpolants
achieve normalized margins that decay exponentially withm, yielding substantially weaker
bounds under comparable norms (Theorem 6.3).

4. Near-optimal ERM sample complexity for constant-width sine networks. We prove
that any interpolating algorithm over constant-width sine MLPs has sample complexity
Õ(p) (Theorem 5.11).

5. Experiments mirroring the theory. With matched architectures, datasets, and training
budgets, sine networks consistently generalize better than ReLU MLPs on modular addi-
tion in both regimes; in the overparameterized regime, improved normalized margins track
improved test accuracy (Figures 1–3).

2 RELATED WORK

Modular arithmetic as a probe of algorithmic learning and grokking. Delayed generalization
(“grokking”) was popularized on modular arithmetic (Power et al., 2022). Mechanistic analyses
have reverse-engineered Fourier-feature circuits for this task: token embeddings form phases on
the unit circle and addition is implemented as rotation (Nanda et al., 2023), with distinct learned
procedures (“clock” vs. “pizza”) depending on models and hyperparameters (Zhong et al., 2023).
For two-operand modular addition (m=2), recent theory supports a transition from an early kernel
regime to later feature learning (Mohamadi et al., 2024), consistent with broader effective-theory
accounts of grokking dynamics (Liu et al., 2022a). Margin-based analyses further show that Fourier
features naturally emerge on modular addition (Morwani et al., 2024; Li et al., 2025). Together
these results indicate that neural networks trained on modular arithmetic often adopt periodic in-
ternal representations, motivating architectures with explicit periodic bias. Grokking dynamics also
interact with optimizer choice and regularization (e.g., “slingshot” instabilities for adaptive methods
and optimizer-dependent time-to-grok) (Thilak et al., 2022; Tveit et al., 2025). Beyond algorithmic
data, grokking-like phenomena have been observed more broadly (Liu et al., 2022b).

Periodic representations and encodings. Periodic structure is a long-standing ingredient in modern
architectures. Transformers rely on sinusoidal or rotary positional encodings (Vaswani et al., 2017;
Su et al., 2021). Random Fourier features and sinusoidal encodings mitigate spectral bias by turning
the effective NTK of coordinate networks into a stationary kernel with a tunable spectrum (Rahimi &
Recht, 2007; Tancik et al., 2020; Rahaman et al., 2019). Periodic activations (SIREN) enable implicit
neural representations that preserve derivatives for images, audio, and PDEs (Sitzmann et al., 2020),
while spectral parameterizations underpin neural operators for PDEs (Li et al., 2021). We bring
these periodic ideas to a clean algorithmic setting: under shared embeddings, sine activations align
with the periodicity of modular addition, yielding compact exact constructions and improved sample
complexity.

Mechanistic and optimization-centric accounts. Mechanistic reverse-engineering reveals mul-
tiple circuit families that implement modular addition (Nanda et al., 2023; Zhong et al., 2023).
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Optimization analyses connect representation choice to margin maximization and feature selec-
tion (Morwani et al., 2024; Li et al., 2025), and link late generalization to optimizer dynamics
and regularization (Thilak et al., 2022; Abbe et al., 2023; Tveit et al., 2025). Our results formalize
the benefit of aligning periodic architectural bias with task structure in a minimal two-layer MLP,
providing both constructive and statistical advantages.

Capacity and generalization of networks. Across network classes with L layers, W parameters,
and U units, upper and lower bounds on capacity arise from separate techniques: lower bounds
are obtained via “bit-extraction,” while upper bounds follow from growth-function arguments that
count sign patterns (Bartlett et al., 2017b). For piecewise-linear activations, one has nearly matching
bounds Ω (WL log(W/L)) ≤ VCdim(F) ≤ O (WL logW ) (Bartlett et al., 2017b). For piecewise-
polynomial activations, classical results give VCdim(F) = O(WL2 + WL logW ) (Anthony &
Bartlett, 2009), while refined arguments yield VCdim(F) = O(WU) together with the lower bound
VCdim(F) = Ω(WL log(W/L)) (Bartlett et al., 2017b). For Pfaffian activations (including sig-
moid and tanh), one obtains capacity bounds that are polynomial in W (Karpinski & Macintyre,
1997; Anthony & Bartlett, 2009). The growth-function approach has a long history: bounding the
number of sign patterns generated by real polynomials yields VC-style capacity bounds for semi-
algebraic hypothesis classes (Warren, 1968; Goldberg & Jerrum, 1995; Anthony & Bartlett, 2009).
In the multiclass setting, uniform convergence is governed by the Natarajan-dimension (Natarajan,
1989; Haussler & Long, 1995; Shalev-Shwartz & Ben-David, 2014). We adapt these tools to dis-
crete shared-embedding two-layer MLPs, obtaining width-independent generalization guarantees
that cover ReLU and sinusoidal units.

Learning parity and modular structure with gradient methods. Parity functions are orthogonal
characters and underlie hardness results for Statistical Query algorithms (Kearns, 1998; Blum et al.,
1994; Reyzin, 2020; O’Donnell, 2014). Noise-tolerant learning of parity (LPN) appears computa-
tionally hard in general; sub-exponential algorithms are known but no polynomial-time algorithm
is known (Blum et al., 2003). Recent works connect optimization dynamics to the difficulty of
high-order interactions and to the hardness of learning fixed parities with neural networks (Abbe
et al., 2023; Vempala & Wilmes, 2019; Shoshani & Shamir, 2025).

Implicit bias of optimizers. The optimizer induces implicit regularization (Gunasekar et al., 2018).
For AdamW, recent analyses characterize convergence to KKT points of an ℓ∞-constrained problem,
leading to ℓ∞-type max-margin geometry (Xie & Li, 2024; Zhang et al., 2024). For Muon, emerging
analyses indicate spectral-norm constraints and an associated max-margin bias in spectral geometry,
aligning with reports that Muon accelerates grokking (Chen et al., 2025; Fan et al., 2025; Tveit
et al., 2025). Guided by this perspective, our overparameterized analysis yields width-free margin
guarantees under norms aligned with these optimizer-induced geometries.

Margin-based generalization guarantee. A substantial line of work relates generalization in
overparameterized networks to empirical margins and layerwise scale, rather than parameter
counts (Neyshabur et al., 2018b). Prior results include spectral and entrywise L2,1-normalized
bounds for networks with Lipschitz activations (Bartlett et al., 2017a); margin bounds normal-
ized by the Frobenius norm for homogeneous activations (Golowich et al., 2017); entrywise L1,∞-
normalized margin bounds for Lipschitz activations (Golowich et al., 2017); and a PAC–Bayesian
variant robust to weight perturbations (Neyshabur et al., 2018a). Path norms offer rescaling-invariant
capacity control and, in two-layer settings, are closely connected to Barron-space viewpoints;
Path-SGD encourages small path norms, often associated with larger margins and improved test
performance (Neyshabur et al., 2015b; E et al., 2022; Neyshabur et al., 2015a; Gonon et al., 2024).
Collectively, these insights motivate our width-independent multiclass margin bounds.

Gradient descent and empirical margins. In separable classification with cross-entropy, gradi-
ent methods continue decreasing loss primarily by scaling logits, thereby enlarging margins: in
linear models the iterates align with the hard-margin solution while norms diverge (Soudry et al.,
2018). For positively homogeneous networks, gradient flow maximizes a layer-normalized margin
and converges in direction to a KKT point of the corresponding constrained margin problem (Lyu &
Li, 2020; Ji & Telgarsky, 2020); mean-field analyses show analogous max-margin behavior in wide
two-layer logistic models (Chizat & Bach, 2020). Beyond exact homogeneity, once risk is small,
normalized margins still increase and the direction converges to KKT points; scale-normalizing
mechanisms such as BatchNorm reintroduce uniform/max-margin biases (Ji & Telgarsky, 2020;
Cao et al., 2023; Cai et al., 2025).
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3 MODEL SETUP

Notation. For p ∈ N≥2, let [p] := {0, . . . , p − 1} and ei denote the i-th standard basis vector in
Rp. For nonnegative f, g, we write f(n) = O(g(n)) (resp. f(n) = Ω(g(n))) if there exists an
absolute constant C > 0 such that for all n ≥ 0, f(n) ≤ Cg(n) (resp. f(n) ≥ Cg(n)). We write
f(n) = Θ(g(n)) if both O and Ω hold. We write f(n) = Õ(g(n)) to suppress absolute constants
(independent of the model architecture and data) and polylog factors. The symbols Ω̃(·) and Θ̃(·)
are defined analogously.

Task and data. Fix integers m, p, d ∈ N with p ≥ 2 and vocabulary V = {0, 1, . . . , p − 1}.
Each example is a length-m sequence s1:m ∈ [p]m with s1, . . . , sm

i.i.d.∼ Unif([p]). We use one-
hot encoding and a shared, position-independent input embedding so the network observes only the
bag-of-tokens vector

x =

m∑
i=1

esi ∈ {0, 1, . . . ,m}p, ∥x∥1 = m.

The effective instance space is

X =
{
x ∈ {0, 1, . . . ,m}p : ∥x∥1 = m

}
, |X | =

(
m+ p− 1

p− 1

)
.

Labels are modular sums y ≡
(∑m

i=1 si
)
(mod p) ∈ {0, . . . , p − 1}. Let D denote the induced

population distribution on X × [p]. Training data are

S =
{
(x(i), y(i))

}n
i=1

i.i.d.∼ Dn.

Model. We study width-d two-layer MLPs with shared input embedding, comparing standard ReLU
to periodic sine activations. Let parameters be θ = (W,V ) ∈ Θ := Rd×p × Rp×d. For activation
σ ∈ {ReLU, sin} applied elementwise,

sθ(x) = V σ(Wx) ∈ Rp, hθ(x) = argmax
ℓ∈[p]

sθℓ (x),

with any fixed deterministic tie-break (e.g., smallest index), so hθ is well-defined for all θ. The
hypothesis class is

HΘ = { sθ : θ = (W,V ) ∈ Θ }.

Training. We minimize the empirical cross-entropy over S = Dtrain using mini-batches, treating
sθ(x) as logits for the p-class problem with labels in [p]. Optimization uses AdamW and Muon;
implementation details and hyperparameters are provided in Appendix B.

4 EXPRESSIVITY OF SINE AND RELU MLPS

We begin by comparing expressivity under our shared, position-independent input embedding. A
two-neuron sine MLP computes modular addition exactly, whereas ReLU MLPs require width that
grows with the number of summands. Proofs are provided in Section F.1.1 and Section G.
Theorem 4.1 (Low-width construction for sine MLP). There exists a construction with hidden di-
mension d = 2 and sine activation that realizes

∑m
i=1 si mod p for all x = (s1, · · · , sm) ∈ X .

Theorem 4.2 (Necessary width for modular addition with ReLU). Let σ(t) = max{t, 0}. If
hθ(x) = argmaxℓ s

θ
ℓ (x) realizes modular addition exactly on X , then necessarily

d ≥ m

p
− 1.

However, the remarkable expressivity of sine-activated MLPs does not ensure generalization. In
fact, even a constant-size sine-activated MLP realizes a one-parameter hypothesis class on N with
infinite VC-dimension:
Example 4.3 (Lemma 7.2 (Anthony & Bartlett, 2009); see also Appendix C). The class F = {x 7→
sgn(sin(ax)) : a ∈ R+} of functions defined on N has VCdim(F ) = ∞.

Thus, expressivity alone does not imply generalization. Leveraging the structure of our discrete,
bounded-input, we establish uniform convergence bounds that scale linearly with parameter counts.
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5 GENERALIZATION IN THE UNDERPARAMETERIZED REGIME

We provide uniform-convergence guarantees for two-layer MLPs with a broad family of activations
under shared embeddings. Informally, our proof counts sign patterns induced by pairwise mar-
gins via growth-function bounds in the parameter space, echoing classical arguments of (Warren,
1968; Goldberg & Jerrum, 1995) with the multiclass reduction to the Natarajan-dimension (Shalev-
Shwartz & Ben-David, 2014; Anthony & Bartlett, 2009). Intuitively, it determines the richness of
the output class of the model. Proof details are in Appendix E.
Definition 5.1 (Shattering and VC-dimension). Let B ⊆ {−1,+1}Z be a binary hypothesis class
on a domain Z . A finite set T ⊂ Z is shattered by B if every labeling of T is realized by some
b ∈ B, i.e., B|T = {−1,+1}T . The VC-dimension of B, denoted VCdim(B), is

VCdim(B) = sup
{
|T | : T ⊂ Z is finite and shattered by B

}
,

with the convention that VCdim(B) = ∞ if sets of arbitrarily large finite size are shattered.
Definition 5.2 (Growth function). Let B ⊆ {−1,+1}Z be a binary hypothesis class on a domain
Z . For m ∈ N, the growth function of B is

ΠB(m) := max
{ ∣∣B|T

∣∣ : T ⊆ Z, |T | = m
}
.

Definition 5.3 (Shattering and Natarajan-dimension). Let H ⊆ [p]X be a multiclass hypothesis
class. A finite set S ⊂ X is Natarajan-shattered by H if there exist f1, f2 ∈ [p]S with f1(x) ̸= f2(x)
for all x ∈ S, such that for every selector b : S → {1, 2} there is hb ∈ H with hb(x) = fb(x)(x) for
all x ∈ S. The Natarajan-dimension of H, denoted Ndim(H), is

Ndim(H) = sup
{
|S| : S ⊂ X is finite and Natarajan-shattered by H

}
,

with the convention that Ndim(H) = ∞ if sets of arbitrarily large finite size are Natarajan-shattered.
Definition 5.4 (Network class and pairwise reduction). Let HΘ ⊆ [p]X be a p-class network class
realized by score vectors sθ(x) = (sθ1(x), . . . , s

θ
p(x)) ∈ Rp, θ ∈ Θ, x ∈ X , and a fixed, determinis-

tic tie-breaking rule for argmax:

hθ(x) = argmax
ℓ∈[p]

sθℓ (x).

Define the pairwise reduction on the domain

Zpair := X × {(i, j) ∈ [p]× [p] : i < j}

by the reduction class GΘ ⊆ {−1,+1}Zpair for HΘ of functions

gθ(x, i, j) = sgn
(
sθi (x)− sθj (x)

)
=

{
+1, if sθi (x) ≥ sθj (x),

−1, if sθi (x) < sθj (x)

The lemma below connects the Natarajan-dimension to the growth function of the reduction class,
which is a key tool in this section.

Lemma 5.5 (Natarajan shattering and the growth function). If S = {x(1), . . . , x(n)} ⊂ X is
Natarajan-shattered by a p-class network class HΘ, then

2n ≤ ΠGΘ

(
n p(p− 1)/2

)
,

where GΘ is the reduction class of HΘ.
Definition 5.6 (Piecewise-polynomial activation). A function σ : R → R is piecewise polynomial
with at most L ≥ 1 pieces and maximal piece degree r ≥ 1 if there exist breakpoints

−∞ = b0 < b1 < · · · < bL−1 < bL = +∞
and polynomials P1, . . . , PL with degPℓ ≤ r such that σ(t) = Pℓ(t) for all t ∈ (bℓ−1, bℓ], ℓ ∈ [L].
Definition 5.7 (Trigonometric-polynomial activation). Let K ∈ N0. A function σ : R → R is a
trigonometric polynomial of degree at most K if

σ(t) = a0 +

K∑
k=1

(
ak cos(kt) + bk sin(kt)

)
for some real coefficients a0, (ak)k≤K , (bk)k≤K .
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Table 1: Comparison of existing capacity bounds for two-layer MLPs with W trainable parameters
and width d. Notation Θ̃(·) hides polylog factors. Input types affect expressiveness because richer
inputs permit higher capacity. Bold entries are this paper’s contributions; precise references for
externally sourced VC-dimension bounds are collected in Appendix C.

Activation Input type VCdim1 Ndim

Piecewise linear real inputs Θ(W logW ) Θ̃(W )

Piecewise polynomial real inputs Θ(W log(W )) Θ̃(W )

Pfaffian, incl. standard sigmoid real inputs O(d2W 2) —
Standard sigmoid real inputs Ω(W logW ) Ω(WlogW )

Standard sigmoid discrete, bounded inputs Ω(W ), Õ(W ) Θ̃(W )

Sine discrete, unbounded inputs ∞ ∞
Trigonometric polynomial discrete, bounded inputs — Õ(W )

Rational exponential discrete, bounded inputs — Õ(W )

Definition 5.8 (Polynomial–rational–exponential activation). Fix k ∈ R \ {0}, c ≥ 0, τ > 0,
a, b ∈ R, and a polynomial P with degree r := degP ∈ N0. Define

σ(t) = P (t)
aekt + b

cekt + τ
.

Theorem 5.9 (Uniform convergence for broad activation families). Let σ be one of: piecewise-
polynomial (Def. 5.6), trigonometric-polynomial (Def. 5.7), or polynomial–rational–exponential
(Def. 5.8). Let Hσ be the corresponding two-layer class. Then for every δ ∈ (0, 1), with proba-
bility at least 1− δ over the random draw of Dtrain ∼ Dn,

sup
h∈Hσ

∣∣∣P(X,Y )∼D(h(X) ̸= Y )− P(X,Y )∼Dtrain(h(X) ̸= Y )
∣∣∣ ≤ Õ

(√
dp+ log(1/δ)

n

)
.

As direct corollaries of Theorem 5.9, we have:
Corollary 5.10. Two-layer MLPs with activation ReLU (σ(t) = max{0, t}), monomial (σ(t) =

tm), sine (σ(t) = sin t), Sigmoid (σ(t) = et

et+1 ), SiLU (σ(t) = t sigmoid(t)), QuickGELU (σ(t) =

t sigmoid(βt), β > 0) have sample complexity Õ(dp).
Corollary 5.11 (Sample complexity upper bound for ERM with constant-width sine networks). Fix
a constant width d ≥ 2. With probability at least 1 − δ over the random draw of Dtrain ∼ Dn, for
all interpolating solutions θ,

P(X,Y )∼D
[
hθ̂(X) ̸= Y

]
≤ Õ

(√
p+ log(1/δ)

n

)
,

where Õ(·) hides polylogarithmic factors in n, m, and δ−1.

Consequently, the sample complexity is Õ(p).

The bound in Theorem 5.11 is essentially near-optimal. Intuitively, if an algorithm fails to observe a
constant fraction of the total p classes, learning is information-theoretically impossible. We formal-
ize this via a PAC lower bound in Theorem D.6, where we apply a uniformly random permutation
to the labels so the learner does not know which output index corresponds to which residue class.

6 GENERALIZATION IN OVERPARAMETERIZED REGIME

From a uniform-convergence bound, two-layer sine MLPs admit better generalization guarantees
than ReLU networks. However, those bounds scale with the hidden width. A natural question is:

1VC-dimension lower bounds are existential: for given size and depth budgets, there exists a network that
shatters a set of the claimed cardinality. Upper bounds are universal: they hold for every network in the family.

6
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as the width becomes very large, what happens? We show margin-based bounds that are width-
independent.

Let vj (j ∈ [p]) be the j-th row of V , we use the norm ∥V ∥1,∞ := maxj ∥vj∥1 (maximum row
ℓ1-norm), ∥V ∥2 for the spectral norm, and ∥W∥F for the Frobenius norm.
Definition 6.1 (Empirical margin). For a labeled example (x, y) with y ∈ [p] and score vector
sθ(x) ∈ Rp, define the multiclass margin

γθ(x, y) := sθy(x) − max
k ̸=y

sθk(x).

For a finite sample S = {(x(i), y(i))}ni=1, define its margin as

γθ(S) := min
i∈[n]

γθ
(
x(i), y(i)

)
.

We say the classifier interpolates S if γθ(S) > 0.
Theorem 6.2 (Two-layer sin MLP, margin-based generalization). Consider the two-layer MLP
sθ(x) = V sin(Wx) ∈ Rp on X . Fix δ ∈ (0, 1) and assume d ≥ 2p. With probability at least
1−δ over the random draw of Dtrain ∼ Dn, for all interpolating solutions θ with normalized margin
γθ,sin := γθ(Dtrain)

∥V ∥1,∞
= Ω(1), it holds that

P(X,Y )∈D
[
hθ(X) ̸= Y

]
≤ Õ

(
p

√
1

n

)
,

where Õ(·) hides polylogarithmic factors in n, m, and δ−1.
Theorem 6.3 (Two-layer ReLU MLP, margin-based generalization). Assume p > m and n > m2,
n ≥ 17. Fix δ ∈ (0, 1). Suppose the width satisfies d ≥ 64 pm

m
2 +2 4.67m. With probability at

least 1 − δ over the random draw of Dtrain ∼ Dn, for all interpolating solutions θ with normalized
margin γθ,ReLU := γθ(Dtrain)

∥V ∥2∥W∥F
= Ω

(
1√
p · 1

m1.5m+2.5 6.34m

)
, it holds that

P(X,Y )∼D
[
hθ(X) ̸= Y

]
≤ Õ

(
pm1.5m+2.56.34m

√
m

n

)
,

where Õ(·) hides polylogarithmic factors in n and δ−1.

The proofs proceed by first applying an ℓ∞ vector-contraction bound (Foster & Rakhlin, 2019)
for the Rademacher complexity. For sine MLPs, we then bound the contracted complexity via the
standard Dudley entropy integral, after estimating covering numbers for sine networks. For ReLU
MLPs, we invoke a key technical lemma for positively homogeneous activations that enables a layer-
wise peeling argument within the Rademacher complexity, following (Golowich et al., 2017). See
Appendix H for details.

7 EXPERIMENTS

To empirically investigate and confirm our proposed theory, we conduct experiments with two-layer
sine and ReLU MLPs on modular addition under various settings. Full setup details and additional
figures are deferred to Appendix B.

Underparameterized regime. We evaluate our sample complexity predictions by training matched
architectures that differ only in their nonlinearity (sine vs. ReLU), using AdamW with zero weight
decay on identical datasets and with identical optimization hyperparameters (Figure 1). Across
widths and training sizes, sine networks consistently outperform ReLU in both training and test
accuracy, attaining a given accuracy at substantially smaller widths. For a fixed training set size,
reducing the width—provided it remains sufficient for optimization—improves test accuracy for
both activations, consistent with our uniform convergence guarantee in Section 5.

Overparameterized regime. To verify the margin-based bounds in Section 6, we train wide two-
layer MLPs with Muon and sweep over decoupled weight decay rates. For sine models we apply
weight decay only to the second layer; for ReLU we decay both layers. We report the 0.5%-quantile

7
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Figure 1: Accuracies for two-layer sine and ReLU MLPs in the underparameterized regime.

rather than the minimum margin because the latter is often dominated by rare outliers; a small
quantile yields a stable large-margin proxy and, by Corollary H.4, only adds an additive 0.5% term
to the population error. We log training and test accuracies, the 0.5%-quantile of the training margin
γ0.5%train := Quantile0.005

{
γθ(x

(i), y(i))
}n
i=1

, together with normalized margins that factor out layer
scales:

ReLU: γ̂ReLU =
γ0.5%train

∥V ∥2 ∥W∥F
, Sine: γ̂sin =

γ0.5%train

∥V ∥1,∞
.

Figures 2 and 3 show that, as weight decay increases through a moderate range, normalized margins
grow and test accuracy improves; with excessively large decay, training accuracy falls and gener-
alization degrades. These trends align with the prediction that, in the overparameterized regime,
generalization is governed by effective layer scales and margins.

8 CONCLUSION

We show a provable benefit of learning periodic tasks with sine activations over standard ReLU
activations. On modular addition with shared, position-independent embeddings, a width-2 sine
MLP exactly implements the task, whereas ReLU MLPs require width that grows at least lin-
early with m, separating the two families in representational efficiency. On the statistical side,
our Natarajan-dimension analysis yields uniform convergence bounds of Θ̃(dp) for broad activation
families (Theorem 5.9); specialized to sine with constant width and using realizability, any inter-
polating learner achieves nearly optimal Θ̃(p) sample complexity (Theorem 5.11). In the overpa-
rameterized regime, we prove width-independent, margin-based generalization guarantees for sine
networks under the natural ∥V ∥1,∞ scaling; larger-margin interpolants achieve sample complexity
Õ(p2) (Theorem 6.2). Empirically, we observe that sine networks train and generalize consistently
reliably than ReLU MLPs, and larger normalized margins track better generalization (Figures 1–
3). Together, these results support a clear design principle: when the target is periodic, encoding
periodic structure in the architecture, both increases expressivity and makes learning easier.
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Figure 2: Two-layer sine networks in the overparameterized regime. Clockwise from the top-left:
Layer norm, Normalized margin, Test accuracy, Standard deviation of Test accuracy.

Figure 3: Two-layer ReLU networks in the overparameterized regime (panels as in Fig. 2).
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A DISCLOSURE OF LARGE LANGUAGE MODEL USAGE

Tool and scope. We used Gemini 2.5 Pro and GPT-5 (high) as general-purpose assist tools for
(i) code assistance (e.g., suggesting small snippets, refactoring, debugging hints, writing doc-
strings/comments, and drafting unit-test scaffolds) and (ii) writing assistance (e.g., copy-editing,
grammar/fluency improvements, and localized rephrasing for clarity). Prompts sometimes included
short excerpts of our own draft text or code necessary to request the above assistance.

What the LLM did not do. The LLM did not originate the paper’s core research ideas, hypotheses,
methodological designs, experimental protocols, analyses, or conclusions; it did not write sections
containing novel scientific claims; and it did not determine which results to report or how to interpret
them.

Verification and oversight. All LLM-suggested text and code were independently reviewed and
edited by the authors. For code, the authors carefully checked and verified correctness (including
running and testing LLM-suggested snippets before inclusion). Any factual statements in edited
prose were cross-checked by the authors against our own results or appropriate sources. No LLM
outputs were accepted without human scrutiny.

Assessment of significance. While the LLM provided editing assistance and code-level suggestions,
its role does not rise to the level of a contributing author under the ICLR policy. The intellectual
contributions (problem formulation, algorithmic design, experiments, and interpretation) are those
of the human authors.

Reproducibility note. LLM assistance was limited to improving clarity and developer ergonomics;
it does not affect the reproducibility of our methods or results. All final code and experiments are
authored, verified, and maintained by the authors.

B EXPERIMENTAL SETUP AND ADDITIONAL RESULTS

In this section, we explain the configuration used in all experiments.
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B.1 EXPERIMENTAL SETUP

Data. For each run we generate a static training set of size n once and reshuffle it every epoch; the
test set contains 10,000 i.i.d. samples.

Initialization and reproducibility. We fix seeds {1337, 1338, 1339} and report averages over seeds
for metrics. All weights are initialized i.i.d. N (0, 0.012). This ensures consistent model initializa-
tions and that smaller training sets are strict subsets of larger ones within a given sweep.

Precision and implementation. All experiments are implemented in PyTorch with TF32 disabled
and float32 throughout. We log with Weights & Biases. Each run uses a single NVIDIA GPU
(RTX,A4000/A6000, RTX,5000/6000,Ada, L40S, A100, H100, or H200).

Optimizers and hyperparameters in underparameterized regime. We use AdamW with a con-
stant learning rate 10−3 and zero weight decay. All other AdamW hyperparameters are left at their
PyTorch defaults (betas (0.9, 0.999), ε = 10−8). We do not use learning-rate schedules, warmup, or
gradient clipping.

Optimizers and hyperparameters in overparameterized regime. We use Muon with constant
learning rate 10−3 and vary the decoupled weight decay. Momentum, Nesterov, and Newton–Schulz
steps are left at the library defaults (momentum 0.95, Nesterov enabled, 5 Newton–Schul steps). We
do not use learning-rate schedules, warmup, or gradient clipping.

Batches. We use mini-batchs and the batch size is 1024. We train for 300, 000 epochs. Where we
compare activations, we match (m, p, d, n) and optimizer settings.

Training. We use mini-batch training and the batch size is 1024. We train for up to 300,000 epochs
and report the final metrics after training.

Metrics. We report train/test accuracy, the generalization gap, and the 0.5th-percentile training
margin γ0.5%train . We log layer norms ∥W∥F , ∥V ∥2 for ReLU and ∥V ∥1,∞ for sine models, enabling
the normalized margins used in Section 7.

Normalization choices. Our denominators follow decoupled weight-decay scales: spec-
tral/Frobenius norms are natural for controlling effective layer size; note ∥A∥F ≤√

rank(A) ∥A∥2 ≤
√
min{m,n} ∥A∥2 for A ∈ Rm×n.

Additional results. We provide additional figures for our experiments.

Figure 4 and Figure 5 provide multiple plots for the underparameterized sweeps at (m, p) = (2, 307)
and (4, 53), respectively. In both cases, sine networks dominate ReLU at matched width and training
budget, and the advantage widens as width decreases until optimization begins to fail.

Figure 6–9 provide multiple plots for the overparameterized sweeps at (m, p) = (2, 307) and (4, 53),
respectively. In both cases, as weight decay increases through a moderate range, normalized margins
grow and test accuracy improves; with excessively large decay, training accuracy falls and gener-
alization degrades. These trends align with the prediction that, in the overparameterized regime,
generalization is governed by effective layer scales and margins.
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Figure 4: Underparameterized regime (m = 2, p = 307). Final train/test accuracies for two-layer
MLPs with sine vs. ReLU activations under matched budgets.

Figure 5: Underparameterized regime (m = 4, p = 53). Final train/test accuracies for two-layer
MLPs with sine vs. ReLU activations under matched budgets.
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Figure 6: Two-layer sine networks in the overparameterized regime.

Figure 7: Two-layer ReLU networks in the overparameterized regime.
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Figure 8: Two-layer sine networks in the overparameterized regime.

Figure 9: Two-layer ReLU networks in the overparameterized regime.
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C SOURCES FOR CAPACITY BOUNDS IN TABLE 1

Notation and scope. All entries are for two-layer MLPs (one hidden layer) with W trainable pa-
rameters and width d. Throughout, Θ̃(·) hides polylogarithmic factors.

Piecewise linear, real inputs (VCdim = Θ(W logW )). The nearly-tight bounds for piecewise-
linear networks are summarized by (Bartlett et al., 2017b, Eq. (2)); for fixed depth L = 2 this
specializes to Θ(W logW ).

Piecewise-polynomial, real inputs (VCdim = Θ(W logW )). (Anthony & Bartlett, 2009,
Thm. 8.8) prove an upper bound of O(WL logW +WL2) for networks with piecewise-polynomial
activations of bounded degree and a bounded number of pieces; in the depth-2 case this simplifies
to O(W logW ). A matching lower bound of Ω(W logW ) for two-layer linear-threshold networks
(a special case with degree 0) appears in (Anthony & Bartlett, 2009, Thm. 6.4). Using a refined bit-
extraction technique, (Bartlett et al., 2017b, Thm. 3) further gives an explicit construction achieving
Ω(WL log(W/L)) for ReLU networks, which in particular gives Ω(W logW ) for depth-2 net-
works.

Pfaffian activations (incl. standard sigmoid), real inputs (VCdim = O(d2W 2)). A general upper
bound O

(
W 2k2

)
for standard sigmoid networks is given in (Anthony & Bartlett, 2009, Thm. 8.13),

where k is the number of computation units; in a two-layer networks, k = d. The Pfaffian extension
follows from Khovanskii’s Fewnomials: the theorem underlying Lemma 8.15 (see also (Anthony
& Bartlett, 2009, §8.6)) bounds the number of connected components (Betti numbers) of semi-
Pfaffian sets defined by functions from a fixed Pfaffian chain. Plugging this component bound into
the standard growth-function argument used for the exponential case yields the same O(d2W 2)
VC-dimension bound for networks whose activations lie in a fixed Pfaffian chain (with order/degree
independent of the data).

Standard sigmoid, real inputs (VCdim = Ω(W logW )). The reduction from linear-threshold to
smooth sigmoids (Anthony & Bartlett, 2009, Thm. 6.5) implies that the two-layer linear-threshold
lower bound (Anthony & Bartlett, 2009, Thm. 6.4) carries over to standard sigmoid networks on the
same finite set of inputs. This yields Ω(W )lower bound, and Ω(W logW ) under the construction
of “bit extraction”(Bartlett et al., 2017b, Rmk. 4).

Standard sigmoid, discrete bounded inputs (VCdim = Θ̃(W )). For two-layer standard sigmoid
networks with discrete inputs and first-layer fan-in ≤ N , (Anthony & Bartlett, 2009, Thm. 8.11)
gives VCdim ≤ 2W log2(60ND) = Õ(W ). The paragraph following the theorem constructs a
two-layer linear-threshold network with VCdim = Ω(W ); (Anthony & Bartlett, 2009, Thm. 6.5)
transfers this lower bound to sigmoids. Hence the bound is Θ̃(W ).

Sine, discrete unbounded inputs (VCdim = ∞). (Anthony & Bartlett, 2009, Lemma 7.2) shows
that {x 7→ sgn(sin(ax))} has infinite VC-dimension. Thus, restricting to two labels, the corre-
sponding multiclass Natarajan-dimension is also infinite.

Our Natarajan-dimension results. The Õ(W ) upper bounds are established in Theorems E.12,
E.14, and E.13, for the piecewise, standard sigmoid, trigonometric, and rational–exponential cases.
Moreover, Lemma E.17 shows that the Natarajan-dimension is at least the VC-dimension of the
associated binary subclass,

VCdim(M) ≤ Ndim(H),

thereby supplying matching lower bounds for the Natarajan-dimension. Because these Natarajan-
dimension lower bounds are inherited from VC-dimension lower bounds, they are existential: they
assert the existence of networks in the family attaining the stated bounds.

D A PAC LOWER BOUND FOR MULTI-CLASS CLASSIFICATION

Define the residue

r(x) =

p−1∑
k=0

k xk (mod p) ∈ [p].
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A learner that already knows this rule needs essentially no data, as it can compute r(x) from x
exactly.

We consider the label-symmetric setting: the learner does not know which output index corresponds
to which residue class. Formally, the true rule is composed with an unknown permutation π ∈ Sp.
We assume

π ∼ Unif(Sp) independently of the data generation,
and define fπ(x) = π(r(x)). A (possibly randomized) learner A observes n i.i.d. pairs S =

{(Xi, Yi)}ni=1 with Xi distributed as above and Yi = fπ(Xi), and outputs a classifier f̂ = A(S) :
X → [p]. Performance is measured by the population 0–1 risk

L(f̂ ;π) = PX

(
f̂(X) ̸= fπ(X)

)
,

where the probability is over an independent test draw X , and f̂ (hence L(f̂ ;π)) is random due to
S, π, and any internal randomness of A.
Lemma D.1. If X is generated as above, then r(X) ∼ Unif([p]). Hence the residues
r(X1), . . . , r(Xn) in the sample are i.i.d. uniform on [p].

Proof. Write r(X) =
∑m

i=1 si (mod p). Since s1 ∼ Unif([p]) is independent of S′ =
∑m

i=2 si
(mod p), the sum s1 + S′ (mod p) is uniform on the cyclic group Zp.

Lemma D.2. Fix any realized training set S. Let R ⊆ [p] be the set of residues that appear among
r(X1), . . . , r(Xn), and let U = [p] \ R with K = |U |. Conditional on S, the restriction π|U is a
uniformly random bijection from U to [p] \ π(R).

Proof. The prior on π is uniform over Sp, independent of the data. Observing S reveals π(u) for all
u ∈ R (because r(Xi) is computable from Xi). Conditioning on these values, all completions of π
on U are equally likely, and there are K! of them.

Lemma D.3 (Risk lower bound via unseen residues). Let K be the number of unseen residues
determined by S. For any learner, over the random draw of the training samples,

L(f̂ ;π) ≥ (K − 1)+
p

almost surely in S,

where (t)+ = max{t, 0}.

Proof. Condition on a realized S and its unseen set U (size K). By Lemma D.1, P(r(X) = u) =
1/p for each u ∈ [p]. For any unseen u ∈ U , Lemma D.2 implies π(u) is uniform over a set of K
labels, independent of X given r(X) = u. Thus, for any prediction rule measurable with respect to
S and X , the success probability at residue u is at most 1/K, so the misclassification probability is
at least (K − 1)/K. Summing over u ∈ U ,

L(f̂ ;π) ≥
∑
u∈U

P(r(X) = u) · K − 1

K
=
K

p
· K − 1

K
=
K − 1

p
,

Lemma D.4. Let K be the number of residues in [p] not hit by r(X1), . . . , r(Xn). Then

E[K] = p
(
1− 1

p

)n
,

Var(K) ≤ E[K],

P(K ≤ E[K]− t) ≤ exp

(
−2t2

n

)
for all t ≥ 0.

Proof. Let Iu = 1{residue u is unseen} for u ∈ [p]. By Lemma D.1, the n residues are i.i.d. uniform, so

P(Iu = 1) =
(
1− 1

p

)n
=: q, P(Iu = Iv = 1) =

(
1− 2

p

)n
=: q2 (u ̸= v).
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Thus E[K] =
∑

u E[Iu] = pq. Moreover,

Var(K) =
∑
u

Var(Iu) +
∑
u ̸=v

Cov(Iu, Iv) = pq(1− q) + p(p− 1)(q2 − q2).

Since (1 − 2
p ) ≤ (1 − 1

p )
2, we have q2 ≤ q2, hence Var(K) ≤ pq(1 − q) ≤ pq = E[K]. For

concentration, expose the independent residuesZi = r(Xi) ∈ [p]. The mapping (Z1, . . . , Zn) 7→ K
is 1-Lipschitz (changing one residue can alter the number of unseen residues by at most 1), so
McDiarmid’s inequality yields the stated tail bound.

Lemma D.5 (A logarithmic inequality). For x ∈ (0, 1), log(1 − x) ≥ − x
1−x . Hence, for integers

p ≥ 2 and all n ≥ 0, (
1− 1

p

)n
≥ exp

(
− n

p− 1

)
.

Proof. Define h(x) = log(1− x) + x
1−x . Then h′(x) = x

(1−x)2 ≥ 0 and h(0) = 0, so h(x) ≥ 0 on
(0, 1).

Theorem D.6 (PAC lower bound). Fix ε ∈ (0, 12 ) and δ ∈ (0, 12 ). There exists an integer p0 =
p0(ε, δ) such that for all p ≥ p0, every learner A that (with probability at least 1− δ over the draw
of S and the internal randomness) achieves population risk at most ε must use

n ≥ (p− 1)
(
log

1

ε
− 1
)
= Ω(p).

Equivalently, for every n ≤ (p− 1)
(
log 1

ε − 1
)

and every learner,

P
(
L(f̂ ;π) ≤ ε

)
≤ exp

(
− (e− 1)2

2 log(1/ε)
ε2 p

)
, (1)

so P(L(f̂ ;π) ≤ ε) ≤ δ for all sufficiently large p.

Proof. By Lemma D.3, the event {L(f̂ ;π) ≤ ε} implies {K ≤ εp+ 1}. Hence

P
(
L(f̂ ;π) ≤ ε

)
≤ P

(
K ≤ εp+ 1

)
.

Let µ = E[K] = p(1− 1
p )

n. By Lemma D.5,

µ ≥ p exp
(
− n

p− 1

)
.

Assume n ≤ (p− 1)
(
log 1

ε − 1
)
. Then

µ ≥ p exp
(
− log

1

ε
+ 1
)

= p ε e.

Set t = µ−(εp+1) ≥ pε(e−1)−1. For all p large enough (depending only on ε), t ≥ 1
2 pε(e−1).

By Lemma D.4 (McDiarmid),

P
(
K ≤ εp+ 1

)
= P

(
K ≤ µ− t

)
≤ exp

(
−2t2

n

)
≤ exp

(
− (e− 1)2

2 log(1/ε)
ε2 p

)
,

where in the last inequality we used t ≥ 1
2pε(e − 1) and n ≤ (p − 1) log 1

ε ≤ p log 1
ε . This

proves equation 1. Therefore, the following statement holds since exp
(
− (e−1)2

2 log(1/ε) ε
2 p
)

decays
exponentially in p.
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E PROOFS IN NATARAJAN-DIMENSION

E.1 UPPER BOUND OF NATARAJAN-DIMENSION

Let X be an instance space, let p ∈ N with p ≥ 2, and let [p] = {1, . . . , p} be the label set. Fix a
domain U and a function class F . For a finite T ⊆ U , write F|T := { f|T : f ∈ F } for its restriction
and |F|T | for the number of distinct labelings on T realized by F .

Definition E.1 (Number of realized multiclass labelings). For S = {x(1), . . . , x(n)} ⊂ X and
hypothesis class H ⊆ [p]X , define

ΛH(S) :=
∣∣H|S

∣∣ =
∣∣∣{ (h(x(1)), . . . , h(x(n))) ∈ [p]n : h ∈ H

}∣∣∣ .
Lemma E.2 (Natarajan shattering and labelings). If a finite set S = {x(1), . . . , x(n)} ⊂ X is
Natarajan-shattered by a hypothesis H ⊂ [p]X , then ΛH(S) ≥ 2n.

Proof of Lemma E.2. By Definition 5.3, there exist f1, f2 ∈ [p]S with f1(x) ̸= f2(x) for all x ∈ S
such that for every selector b : S → {1, 2} there is hb ∈ H with hb(x) = fb(x)(x) for all x ∈ S.
Define Φ : {1, 2}S → H|S by Φ(b) = hb|S .

If b ̸= b′, pick x0 ∈ S with b(x0) ̸= b′(x0). Then

Φ(b)(x0) = hb(x0) = fb(x0)(x0) ̸= fb′(x0)(x0) = hb′(x0) = Φ(b′)(x0),

so Φ(b) ̸= Φ(b′). Thus Φ is injective and

ΛH(S) = |H|S | ≥ |Φ({1, 2}S)| = |{1, 2}S | = 2|S| = 2n.

Lemma E.3 (Labelings and pairwise reduction). Fix S = {x(1), . . . , x(n)} ⊂ X and a hypothesis
class HΘ ⊆ [p]X . Then

ΛHΘ
(S) ≤ ΠGΘ

(
n p(p− 1)/2

)
.

Proof of Lemma E.3. Set

T := S × {(i, j) ∈ [p]× [p] : i < j} ⊂ Zpair.

For each h ∈ (HΘ)|S define the fiber

W (h) := {θ ∈ Θ : hθ |S = h}, and A(h) := { gθ |T : θ ∈W (h) } ⊆ (GΘ)|T .

Now we will show that if h ̸= h′, then A(h) ∩A(h′) = ∅.

Pick x ∈ S with h(x) = i and h′(x) = j ̸= i. Without loss of generality, assume i < j. For
any θ ∈ W (h), the tie-breaking rule implies sθi (x) ≥ sθj (x), hence gθ(x, i, j) = +1. For any
θ′ ∈ W (h′), we have sθ

′

j (x) > sθ
′

i (x), hence gθ′(x, i, j) = −1. Thus every element of A(h) has
+1 and every element of A(h′) has −1 at the coordinate (x, i, j) ∈ T , so A(h) ∩A(h′) = ∅.

Since |(HΘ)|S | ≤ pn < ∞ and each A(h) ̸= ∅, fix an arbitrary choice function Ψ selecting one
element of A(h) for each h ∈ (HΘ)|S . Then the map

Ψ : (HΘ)|S −→ (GΘ)|T , h 7−→ Ψ(h)

is well-defined and injective. Therefore,

ΛHΘ(S) = |(HΘ)|S | ≤ |(GΘ)|T | ≤ ΠGΘ(|T |) = ΠGΘ

(
n
(
p
2

))
= ΠGΘ

(
n p(p− 1)/2

)
.

Together with Lemmas E.2 and E.3, we have Lemma 5.5.
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Definition E.4 (k-combination of sgn(F)). Let Z be any domain and let F ⊆ RRD×Z be a class of
real-valued functions of the form (a, z) 7→ f(a, z), with a ∈ RD and z ∈ Z . A binary class H ⊆
{−1,+1}Z is a k-combination of sgn(F) if there exist a Boolean map g : {−1,+1}k → {−1,+1}
and functions f1, . . . , fk ∈ F such that for every h ∈ H there is a ∈ RD with

h(z) = g
(
sgn(f1(a, z)), . . . , sgn(fk(a, z))

)
for all z ∈ Z.

We say f ∈ F is CD in its parameters if, for every fixed z, the map a 7→ f(a, z) is CD.
Definition E.5 (Regular zero-set intersections (Def. 7.3 (Anthony & Bartlett, 2009))). For differen-
tiable f1, . . . , fk : RD → R, the family {f1, . . . , fk} has regular zero-set intersections if for every
nonempty I ⊆ {1, . . . , k}, the Jacobian of (fi)i∈I has full row rank |I| at every a with fi(a) = 0
for all i ∈ I .
Definition E.6 (Solution set components bound (Def. 7.5 (Anthony & Bartlett, 2009))). Let G be
a set of real-valued functions on RD. We say G has solution set components bound B if for any
1 ≤ k ≤ D and any {f1, . . . , fk} ⊆ G that has regular zero-set intersections,

CC

(
k⋂

i=1

{ a ∈ RD : fi(a) = 0 }

)
≤ B,

where CC(·) is the number of connected components.
Theorem E.7 (General Growth function upper bound (Thm. 7.6 (Anthony & Bartlett, 2009))). Let
F ⊆ RRD×Z be closed under addition of constants, assume every f ∈ F is CD in a, and let

G :=
{
a 7→ f(a, z) : f ∈ F , z ∈ Z

}
.

If G has a solution set components bound B and H ⊆ {−1,+1}Z is a k-combination of sgn(F),
then for all N ≥ D/k,

ΠH(N) ≤ B

D∑
i=0

(
Nk

i

)
≤ B

(
eNk
D

)D
.

Theorem E.8 (General Growth function upper bound (Thm. 8.3 (Anthony & Bartlett, 2009))). Let
F ⊆ RRD×Z be a class of functions mapping from RD×Z to R such that, for all z ∈ Z and f ∈ F ,
the map a 7→ f(a, z) is a polynomial on RD of degree at most r. Suppose that H is a k-combination
of sgn(F). Then, if N ≥ D/k,

ΠH(N) ≤ 2

(
2eNkr

D

)D

.

Remark E.9. If N < D/k, we have a trivial bound ΠH(N) ≤ 2N < 2D/k ≤ 2D, so for all N ∈ N,
ΠH(N) ≤ max

{
2D, 2

(
2eNkr

D

)D}
.

Lemma E.10 (Absorbing log n (Lem. A.2 (Shalev-Shwartz & Ben-David, 2014))). Let A ≥ 1,
B ≥ 0, and u > 0. If u < A log u+B, then

u < 4A log
(
2A
)
+ 2B.

Lemma E.11 (Trigonometric Sum Polynomialization). Let p ≥ 1 and m ≥ 0 be integers. For any
vector of non-negative integers x = (x1, . . . , xp) such that

∑p
v=1 xv = m, there exist polynomials

Sx, Cx ∈ Z[c1, s1, . . . , cp, sp]

of total degree at most m that satisfy

Sx(c1, s1, . . . , cp, sp) = sin
( p∑

v=1

xvαv

)
and Cx(c1, s1, . . . , cp, sp) = cos

( p∑
v=1

xvαv

)
for all real angles α1, . . . , αp, where cv := cos(αv) and sv := sin(αv).

Proof of Lemma E.11. We prove the lemma by induction on m =
∑p

v=1 xv . The uniqueness of the
polynomials is guaranteed by the deterministic recursive construction.
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Base Case (m = 0):
If m = 0, then x = 0 is the only possible vector. The sum of angles is

∑
xvαv = 0. The defined

polynomials are S0 = 0 and C0 = 1. These are integer-coefficient polynomials of degree 0. They
correctly evaluate to sin(0) = 0 and cos(0) = 1.

Inductive Step:
Assume the claim holds for all vectors y with component sum m − 1. Let x be a vector with
component sum m. Let u = min{v | xv > 0} and define y = x − eu. The components of y sum
to m− 1. By the induction hypothesis, there exist polynomials Sy and Cy with integer coefficients
and degree at most m− 1 that represent sin(

∑
yvαv) and cos(

∑
yvαv).

We define Sx and Cx as per the recursion:

Sx := suCy + cuSy Cx := cuCy − suSy

1. Coefficients and Degree: Since Sy and Cy have integer coefficients, and su, cu are vari-
ables, Sx and Cx are also polynomials with integer coefficients. Their total degrees are
bounded by:

deg(Sx) ≤ 1 + max(deg(Cy),deg(Sy)) ≤ 1 + (m− 1) = m

The same bound holds for deg(Cx).

2. Trigonometric Identity: By the angle addition formulas and the induction hypothesis:

Sx = sin(αu) cos
( p∑

v=1

yvαv

)
+ cos(αu) sin

( p∑
v=1

yvαv

)
= sin

(
αu +

p∑
v=1

yvαv

)
= sin

( p∑
v=1

xvαv

)
Similarly,

Cx = cos(αu) cos
( p∑

v=1

yvαv

)
− sin(αu) sin

( p∑
v=1

yvαv

)
= cos

(
αu +

p∑
v=1

yvαv

)
= cos

( p∑
v=1

xvαv

)
This completes the induction.

E.1.1 PIECEWISE-POLYNOMIAL ACTIVATIONS

Theorem E.12 (Two-layer piecewise-polynomial activations). Let σ be as in Definition 5.6. For the
two-layer MLP defined in the model setup,

Ndim(HΘ) ≤ 2dp (6 log(6dp) + log(2eL) + 2 log(epr)) = Õ(dp)

Proof of Theorem E.12. Let S = {x(1), . . . , x(n)} ⊂ X be Natarajan-shattered. By Lemma 5.5,
this implies 2n ≤ ΠGΘ

(
n
(
p
2

))
. The parameter space W ∈ Rdp is partitioned into regions by the zero

sets of {wix
(j) − bℓ} for j ∈ [n], i ∈ [d], ℓ ∈ [L− 1]. The number of regions, RS , is the number of

sign patterns on a sample of size m = nd(L− 1) by affine functions of W .

Notice that
{
w 7→ sgn (wx− bℓ) : w ∈ R1×p, x ∈ S, ℓ ∈ [L− 1]

}
⊂ {−1,+1}X is a 1-

combination of sgn
({
w 7→ (wx− bℓ) : w ∈ R1×p, x ∈ S, ℓ ∈ [L− 1]

}
⊂ RX ).

By Theorem E.8, RS ≤ max

{
2dp, 2

(
2e·nd(L−1)

dp

)dp}
. Within each region, sθi (x) − sθj (x) is a

polynomial in θ ∈ R2dp of degree at most r + 1. Let N = n
(
p
2

)
, D = 2dp. The growth function is
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bounded by the product of the number of regions and the maximum growth function within a region.
Applying Theorem E.8 in each region:

ΠGΘ
(N) ≤ RS ·max

R
ΠR(N) ≤ max

{
2dp, 2

(
2e · nd(L− 1)

dp

)dp
}
max

{
22dp, 2

(
eN(r + 1)

dp

)2dp
}

Substituting N = np(p−1)
2 into the inequality 2n ≤ ΠGΘ(N) gives 2n ≤ (2enL)

dp
(enpr)

2dp
.

Taking the logarithm of both sides yields

n ≤ 3dp log(n)/ log(2) + dp(log(2eL) + 2 log(epr))/ log(2).

Lemma E.10 implies that

n ≤ 2dp (6 log(6dp) + log(2eL) + 2 log(epr)) / log(2) = Õ(dp).

Take supreum over S yields the result.

E.1.2 TRIGONOMETRIC-POLYNOMIAL ACTIVATIONS

Theorem E.13 (Two-layer trigonometric-polynomial activations). Let σ be as in Definition 5.7. For
the two-layer MLP from the model setup,

Ndim(HΘ) ≤ 2dp
(
6 log(6dp) + 2 log

(
ep(Km+ 1)

))
= Õ(dp).

Proof of Theorem E.13. Let S = {x(1), . . . , x(n)} ⊂ X be Natarajan-shattered. By Lemma 5.5,
this implies 2n ≤ ΠGΘ

(
n
(
p
2

))
.

For j ∈ [d], v ∈ [p] set cj,v := cos(wj,v) and sj,v := sin(wj,v), and regard

a :=
(
V, (cj,v)j,v, (sj,v)j,v

)
∈ R3dp

as the (relaxed) parameter vector; ignoring the constraints c2j,v + s2j,v = 1 can only increase the
growth function. For any (i, y ̸= y′),

sθy(x
(i))− sθy′(x(i)) =

d∑
j=1

(Vyj − Vy′j)σ(⟨wj , x
(i)⟩).

Writing σ as in Definition 5.7 and applying Lemma E.11 to kx(i) shows that each term
cos(k⟨wj , x

(i)⟩) and sin(k⟨wj , x
(i)⟩) is a polynomial in

(
(cj,v)v, (sj,v)v

)
of degree at most km ≤

Km. Hence every pairwise margin is a polynomial in a of degree at most Km+ 1.

The reduction class GΘ is a 1-combination of sgn(F) with F being a family of polynomials of
degree at most Km + 1 in D = 3dp parameters. Applying Theorem E.8 with N = n

(
p
2

)
, k = 1,

r = Km+ 1,

ΠGΘ
(N) ≤ max

{
2D, 2

(2eNr
D

)D}
≤ 2 (pKnm)

3dp
.

Combine with 2n ≤ ΠGΘ(N), take logs: n log(2) ≤ log(2) + 3dp log(pKm) + 3dp log(n). Use
Lemma E.10 to absorb the log n term, yielding

n ≤ 12dp log(6dp)/ log(2) + 2 (log(2) + 3dp log(pKm)) / log(2) = Õ (dp)

Taking the supremum over shattered S gives the claim.

E.1.3 RATIONAL-EXPONENTIAL ACTIVATIONS

Theorem E.14 (Two-layer polynomial–rational–exponential activations). Let σ be as in Defini-
tion 5.8. For the two-layer MLP from the model setup,

Ndim(HΘ) ≤ 2dp
(
6 log(6dp) + 2 log

(
ep(dm+ r + 1)

))
= Õ(dp).
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Proof of Theorem E.14. Let S = {x(1), . . . , x(n)} ⊂ X be Natarajan-shattered and set N := n
(
p
2

)
.

For each example i and hidden unit j, put zj,i := ek⟨wj ,x
(i)⟩ > 0. Since c ≥ 0 and τ > 0, the

product

Di(W ) :=

d∏
j=1

(
czj,i + τ

)
> 0.

Multiplying any pairwise margin Gi,y,y′ := sθy(x
(i)) − sθy′(x(i)) by Di(W ) preserves its sign and

yields

Ĝi,y,y′(W,V ) = Di(W )Gi,y,y′(W,V ) =

d∑
j=1

(Vyj − Vy′j)P (⟨wj , x
(i)⟩)(azj,i + b)

∏
ℓ ̸=j

(czℓ,i + τ).

Introduce relaxed variables uj,v := ekwj,v ∈ (0,∞). Then

zj,i = ek⟨wj ,x
(i)⟩ =

p∏
v=1

u
x(i)
v

j,v ,

a monomial of total degree m in Uj := (uj,1, . . . , uj,p). Consequently, each summand in Ĝi,y,y′ is
a product of: (i) a linear term in V ; (ii) the degree-r polynomial P (⟨wj , x

(i)⟩) in Wj ; (iii) a factor
(azj,i+b)

∏
ℓ ̸=j(czℓ,i+τ) of total degree dm in the U -variables. Thus every Ĝi,y,y′ is a polynomial

in
a :=

(
V, (uj,v)j,v, (wj,v)j,v

)
∈ R3dp

of degree at most ρ := dm + r + 1. Treating a as the parameter vector, the reduction class GΘ is
a 1-combination of sgn(F) with F being a family of polynomials of degree at most ρ in D = 3dp
parameters. Applying Theorem E.8 with k = 1, D = 3dp, N = n

(
p
2

)
,

ΠGΘ
(N) ≤ max

{
2D, 2

(2eNρ
D

)D}
≤ (np(dm+ r + 1))

3dp
.

Combine with Lemma 5.5 and absorb the log n term via Lemma E.10 to obtain

n ≤ 12dp log(6dp/ log(2))/ log(2) + 6dp log(p(dm+ r + 1))/ log(2) = Õ(dp)

Taking the supremum over shattered S gives the claim.

E.1.4 UNIFORM CONVERGENCE GUARANTEES

Let Hσ ⊆ [p]X be a multiclass hypothesis class with Natarajan-dimension Ndim(Hσ) < ∞. Let
h ∈ H, denote by P(x,y)∈D(h(x) ̸= y) the population 0–1 risk and by P(x,y)∈Dtrain(h(x) ̸= y) the
empirical 0–1 risk computed from an i.i.d. sample of size n.

Theorem E.15 (Thm. 29.3 of (Shalev-Shwartz & Ben-David, 2014), Uniform convergence). There
exists a universal constant C > 0 such that, for every δ ∈ (0, 1), with probability at least 1− δ,

sup
h∈Hσ

∣∣P(x,y)∈D(h(x) ̸= y)− P(x,y)∈Dtrain(h(x) ̸= y)
∣∣ ≤ C

√
Ndim(Hσ) log p+ log(1/δ)

n
.

Proof of Theorem 5.9. By Theorem E.12, E.13, E.14,Ndim(Hσ) = Õ(dp). Substituting this into
the multiclass uniform convergence bound (Theorem E.15) yields

sup
h∈Hσ

∣∣∣P(x,y)∼D
(
h(x) ̸= y

)
−P(x,y)∼Dtrain

(
h(x) ̸= y

)∣∣∣ ≤ C

√
Ndim(Hσ) log p+ log(1/δ)

n
= Õ

(√
dp+ log(1/δ)

n

)
,

where the log p factor is absorbed into Õ(·).
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E.2 LOWER BOUND OF NATARAJAN-DIMENSION

Let Θ denote the backbone parameter space determined by the architecture. The multiclass hypoth-
esis class is

H =
{
hθ,V : θ ∈ Θ, V ∈ Rp×d

}
.

Definition E.16 (Associated binary class). We consider the binary (realizable) subclass of halfs-
paces in the representation:

M =
{
x 7→ 1

{
⟨v, fθ(x)⟩ ≥ 0

}
: (θ, v) ∈ Θ× Rd

}
⊆ {0, 1}X .

Lemma E.17 (VC-dimension is bounded by the Natarajan-dimension). For the multiclass hypothe-
sis class H with p ≥ 2,

VCdim
(
M
)
≤ Ndim(H).

Proof. Let S ⊆ X be a finite set that is VC-shattered by M.

Fix f1, f2 ∈ [p]S by f1(x) ≡ 1 and f2(x) ≡ 2 for all x ∈ S (possible since p ≥ 2). Let b : S →
{1, 2} be an arbitrary selector. Define the induced binary labeling

yb(x) = 1{b(x) = 1} ∈ {0, 1} (x ∈ S).

Since S is VC-shattered by M, there exist θb ∈ Θ and vb ∈ Rd such that

yb(x) = 1
{
⟨vb, fθb(x)⟩ ≥ 0

}
for all x ∈ S.

Construct Vb ∈ Rp×d such that the first row is vb, and all remaining rows are 0. Then, for each
x ∈ S,

hθb,Vb
(x) =

{
1, if yb(x) = 1 (b(x) = 1),

2, if yb(x) = 0 (b(x) = 2),

i.e., hθb,Vb
(x) = fb(x)(x) for all x ∈ S. Since b was arbitrary, S is Natarajan-shattered by H

with witnesses (f1, f2). Therefore |S| ≤ Ndim(H). Taking the supremum over all such S gives
VCdim(M) ≤ Ndim(H).

F CONSTRUCTION OF INTERPOLATION SOLUTIONS

F.1 SINE ACTIVATION σ(z) = sin z

In this section, we provide interpolating solutions for both two-layer sine and ReLU MLPs.

F.1.1 A LOW WIDTH CONSTRUCTION

Proof of Theorem 4.1. Activation is σ(z) = sin z. Let S =
∑m

i=1 si and ϕ = 2π
p .

First Layer Weights W ∈ R2×p. For each input coordinate r ∈ {0, . . . , p− 1},

W1,r =
(
ϕ r
)
mod 2π ∈ [−π, π), W2,r =

(
ϕ r + π

2m

)
mod 2π ∈ [−π, π).

Then the pre-activations are

(Wx)1 = ϕS, (Wx)2 = ϕS + π
2 ,

so the hidden units are

σ
(
(Wx)1

)
= sin(ϕS), σ

(
(Wx)2

)
= cos(ϕS).

Second Layer Weights V ∈ Rp×2. For each class q ∈ {0, . . . , p− 1},
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Vq,1 = sin(ϕq), Vq,2 = cos(ϕq).

Verification For the q-th output,

sθq(x) = Vq,1 sin(ϕS) + Vq,2 cos(ϕS)

= sin(ϕq) sin(ϕS) + cos(ϕq) cos(ϕS)

= cos
(
ϕ(S − q)

)
.

Thus hθ(x) = argmaxq s
θ
q(x) = S mod p. This construction achieves 100% accuracy with width

d = 2, margin γ = Ω(1/p2), and satisfies ∥W∥∞ ≤ π, ∥V ∥∞ ≤ 1.

F.1.2 A HIGH MARGIN CONSTRUCTION

Theorem F.1 (High margin, d0 = 2p). There exists a construction with hidden dimension d0 = 2p
and sine activation computes

∑m
i=1 si mod p for all x = (s1, · · · , sm) ∈ X , achieving margin

γ = p and ∥V ∥2 =
√
p, ∥W∥F ≤ π

√
2p.

Proof. Index hidden units by h ∈ {1, . . . , 2p} and group them as (2k − 1, 2k) for frequencies
k ∈ {1, . . . , p}. Let ϕk = 2πk

p .

First Layer Weights W ∈ R2p×p. For each k ∈ {1, . . . , p} and r ∈ {0, . . . , p− 1},

W2k−1,r =
(
ϕkr
)
mod 2π ∈ [−π, π), W2k,r =

(
ϕkr +

π
2m

)
mod 2π ∈ [−π, π).

Then
(Wx)2k−1 = ϕkS, (Wx)2k = ϕkS + π

2 ,

and
σ
(
(Wx)2k−1

)
= sin(ϕkS), σ

(
(Wx)2k

)
= cos(ϕkS).

The first layer satisfies ∥W∥∞ ≤ π, hence ∥W∥F ≤ π
√
(2p)p = π

√
2 p.

Second Layer Weights V ∈ Rp×2p. For each q ∈ {0, . . . , p− 1} and k ∈ {1, . . . , p},

Vq, 2k−1 = sin(ϕkq), Vq, 2k = cos(ϕkq).

Verification For the q-th output,

sθq(x) =

p∑
k=1

[
sin(ϕkq) sin(ϕkS) + cos(ϕkq) cos(ϕkS)

]
=

p∑
k=1

cos
(
ϕk(S − q)

)
= ℜ

(
p∑

k=1

e i 2πk
p (S−q)

)

=

{
p, S ≡ q (mod p),

0, otherwise.

Hence hθ(x) = S mod p with margin γ = p. The construction achieves 100% accuracy with width
d = 2p and satisfies ∥W∥∞ ≤ π, ∥V ∥∞ ≤ 1.

Lemma F.2 (Singular values of V ). In the high-margin construction, all singular values of V are
exactly

√
p, so ∥V ∥2 =

√
p.
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Proof. Compute V V ⊤ entrywise. For q, r ∈ {0, . . . , p− 1},

(V V ⊤)qr =

p∑
k=1

(
sin(ϕkq) sin(ϕkr) + cos(ϕkq) cos(ϕkr)

)
=

p∑
k=1

cos
(
ϕk(q − r)

)
(by cos(a− b) = cos a cos b+ sin a sin b)

= ℜ

(
p∑

k=1

e i 2πk
p (q−r)

)

=

{
0, if q − r ̸≡ 0 mod p

p, if q − r ≡ 0 mod p

Therefore all eigenvalues of V V ⊤ are exactly p, so all singular values of V are exactly
√
p. In

particular, the spectral norm is ∥V ∥2 =
√
p.

F.2 RELU ACTIVATION σ(z) = ReLU(z)

For a multi-index a = (a1, . . . , as) ∈ Zs
≥0, denote |a| :=

∑s
i=1 ai.

Lemma F.3 (Polynomial sign polarization). For s ≥ 1,

x1x2 · · ·xs =
1

s! 2s

∑
ε∈{±1}s

( s∏
i=1

εi

)( s∑
i=1

εixi

)s
.

Proof. Multinomial expansion gives( s∑
i=1

εixi

)s
=
∑
|k|=s

s!

k1! · · · ks!

s∏
i=1

(εixi)
ki .

Multiplying by
∏s

j=1 εj and summing over ε gives

∑
ε∈{±1}s

( s∏
j=1

εj

)( s∑
i=1

εixi

)s
=
∑
|k|=s

s!

k1! · · · ks!
xk1
1 · · ·xks

s

∑
ε∈{±1}s

s∏
i=1

ε ki+1
i .

Observe that∑
ε∈{±1}s

s∏
i=1

ε ki+1
i =

s∏
i=1

(
(+1)ki+1 + (−1)ki+1

)
=

{
2s, if each ki + 1 is even,
0, otherwise.

Because |k| = s and each ki ≥ 1 must be odd so that
∑

ε∈{±1}s

∏s
i=1 ε

ki+1
i ̸= 0, the only

possibility is k = (1, . . . , 1).

Therefore, ∑
ε∈{±1}s

( s∏
i=1

εi

)( s∑
i=1

εixi

)s
= s!2sx1x2 · · ·xs.

Dividing by s! 2s yields the stated identity.

Lemma F.4 (Uniform ReLU–spline approximation of power functions). Let s ≥ 1, and ε > 0.
Partition [−1, 1] uniformly with knots zk = −1 + 2k

N , k = 0, 1, . . . , N . Let g be the linear spline
that interpolates fs(z) = zs at these knots. Then

∥fs − g∥L∞([−1,1]) ≤ s(s− 1)

2N2
.
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Moreover, g admits an exact one-hidden-layer ReLU representation on [−1, 1] of the form

Φs(z) =

M∑
i=1

ci ReLU(aiz − bi),

with at most M ≤ N + 1 units and

|ai| ≤ 1, |bi| ≤ 1, |ci| ≤ max

{
s+ 1

2 ,
2 s(s− 1)

N

}
.

Choosing

N ≥ max

{
1,

⌈√
s(s− 1)

2ε

⌉}
ensures ∥fs − g∥L∞([−1,1]) ≤ ε. Thus, the number of required ReLU units to achieve accuracy ε is

M = O
(

s√
ε

)
.

Proof. The case s = 1 is trivial since f1(z) = z is linear and equals its linear spline interpolant.

For s ≥ 2, fs ∈ C2([−1, 1]) with f ′′s (z) = s(s − 1)z s−2 and ∥f ′′s ∥L∞([−1,1]) = s(s − 1). Fix
z ∈ [zk, zk+1] and define

φ(t) = fs(t)− g(t)− fs(z)− g(z)

(z − zk)(z − zk+1)
(t− zk)(t− zk+1).

Then φ(zk) = φ(zk+1) = φ(z) = 0 and, by Rolle’s theorem, there exists ξz ∈ (zk, zk+1) such that

|fs(z)− g(z)| =
∣∣∣∣f ′′s (ξz)2

(z − zk)(zk+1 − z)

∣∣∣∣ .
Hence, with h = 2

N ,

max
z∈[zk,zk+1]

|fs(z)− g(z)| ≤ 1
2 ∥f

′′
s ∥L∞

h2

4
=
s(s− 1)

2N2
.

Taking the maximum over k yields the stated uniform bound.

For the ReLU representation, write h = 2
N and set the interval slopes

mk =
z s
k+1 − z s

k

h
, k = 0, . . . , N−1, γj = mj−mj−1 =

z s
j+1 − 2z s

j + z s
j−1

h
, j = 1, . . . , N−1.

Then g admits the exact expansion on [−1, 1]:

g(z) = c1 ReLU(z + 1) + c2 ReLU(1− z) +

N−1∑
j=1

γj ReLU(z − zj),

with

c2 =
fs(−1)

2
=

(−1)s

2
, c1 = m0 +

(−1)s

2
,

and (a1, b1) = (1,−1), (a2, b2) = (−1,−1), (aj+2, bj+2) = (1, zj) for j = 1, . . . , N − 1.

Since |zj | ≤ 1, we have |ai| ≤ 1 and |bi| ≤ 1. By the mean value theorem, |m0| ≤ ∥f ′s∥L∞ = s,
hence |c1| ≤ s+ 1

2 and |c2| ≤ 1
2 ≤ s+ 1

2 .

Moreover, define Ψ ∈ C2[zj − h, zj + h] where

Ψ(t) = fs(t)−
(
fs(zj) +

fs(zj + h)− fs(zj − h)

2h
(t− zj) +

fs(zj + h)− 2fs(zj) + fs(zj − h)

2h2
(t− zj)

2

)
.

By Rolle’s theorem,

γj =
fs(zj + h)− 2fs(zj) + fs(zj − h)

h
= h f ′′s (ξj) for some ξj ∈ (zj − h, zj + h),

so |γj | ≤ h ∥f ′′s ∥L∞ = 2
N s(s− 1). Counting two boundary hinges and N − 1 interior hinges gives

M ≤ N + 1 units.
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Lemma F.5 (Polarized Newton expansion for fcos and fsin). Let m ≥ 1. For angles (θ1, . . . , θm),
define

Ck =

m∑
i=1

cos(kθi), Sk =

m∑
i=1

sin(kθi).

Let

Km :=
{
k = (k1, . . . , km) ∈ Zm

≥0 :

m∑
j=1

j kj = m
}
.

We index
ε = (ε1,1, . . . , ε1,k1

, ε2,1, . . . , εm,km
) ∈ {±1}|k|.

For p = (p1, . . . , pm) we denote p ≤ k if 0 ≤ pj ≤ kj . Then

fcos = cos
( m∑
i=1

θi

)
=
∑

k∈Km

∑
p≤k

|p|−|k| even

∑
ε∈{±1}|k|

αk,p,εG
|k|
k,p,ε

fsin = sin
( m∑
i=1

θi

)
=
∑

k∈Km

∑
p≤k

|p|−|k| odd

∑
ε∈{±1}|k|

βk,p,εG
|k|
k,p,ε

Where

Gk,p,ε =

m∑
j=1

( pj∑
ℓ=1

εj,ℓ

)
Cj +

m∑
j=1

( kj∑
ℓ=pj+1

εj,ℓ

)
Sj

αk,p,ε =
(−1)m−

∑
kj∏m

j=1 kj !j
kj

(−1)
|k|−|p|

2

 m∏
j=1

(
kj
pj

) 1

|k|! 2|k|

(
m∏
j=1

kj∏
ℓ=1

εj,ℓ

)

βk,p,ε =
(−1)m−

∑
kj∏m

j=1 kj !j
kj

(−1)
|k|−|p|−1

2

 m∏
j=1

(
kj
pj

) 1

|k|! 2|k|

(
m∏
j=1

kj∏
ℓ=1

εj,ℓ

)
and thus

|αk,p,ε| = |βk,p,ε| =
1(∏m

j=1 j
kj

)(∏m
j=1 pj !(kj − pj)!

)
|k|!2|k|

≤ 1

2

Furthermore, for Ntot(m), the total amount of triples (k, p, ε) (with k ∈ Km, p ≤ k, ε ∈ {±1}|k|),

Ntot(m) =
∑

k∈Km

2|k|
m∏
j=1

(kj + 1) ∈ [m2m, 13m2m].

Proof. Let zj = eiθj for j = 1, . . . ,m. The k-th power sum is Zk =
∑m

j=1 z
k
j = Ck + iSk. Let

em =
∏m

j=1 zj = ei
∑m

j=1 θj be the m-th elementary symmetric polynomial in z1, . . . , zm. The
target functions are fcos = ℜ(em) and fsin = ℑ(em).

Newton’s sum identities provide a formula expressing em as a polynomial in the power sums
Z1, . . . , Zm:

em = P (Z1, . . . , Zm) =
∑

k∈Km

ck

m∏
j=1

Z
kj

j

where the coefficients ck are given by ck = (−1)m−
∑

kj∏m
j=1 kj !j

kj
.

Binomial expansion yields

m∏
j=1

Z
kj

j =

m∏
j=1

(Cj+iSj)
kj =

∑
p≤k

m∏
j=1

((
kj
pj

)
C

pj

j (iSj)
kj−pj

)
=
∑
p≤k

i|k|−|p|

 m∏
j=1

(
kj
pj

) m∏
j=1

C
pj

j S
kj−pj

j


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For each pair of (p, k), where p ≤ k and k ∈ Km, let

s :=

m∑
j=1

kj = |k|, xj,ℓ :=

{
Cj , 1 ≤ ℓ ≤ pj ,

Sj , pj < ℓ ≤ kj .

List the s variables as (x1,1, . . . , x1,k1
, x2,1, . . . , xm,km

). Applying Lemma F.3 to x1 · · ·xs =∏m
j=1 C

pj

j S
kj−pj

j gives

m∏
j=1

C
pj

j S
kj−pj

j =
1

|k|! 2|k|
∑

(εj,ℓ)∈{±1}|k|

(
m∏
j=1

kj∏
ℓ=1

εj,ℓ

)(
m∑
j=1

( pj∑
ℓ=1

εj,ℓ

)
Cj+

m∑
j=1

( kj∑
ℓ=pj+1

εj,ℓ

)
Sj

)|k|

Therefore,

em =
∑

k∈Km

ck

m∏
j=1

Z
kj

j

=
∑

k∈Km

ck
∑
p≤k

i|k|−|p|

 m∏
j=1

(
kj
pj

) m∏
j=1

C
pj

j S
kj−pj

j


=
∑

k∈Km

ck
∑
p≤k

i|k|−|p|

 m∏
j=1

(
kj
pj

) 1

|k|! 2|k|
∑

(εj,ℓ)∈{±1}|k|

(
m∏
j=1

kj∏
ℓ=1

εj,ℓ

)(
m∑
j=1

( pj∑
ℓ=1

εj,ℓ

)
Cj +

m∑
j=1

( kj∑
ℓ=pj+1

εj,ℓ

)
Sj

)|k|

Separate Real and Imaginary part yields the polarized Newton expansion for fcos and fsin.

For j ≥ 1,

∑
kj≥0

(kj + 1) 2kj tjkj =
∑
r≥0

(r + 1)(2tj)r =
1

(1− 2tj)2
.

Multiplying over j gives the ordinary generating function

F (t) :=
∑
m≥0

Ntot(m)tm =
∏
j≥1

1

(1− 2tj)2
=

1

(1− 2t)2
·H(t),

where

H(t) :=
∏
j≥2

(1− 2tj)−2 =
∑
r≥0

hrt
r, hr ≥ 0.

Since (1− 2t)−2 =
∑

n≥0(n+ 1)2ntn, the Cauchy product gives

Ntot(m) =

m∑
r=0

hr (m− r + 1) 2m−r ≤ (m+ 1)2m
∞∑
r=0

hr 2
−r = (m+ 1)2mH

(
1
2

)
.

Here H( 12 ) =
∏

j≥2(1− 21−j)−2 =
∏

r≥1(1− 2−r)−2 <∞ is a finite absolute constant.

By Bernoulli’s inequality, for all xi ∈ [0, 1],

(1− x1)(1− x2) · · · (1− xs) ≥ 1− (x1 + x2 + · · ·+ xs).

Now observe that
∏

r≥1(1− 2−r) = 3
8

∏
r≥3(1− 2−r), we have

∏
r≥1

(1− 2−r) =
3

8

∏
r≥3

(1− 2−r) ≥ 3

8
(1−

∞∑
r=3

2−r) =
9

32
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Therefore,

H( 12 ) ≤
1

(9/32)2
=

1024

81
≤ 13

Thus

Ntot(m) ≤ H
(
1
2

)
(m+ 1) 2m ≤ 13m2m.

On the other hand, taking just the term k = (m, 0, 0, . . . ) ∈ Km yields

Ntot(m) ≥ 2 |k|
∏
j

(kj + 1) = 2m(m+ 1) ≥ m2m,

so m2m ≤ Ntot(m) ≤ 13m2m.

We are finally able to provide interpolations for ReLU networks, whose embedding weights echoes
with “Pizza” algorithm in (Zhong et al., 2023).

Theorem F.6 (ReLU construction). Fix integers m ≥ 1 and p ≥ 2. On

X = {x ∈ {0, 1, . . . ,m}p : ∥x∥1 = m},

let the target be y(x) ≡ (
∑m

i=1 si) mod p for x =
∑m

i=1 esi . For any τ ∈ (0, 14 ], there exists a
two-layer ReLU network sθ(x) = V σ(Wx) ∈ Rp such that, for all x ∈ X ,

hθ(x) = argmax
q∈[p]

sθq(x) = y(x), sθy(x)(x)− max
q ̸=y(x)

sθq(x) ≥ (1− 4τ) p.

Moreover, the width d is bounded by

d ≤ 13pm2m
(
m
√

em
τ (1 + 2em)

m−1
2 + 2

)
, (2)

and the weights satisfy the bounds

∥W∥∞ ≤ 2

m
, ∥W∥F ≤ 2

m
p

√
13m2m

(
m
√

em
τ (1 + 2em)

m−1
2 + 2

)
, ∥V ∥∞ ≤

(m+ 1
2 )m

2m

m! 2m
.

(3)
In addition, the second layer enjoys the spectral-norm bound

∥V ∥2 ≤ √
p

√
13m2m

(
m
√

em
τ (1 + 2em)

m−1
2 + 2

)
·
√
2(m+ 1

2 )m
2m

m! 2m
. (4)

Proof. For t ∈ Z, define c⟨t⟩, s⟨t⟩ ∈ Rp by c⟨t⟩r = cos(2πtr/p) and s⟨t⟩r = sin(2πtr/p) for r =
0, . . . , p− 1. For x =

∑m
i=1 esi and any j ≥ 1,

m∑
i=1

cos
(
j 2πνp si

)
= ⟨c⟨νj⟩, x⟩,

m∑
i=1

sin
(
j 2πνp si

)
= ⟨s⟨νj⟩, x⟩, ν ∈ {0, . . . , p− 1}.

Fix ν ∈ {0, . . . , p − 1} and apply Lemma F.5 to θ(ν)i = 2πνsi/p. The multi-indices are κ =
(κ1, . . . , κm) ∈ Km and π = (π1, . . . , πm) ≤ κ, and write r := |κ| =

∑
j κj . Define

u(ν)κ,π,ε =

m∑
j=1

( πj∑
ℓ=1

εj,ℓ

)
c⟨νj⟩ +

m∑
j=1

( κj∑
ℓ=πj+1

εj,ℓ

)
s⟨νj⟩.

Then
Cν(x) =

∑
κ,π,ε

|π|−|κ| even

ακ,π,ε ⟨u(ν)κ,π,ε, x⟩r, Sν(x) =
∑
κ,π,ε

|π|−|κ| odd

βκ,π,ε ⟨u(ν)κ,π,ε, x⟩r,
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with
|ακ,π,ε| = |βκ,π,ε| =

1(∏m
j=1 j

κj

)(∏m
j=1 πj ! (κj − πj)!

)
r! 2r

≤ 1

r! 2r
.

As |⟨c⟨νj⟩, x⟩|, |⟨s⟨νj⟩, x⟩| ≤ m, we have |⟨u(ν)κ,π,ε, x⟩| ≤ mr and thus z
(ν)
κ,π,ε(x) :=

⟨u(ν)κ,π,ε, x⟩/(mr) ∈ [−1, 1].

By Lemma F.4, for each r ∈ {1, . . . ,m} and δ > 0 there exists

Φr(z) =

Mr∑
i=1

cr,i ReLU(ar,iz − br,i), |ar,i|, |br,i| ≤ 1,

such that sup|z|≤1 |zr − Φr(z)| ≤ δ and

Mr ≤ m√
2δ

+ 2, |cr,i| ≤ r + 1
2 . (5)

In Equation 5, summing |α| (or |β|) over ε ∈ {±1}r and summing over π ≤ κ factorizes:∑
π≤κ

ε∈{±1}r

|ακ,π,ε| =
1

r!
· 2r∏m

j=1 j
κj κj !

.

Summing over κ ∈ Km with |κ| = r and using the classical cycle-index identity∑
κ∈Km

|κ|=r

1∏m
j=1 j

κj κj !
=

1

m!

[
m
r

]
,

where
[
m
r

]
are the unsigned Stirling numbers of the first kind.

Now we have ∑
κ,ε
π≤κ

|ακ,π,ε| =

m∑
r=1

2r

r!m!

[
m
r

]
,

∑
κ,ε
π≤κ

|βκ,π,ε| =

m∑
r=1

2r

r!m!

[
m
r

]
.

As each power is approximated within δ and |⟨u, x⟩| ≤ mr, the uniform error is bounded by
m∑
r=1

2r(mr)r

r!m!

[
m
r

]
· δ.

We choose

δ :=
τ

Λm
, Λm :=

m∑
r=1

2r(mr)r

r!m!

[
m
r

]
,

which ensures max{|Cν − Ĉν |, |Sν − Ŝν |} ≤ τ uniformly on X for all ν.

We now prove by induction on m that[
m
r

]
≤
(
m− 1

r − 1

)
m!, 1 ≤ r ≤ m. (6)

For m = 1, both sides equal 1. Assume equation 6 holds for m − 1. Using the recurrence
[
m
r

]
=[

m−1
r−1

]
+ (m− 1)

[
m−1
r

]
,[

m
r

]
≤
(
m− 2

r − 2

)
(m− 1)! + (m− 1)

(
m− 2

r − 1

)
(m− 1)!

= (m− 1)!
[(m− 2

r − 2

)
+ (m− 1)

(
m− 2

r − 1

)]
≤ m (m− 1)!

(
m− 1

r − 1

)
=

(
m− 1

r − 1

)
m!,
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since
(
m−1
r−1

)
=
(
m−2
r−2

)
+
(
m−2
r−1

)
. This proves equation 6.

Using equation 6 and Stirling’s lower bound r! ≥ (r/e)r, we have

Λm ≤
m∑
r=1

2r(mr)r

r!

(
m− 1

r − 1

)
≤

m∑
r=1

(2em)r
(
m− 1

r − 1

)
= (2em)

m−1∑
t=0

(
m− 1

t

)
(2em)t = (2em) (1+2em)m−1.

Hence
1√
2δ

=

√
Λm

2τ
≤
√
em

τ
(1 + 2em)

m−1
2 . (7)

For x ∈ X , ⟨1, x⟩ = m. So

ReLU
(
ar,iz

(ν)
κ,π,ε(x)− br,i

)
= σ

(〈ar,i
mr

u(ν)κ,π,ε −
br,i
m

1, x
〉)

,

Each spline unit is a single ReLU of a linear form. Explicitly, W ∈ Rd×p has rows Wj,: =
ar,i

mr u
(ν)
κ,π,ε − br,i

m 1 for j = (ν, κ, π, ε, i) with r = |κ| and u
(ν)
κ,π,ε =

∑m
t=1

(∑πt

ℓ=1 εt,ℓ
)
c⟨νt⟩ +∑m

t=1

(∑κt

ℓ=πt+1 εt,ℓ
)
s⟨νt⟩. Since ∥u(ν)κ,π,ε∥∞ ≤ r and |ar,i|, |br,i| ≤ 1, each coordinate obeys

|Wj,t| ≤ |ar,i|
mr r +

|br,i|
m ≤ 1

m + 1
m = 2

m , hence ∥W∥∞ ≤ 2
m .

For class q ∈ {0, . . . , p− 1} and hidden index (ν, κ, π, ε, i) set

Vq,(ν,κ,π,ε,i) =
[
cos
(
2πν
p q
)
ακ,π,ε + sin

(
2πν
p q
)
βκ,π,ε

]
(mr)r cr,i,

so that sθq(x) =
∑p−1

ν=0

[
cos( 2πνp q) Ĉν(x) + sin( 2πνp q) Ŝν(x)

]
. Let q⋆ ≡ (

∑
i si) mod p. Discrete

Fourier orthogonality gives s⋆q(x) =
∑p−1

ν=0 cos(
2πν
p (
∑

i si − q)) = 1{q=q⋆}p. Since each mode is
within τ , we have maxq |sθq(x)− s⋆q(x)| ≤ 2pτ and thus the claimed margin (1− 4τ)p.

For each fixed ν ∈ {0, . . . , p − 1}, by Lemma F.5, there are Ntot(m) triples (κ, π, ε), each con-
tributes at most Mr units, with Mr bounded in equation 5. Hence for each ν, the width is at most
Ntot(m)

(
m√
2δ

+ 2
)
.

Summing over ν = 0, 1, . . . , p− 1 and using equation 7,

d ≤ pNtot(m)
( m√

2δ
+ 2
)

≤ pNtot(m)
(
m
√

em
τ (1 + 2em)

m−1
2 + 2

)
,

and the bound Ntot(m) ≤ 13m2m gives equation 2.

Thus, ∥W∥F ≤ ∥W∥∞
√
dp ≤ 2

mp

√
13m2m

(
m
√

em
τ (1 + 2em)

m−1
2 + 2

)
.

Finally, using |α|, |β| ≤ 1/(r! 2r) and equation 5,

|Vq,(ν,κ,π,ε,i)| ≤ |cr,i| (mr)r ·
1

r! 2r
≤

(r + 1
2 )(mr)

r

r! 2r
,

so taking the maximum over all hidden indices yields equation 3.

For the spectral norm, denote the matrix

T =
(
c⟨0⟩ c⟨1⟩ s⟨1⟩ · · · c⟨p−1⟩ s⟨p−1⟩)

So

TT⊤ = c(0)c(0)⊤ +

p−1∑
ν=1

(
c(ν)c(ν)⊤ + s(ν)s(ν)⊤

)
= pIp, and thus ∥T∥2 =

√
p.

Index the hidden units by j = (ν, κ, π, ε, i), with r = |κ|. For that unit, the corresponding column
of V was
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V:,j =
[
ακ,π,ε(mr)

rcr,i
]
c⟨ν⟩ +

[
βκ,π,ε(mr)

rcr,i
]
s⟨ν⟩.

Hence V:,j is a linear combination of the two columns of Sν .

Define B ∈ R(2p−1)×d, for each column j = (ν, κ, π, ε, i),

Bk,j =


ακ,π,ε(mr)

rcr,i, k = 0 and ν = 0,

ακ,π,ε(mr)
rcr,i, k = 2ν with ν ∈ {1, . . . , p− 1},

βκ,π,ε(mr)
rcr,i, k = 2ν − 1 with ν ∈ {1, . . . , p− 1},

0, otherwise.

One has V = TB, and each column bj of B has support in at most two rows (one when ν = 0).
Thus,

∥bj∥2 =
√
α2
κ,π,ε + β2

κ,π,ε · |cr,i| (mr)r ≤
√
2 (r + 1

2 )(mr)
r

r! 2r
≤

√
2 (m+ 1

2 )m
2m

m! 2m
.

Let nν be the number of hidden units at frequency ν. From the construction,

nν ≤ Ntot(m)
( m√

2δ
+ 2
)

≤ 13m 2m
(
m
√

em
τ (1 + 2em)

m−1
2 + 2

)
.

Since BB⊤ is block diagonal across frequencies, ∥B∥2 = maxν ∥Bν∥2 ≤ maxν
√
nν ·

√
2(m+

1
2 )m

2m

m! 2m . Therefore

∥V ∥2 ≤ ∥T∥2 ∥B∥2 ≤ √
p
√

max
ν

nν ·
√
2 (m+ 1

2 )m
2m

m! 2m
,

which gives equation 4.

Corollary F.7 (Explicit two-layer ReLU construction for m = 2). Fix p ≥ 2. Define the input set

X =
{
x ∈ {0, 1, 2}p : ∥x∥1 = 2

}
.

There exists a two-layer ReLU network sθ(x) = V σ(Wx) ∈ Rp of width d = 36p such that, for all
x ∈ X ,

hθ(x) = argmax
q∈[p]

sθq(x) =
( 2∑
i=1

si

)
mod p, sθy(x)(x)− max

q ̸=y(x)
sθq(x) ≥ 25

49
p+

20

49
.

Moreover, the weights satisfy

∥W∥∞ ≤ 1, ∥V ∥∞ ≤ 34
7 , ∥V ∥2 ≤ 11

√
p.

Proof. For ν ∈ {0, . . . , p − 1} let c⟨ν⟩, s⟨ν⟩ ∈ Rp be defined by c⟨ν⟩r = cos(2πνr/p) and s⟨ν⟩r =
sin(2πνr/p). For inputs x ∈ X , write

Ck = ⟨c⟨kν⟩, x⟩, Sk = ⟨s⟨kν⟩, x⟩ (k = 1, 2).

From Lemma F.5, for any θ1, θ2 ∈ R,

cos(θ1 + θ2) =
1

2
(C2

1 − S2
1 − C2) = 2(

1

2
C1)

2 − 2(
1

2
S1)

2 − 1

2
C2

sin(θ1 + θ2) = C1S1 −
1

2
S2 = 4

((
C1 + S1

4

)2

−
(
C1 − S1

4

)2
)

− 1

2
S2

For ∥x∥1 = 2, we have C1

2 ,
S1

2 ,
C1±S1

4 ∈ [−1, 1].
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Let Φ2 be the piecewise-linear interpolant of z2 on the uniform grid zk = −1 + 2k
7 , k = 0, . . . , 7.

Using Lemma F.4 with s = 2, N = 7, ∥Φ2 − z2∥L∞([−1,1]) ≤ 1/49, and Φ2(z) =∑8
i=1 ci ReLU(aiz − bi), where

i 1 2 3 4 5 6 7 8
(ai, bi) (1,−1) (−1,−1) (1,− 5

7 ) (1,− 3
7 ) (1,− 1

7 ) (1, 17 ) (1, 37 ) (1, 57 )
ci − 17

14
1
2

4
7

4
7

4
7

4
7

4
7

4
7

We now construct a two-layer ReLU MLP with total width d = 36p.

First layer. For r ∈ {0, . . . , p− 1} and i = 1, . . . , 8 define

w(ν,1,i)
r = ai

2 c
⟨ν⟩
r − bi

2 , w(ν,2,i)
r = ai

2 s
⟨ν⟩
r − bi

2 ,

w(ν,3,i)
r = ai

4

(
c⟨ν⟩r + s⟨ν⟩r

)
− bi

2 , w(ν,4,i)
r = ai

4

(
c⟨ν⟩r − s⟨ν⟩r

)
− bi

2 ,

w
(ν,C±

2 )
r = ± 1

2 c
⟨2ν⟩
r , w

(ν,S±
2 )

r = ± 1
2 s

⟨2ν⟩
r .

Then σ(⟨w(ν,1,i), x⟩) = ReLU(aiC1/2 − bi), etc. Since |ai| ≤ 1, |bi| ≤ 1, and |c⟨ν⟩r |, |s⟨ν⟩r | ≤ 1,
we have ∥W∥∞ ≤ 1.

Second layer. For q ∈ {0, . . . , p− 1}, ν ∈ {0, . . . , p− 1} set

Vq,(ν,1,i) = +2ci cos(2πνq/p), Vq,(ν,2,i) = − 2ci cos(2πνq/p),

Vq,(ν,3,i) = +4ci sin(2πνq/p), Vq,(ν,4,i) = − 4ci sin(2πνq/p),
i = 1, . . . , 8,

and
Vq,(ν,C±

2 ) = ∓ cos(2πνq/p), Vq,(ν,S±
2 ) = ∓ sin(2πνq/p).

We have ∥V ∥∞ ≤ max{|4ci|, 1} = 34
7 .

Let T = [ c⟨0⟩ c⟨1⟩ s⟨1⟩ · · · c⟨p−1⟩ s⟨p−1⟩ ] and write V = TB. Then

TT⊤ = c⟨0⟩c⟨0⟩⊤ +

p−1∑
ν=1

(
c⟨ν⟩c⟨ν⟩⊤ + s⟨ν⟩s⟨ν⟩⊤

)
= p Ip,

so ∥T∥2 =
√
p.

Each hidden unit loads a single row in B, hence BB⊤ is diagonal. The largest row norm equals√
2
∑8

i=1(4ci)
2 + 2 =

√
5874
7 , so

∥V ∥2 ≤ ∥T∥2 ∥B∥2 ≤ 11
√
p.

Finally, define

Ĉν(x) = 2Φ2

(
C1

2

)
− 2Φ2

(
S1

2

)
− 1

2C2, Ŝν(x) = 4Φ2

(
C1+S1

4

)
− 4Φ2

(
C1−S1

4

)
− 1

2S2,

and logits sθq(x) =
∑p−1

ν=0

[
cos(2πνq/p) Ĉν(x) + sin(2πνq/p) Ŝν(x)

]
. Since ∥Φ2 − z2∥∞ ≤ 1/49

and ν = 0 contributes a class-independent offset, for ν ≥ 1,

|Ĉν − Cν | ≤ 4/49 and |Ŝν − Sν | ≤ 8/49.

Therefore,

max
q

|sθq(x)− s⋆q(x)| ≤ 12
49 (p− 1) +

2

49
,

where s⋆q(x) =
∑p−1

ν=0 cos
(
2πν(

∑
i si − q)/p

)
satisfies s⋆y(x)(x) = p and s⋆q(x) = 0 if q ̸= y(x).

The margin follows:

sθy(x)(x)− max
q ̸=y(x)

sθq(x) ≥ p− 2

(
12
49 (p− 1) +

2

49

)
=

25

49
p+

20

49
.
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G NECESSARY WIDTH FOR MODULAR ADDITION WITH RELU

By a one-dimensional counting-path argument, we show that any ReLU MLP that exactly imple-
ments modular addition requires width Ω(m/p).

Proof of Theorem 4.2. Consider the one-dimensional path of count vectors

x(s) = (m− s)e1 + se2, s ∈ {0, 1, . . . ,m}.
Hence the correct label along the path is

ℓ(s) ≡
(
(m− s) · 1 + s · 2

)
(mod p) = (m+ s) (mod p),

Write y ∈ Rd for the first column of W and z ∈ Rd for the difference between the second and first
columns, i.e., yk =Wk,1 and zk =Wk,2 −Wk,1 for k ∈ {1, . . . , d}. Along the path,

ak(s) := [Wx(s)]k = (m− s)Wk,1 + sWk,2 = myk + s zk,

so hk(s) := σ(ak(s)) is piecewise-affine in s with a single potential breakpoint at sk := −myk/zk
when zk ̸= 0. Consequently, for each class r ∈ [p] the score

sθr
(
x(s)

)
=

d∑
k=1

vr,k hk(s)

is a univariate piecewise-affine function whose breakpoints lie in the shared set

B = { sk : zk ̸= 0, sk = −myk/zk }, |B| ≤ d.

Define the adjacent-class margin

gr(s) := sθr
(
x(s)

)
− sθr⊕1

(
x(s)

)
, r ∈ [p],

where r ⊕ 1 = r + 1 if r < p and r ⊕ 1 = 1 if r = p. Each gr is continuous, piecewise-affine with
breakpoints in B, hence has at most |B| ≤ d breakpoints and can change sign at most d+1 times on
R.

Exact realization of modular addition implies that, for every s ∈ {0, . . . ,m− 1},

gℓ(s)(s) > 0 and gℓ(s)(s+ 1) < 0,

because the winner at x(s) is ℓ(s) and at x(s+1) is its successor ℓ(s)⊕ 1 = ℓ(s+ 1).

By continuity, gℓ(s) has a zero crossing in (s, s+1). The m disjoint intervals (0, 1), . . . , (m−1,m)
therefore contain at leastm zero crossings in total, each attributed to one of the p functions {gr}r∈[p].

Since for each r ∈ [p], gr changes sign at most d+ 1 times, we have

m ≤ p(d+ 1)

which rearranges to d ≥ m/p− 1.

H MARGIN BOUNDS VIA ℓ∞ VECTOR CONTRACTION

H.1 MARGIN SURROGATES AND EMPIRICAL γ-MARGIN ERROR.

Given scores s ∈ Rp for an example with label y ∈ [p], the sample margin error

ϕy(s) = max
k ̸=y

(sk − sy)

The γ-ramp loss
ψγ(u) = min{1, max{0, 1 + u/γ}} ∈ [0, 1].

The map u 7→ ψγ(u) is 1/γ-Lipschitz on R, and ϕy is 2-Lipschitz w.r.t. ∥ · ∥∞ (changing any
coordinate of s by at most ε changes ϕy by at most 2ε), hence

gy := ψγ ◦ ϕy is 2
γ -Lipschitz w.r.t. ∥ · ∥∞, gy ∈ [0, 1].
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Definition H.1 (Empirical Margin Error). For a score function sθ and sample S = {(x(i), y(i))}ni=1,
the empirical γ-margin error is

R̂γ(s
θ;S) =

1

n

n∑
i=1

1

[
sθ
(
x(i)
)
y(i) ≤ γ + max

j ̸=y(i)
sθ
(
x(i)
)
j

]
.

For an interpolating solution, it suffices to take γ = γθ(S), the minimum sample margin, in which
case R̂γ(s

θ;S) = 0.

Definition H.2 (Empirical Rademacher complexity). Let S =
{
zi = (x(i), y(i))

}n
i=1

be fixed, and
let G ⊂ [0, 1]Z . Let ϵ = (ϵ1, . . . , ϵn) be i.i.d. Rademacher variables (P[ϵi = 1] = P[ϵi = −1] =
1/2). The empirical Rademacher complexity of G on S is

RS(G) =
1

n
Eϵ

[
sup
g∈G

n∑
i=1

ϵi g(zi)

]
.

Theorem H.3 (Thm. 3.3 of (Mohri et al., 2018)). Let D be the true distribution, G ⊂ [0, 1]Z and let
S = (z1, . . . , zn) ∼ Dn. With probability at least 1− δ over S, the following holds simultaneously
for all g ∈ G:

Ez∼D[g(z)] ≤ 1

n

n∑
i=1

g(zi) + 2RS(G) + 3

√
ln(2/δ)

2n
,

where RS(G) is the empirical Rademacher complexity of G on S.

Apply Theorem H.3 with G = Fγ := {(x, y) 7→ ψγ ◦ ϕy(f(x)) : f ∈ F}, and note
1{argmaxi fi(x) ̸= y} ≤ ψγ◦ϕy

(
f(x)

)
. That yields the following corollary:

Corollary H.4 (Rademacher complexity and Multiclassification).

P(x,y)∈D
[
f(x) ̸= y

]
≤ R̂γ(f) + 2RS(Fγ) + 3

√
ln(2/δ)

2n
. (8)

Let S = {(x(i), y(i))}ni=1 be the training sample generated from the true distribution and write

Q2(S) =
(

1
n

n∑
i=1

∥x(i)∥22
)1/2

.

H.2 MARGIN BOUNDS FOR SINE MLP

Definition H.5 (Covering Number for sets). Let (X, d) be a metric space, F ⊆ X a non-empty
subset, and r > 0. The covering number of F , denoted N (F, d, r), is

N (F, d, r) = min

{
k ∈ N | ∃{x1, . . . , xk} ⊆ X such that F ⊆

k⋃
i=1

Bd(xi, r)

}
,

where Bd(x, r) = {y ∈ X | d(x, y) ≤ r} is the closed ball of radius r centered at x.
Definition H.6 (Empirical L2 covering number of a function class). Let F ⊆ {f : X → R} be a
class of real-valued functions and let x1:n = (x1, . . . , xn) ∈ Xn. Define the empirical L2 metric

d2,x1:n(f, g) :=
( 1
n

n∑
i=1

(
f(xi)− g(xi)

)2)1/2
.

For ε > 0, the empirical L2 covering number of F at scale ε with respect to the sample x1:n is

N2(ε,F , x1:n) := min
{
k ∈ N : ∃ f1, . . . , fk such that F ⊆

k⋃
j=1

Bd2,x1:n
(fj , ε)

}
,

where Bd2,x1:n
(f, ε) = {g : d2,x1:n

(f, g) ≤ ε}.
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Lemma H.7 (Covering the box [−π, π)p by Euclidean balls). Fix p ∈ N and r > 0. Then

N
(
[−π, π)p, ∥ · ∥2, r

)
≤
⌈π√p

r

⌉p
.

Proof. Covering numbers are translation invariant: for any a ∈ Rp, N (F, ∥ · ∥2, r) = N (F + a, ∥ ·
∥2, r). Hence it suffices to cover [0, 2π)p.

Set the grid step h := 2r/
√
p and the number of points per dimension m :=

⌈
2π/h

⌉
=
⌈
π
√
p/r
⌉
.

Along each coordinate, place grid points with a half-step offset from the origin:

G1 :=
{
(j + 1

2 )h : j = 0, 1, . . . ,m− 1
}
,

so |G1| = m. Let the full grid be the Cartesian product G := G p
1 ; then |G| = mp.

Given any point x ∈ [0, 2π)p, choose g ∈ G by rounding each coordinate of x to the nearest
point in G1 (breaking ties arbitrarily). By construction, the distance from any coordinate xi to its
corresponding grid point gi is at most half the grid step, so ∥x− g∥∞ ≤ h/2 = r/

√
p. We have

∥x− g∥2 ≤ √
p ∥x− g∥∞ ≤ √

p · r
√
p
= r.

Therefore, the set of closed ℓ2-balls {B2(g, r) : g ∈ G} covers the box [0, 2π)p, and

N
(
[0, 2π)p, ∥ · ∥2, r

)
≤ |G| = mp =

(⌈π√p
r

⌉)p
.

Lemma H.8 (Standard Dudley entropy integral ). Assume that all Fx1:n
⊂ Rn. Let Rn(F) be the

empirical Rademacher number of F on x1:n. We have:

Rn(F) ≤ inf
α≥0

(
4α+ 12

∫ ∞

α

√
logN2(ϵ,F , x1:n)

n
dϵ

)
Theorem H.9 (Width-independent multiclass margin bound for the sine MLP). Consider the two-
layer sine network with parameters θ = (W,V ) ∈ Rd×p × Rp×d, where the output matrix satisfies
∥V ∥∞ ≤ S1. Then for any γ > 0 and δ ∈ (0, 1), with probability at least 1− δ over the draw of the
training sample S, the following holds simultaneously for all such θ:

P(X,Y )∼D
[
hθ(X) ̸= Y

]
≤ R̂γ

(
sθ
)
+ Õ

(
S1

γ
· p√

n

)
+ Õ

(
1√
n

)
.

Proof. Because inputs are bag of words (x ∈ {0, 1, . . . ,m}p with ∥x∥1 = m), shifting any element
of W by 2πk (k ∈ Z) does not change sθ(x) = V sin(Wx). Hence without loss of generality, each
element of W may be reduced to modulo 2π to [−π, π) with no effect on the model output. This
periodic reduction is the core argument in the sine analysis.

Notice that gy := ψγ ◦ ϕy is 2
γ -Lipschitz w.r.t. ∥ · ∥∞ and gy ∈ [0, 1]. Applying Theorem H.3 with

G = Fγ := (x, y) 7→ gy(s
θ(x)) : θ and recalling 1argmax f ̸=y ≤ gy , we obtain

P
[
hθ(X) ̸= Y

]
≤ R̂γ(s

θ) + 2RS(Fγ) + 3

√
ln(2/δ)

2n
. (9)

ℓ∞ vector contraction. Let S := {sθ : θ = (W,V ), ∥V ∥∞ ≤ S1, W ∈ [−π, π)d×p} and denote
the coordinate classes

S|j :=
{
x 7→ v⊤j sin(Wx) : ∥vj∥1 ≤ S1, W ∈ [−π, π)d×p

}
.

For fixed S = (x(1), . . . , x(n)) and the Lipschitz maps φi ≡ gy(i) (each 2
γ -Lipschitz w.r.t. ∥ · ∥∞),

the ℓ∞ vector contraction inequality (Thm. 1 of (Foster & Rakhlin, 2019)) gives

RS(Fγ) ≤ C
2

γ

√
pmax

j∈[p]
RS(S|j) log

3
2+δ0

( β

maxj RS(S|j)

)
, (10)
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for any fixed δ0 > 0 and some C = C(δ0). Since sin(Wx) ∈ [−1, 1]d and ∥vj∥1 ≤ S1, we have

∥sθ(x)∥∞ ≤ S1, and thus β ≤ 1 + S1. (11)

Coordinate reduction via ℓ1-ℓ∞ duality. For any fixed S = (x(1), . . . , x(n)) and j ∈ [p],

nRS(S|j) = Eϵ sup
∥vj∥1≤S1

W∈Rd×p

n∑
i=1

ϵiv
⊤
j sin(Wx(i))

= Eϵ sup
∥vj∥1≤S1

W∈Rd×p

v⊤j

( n∑
i=1

ϵi sin(Wx(i))
)

≤ S1Eϵ sup
W∈Rd×p

∥∥∥ n∑
i=1

ϵi sin(Wx(i))
∥∥∥
∞

= S1Eϵ sup
w∈Rp

∣∣∣ n∑
i=1

ϵi sin(w
⊤x(i))

∣∣∣
= S1Eϵ sup

w∈Rp

n∑
i=1

ϵi sin(w
⊤x(i))

= S1Eϵ sup
w∈[−π,π)p

n∑
i=1

ϵi sin(w
⊤x(i))

= S1nRS(Fsin). (12)

Here we used sup∥a∥1≤S1
⟨a, b⟩ = S1∥b∥∞, and denoted the single-sine family

Fsin :=
{
x 7→ sin(w⊤x) : w ∈ [−π, π)p

}
.

Rademacher complexity of the single-sine family.

Endow Fsin with the empirical L2 metric

d(w,w′)2 :=
1

n

n∑
i=1

(
sin(w⊤x(i))− sin(w′⊤x(i))

)2
.

Notice that d(w,w′) ≤ 2 for all w,w′, so for any ε ∈ (2,∞), N2(ε,Fsin, x1:n) = 1.

For any i,∣∣sin(w⊤x(i))− sin(w′⊤x(i))
∣∣ ≤ |(w − w′)⊤x(i)| ≤ ∥w − w′∥2 ∥x(i)∥2 ≤ m ∥w − w′∥2

so if ∥w − w′∥2 ≤ ε/m then d(w,w′) ≤ ε. Consequently, for any ε ∈ (0, 2],

N2(ε,Fsin, x1:n) ≤ N
(
[−π, π)p, ∥ · ∥2, ε/m

)
≤
⌈πm√

p

ε

⌉p
, (13)

where we used Lemma H.7.

Applying the standard Dudley entropy integral with any α ∈ (0, 1] yields

RS(Fsin) ≤ 4α + 12

∫ 2

α

√
logN2(ε,Fsin, x1:n)

n
dε (14)

Let C := πm
√
p > 2. Then

⌈
πm

√
p

ε

⌉
≤ πm

√
p

ε + 1 ≤ 2πm
√
p

ε , for all ε ∈ (0, 2]. Thus

logN2(ε,Fsin, x1:n) ≤ log
(⌈πm√

p

ε

⌉p)
≤ p log

(
2πm

√
p

ε

)
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Hence for any α ∈ (0, 1],∫ 2

α

√
logN2(ε,Fsin, x1:n)

n
dε ≤

∫ 2

α

√
p

n
log

(
2πm

√
p

ε

)
dε ≤ (2− α)

√
p

n
log

(
2πm

√
p

α

)
Plugging this into equation 14 gives

RS(Fsin) ≤ 4α + 12(2− α)

√
p

n
log

(
2πm

√
p

α

)

Choosing α = 1
πmn

√
p ∈ (0, 1]. Then

log
(2πm√

p

α

)
= log

(
2πm

√
p · πmn√p

)
= log(2π2m2pn),

So

RS(Fsin) ≤ 4

πmn
√
p

+ 24

√
p

n

√
log (2π2m2pn) = Õ

(√
p

n

)
. (15)

Combining equation 12 and equation 15 we obtain, for every S,

max
j∈[p]

RS(S|j) ≤ S1RS(Fsin) = Õ

(
S1

√
p

n

)
. (16)

Fix δ0 = 1
2 , substituting equation 16 into equation 9 yields

P
[
hθ(X) ̸= Y

]
≤ R̂γ(s

θ) + Õ

(
S1

γ
· p√

n

)
+ Õ

(
1√
n

)
.

H.3 MARGIN BOUNDS FOR RELU MLP

Lemma H.10. Let Z ∈ Rp×n be the data matrix whose i-th column is zi =
∑m

k=1 esi,k ∈
{0, 1, . . . ,m}p. Let Njℓ =

∑n
i=1 1si,j=si,ℓ . Then ∥Z∥2F =

∑m
j=1

∑m
ℓ=1Njℓ.

Proof. Write Z =
∑m

j=1 Zj where Zj :=
(
es1,j , . . . , esn,j

)
∈ Rp×n. Then

∥Z∥2F =
〈 m∑

j=1

Zj ,

m∑
ℓ=1

Zℓ

〉
F
=

m∑
j=1

m∑
ℓ=1

tr(Z⊤
j Zℓ).

For r, c,

(Z⊤
j Zℓ)rc =

p∑
s=1

(Zj)sr(Zℓ)sc = (esr,j )
⊤esc,ℓ ,

so (Z⊤
j Zℓ)ii = (esi,j )

⊤esi,ℓ = 1si,j=si,ℓ . Hence

tr(Z⊤
j Zℓ) =

n∑
i=1

1{si,j = si,ℓ} = Njℓ,

and substituting yields ∥Z∥2F =
∑m

j=1

∑m
ℓ=1Njℓ.

Lemma H.11 (Hoeffding bound). Assume that for each i ∈ [n], the symbols (si,1, . . . , si,m) are
i.i.d. uniform on [p] := {1, . . . , p}, and that they are independent across i. Let zi =

∑m
k=1 esi,k ∈

Rp, Z = (z1, . . . , zn) ∈ Rp×n, and x(i) := zi. Then for any δ′ ∈ (0, 1), with probability at least
1− δ′,

n∑
i=1

∥x(i)∥22 ≤ nm

(
1 +

m− 1

p

)
+m(m− 1)

√
n log(1/δ′)

2
,
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and therefore

Q2(S) :=
(

1
n

n∑
i=1

∥x(i)∥22
)1/2

≤ Q2(m, p, n, δ
′) :=

[
m

(
1 +

m− 1

p

)
+m(m−1)

√
log(1/δ′)

2n

]1/2
.

Proof. For a fixed i, define

Yi :=

m∑
j,ℓ=1

1{si,j = si,ℓ}.

Note that zi =
∑m

k=1 esi,k has coordinates zi(c) =
∑m

k=1 1{si,k = c}, hence

∥zi∥22 =

p∑
c=1

zi(c)
2 =

p∑
c=1

( m∑
j=1

1{si,j = c}
)( m∑

ℓ=1

1{si,ℓ = c}
)
=

m∑
j,ℓ=1

1{si,j = si,ℓ} = Yi.

Therefore
∑n

i=1 ∥x(i)∥22 =
∑n

i=1 ∥zi∥22 =
∑n

i=1 Yi. Observe that

E[Yi] =
m∑
j=1

E1{si,j = si,j}+
m∑

j,ℓ=1
j ̸=ℓ

E1{si,j = si,ℓ} = m+m(m− 1) · P(si,1 = si,2).

Since si,1, si,2 are independent uniform on [p], P(si,1 = si,2) = 1/p, hence

E[Yi] = m
(
1 +

m− 1

p

)
, E

[ n∑
i=1

Yi

]
= nm

(
1 +

m− 1

p

)
.

Also notice that m ≤ Yi ≤ m2 and (Yi)
n
i=1 are independent, let Sn :=

∑n
i=1 Yi. Hoeffding’s

inequality for independent Yi ∈ [ai, bi] gives

P(Sn − ESn ≥ t) ≤ exp

(
− 2t2∑n

i=1(bi − ai)2

)
= exp

(
− 2t2

n (m2 −m)2

)
.

Set the right-hand side to δ′ and solve for t to get

t = (m2 −m)

√
n log(1/δ′)

2
= m(m− 1)

√
n log(1/δ′)

2
.

Therefore, with probability at least 1− δ′,
n∑

i=1

∥x(i)∥22 =

n∑
i=1

Yi ≤ nm
(
1 +

m− 1

p

)
+ m(m− 1)

√
n log(1/δ′)

2
.

Dividing by n and taking square roots yields the stated bound on Q2(S).

We now state and prove the width-independent multiclass margin bound for homogeneous activa-
tion. The main idea is to use ℓ∞ contraction to reduce the problem to the real output, and then utilize
a technical lemma from (Golowich et al., 2017). The core part of the proof is almost identical, and
is included only for completeness.
Lemma H.12 (Lemma 1 of (Golowich et al., 2017)). Let σ be a 1-Lipschitz, positive-homogeneous
activation function which is applied element-wise (such as the ReLU). Then for any class of vector-
valued functions F , and any convex and monotonically increasing function g : R → [0,∞),

Eϵ sup
f∈F,W :∥W∥F≤R

g

(∥∥∥∥∥
m∑
i=1

ϵiσ(Wf(xi))

∥∥∥∥∥
2

)
≤ 2 · Eϵ sup

f∈F
g

(
R ·

∥∥∥∥∥
m∑
i=1

ϵif(xi)

∥∥∥∥∥
2

)
.

Theorem H.13 (Width-independent multiclass margin bound for homogeneous activation). Assume
p > m and n > m2, n ≥ 17, and σ is a 1-Lipschitz, positive-homogeneous activation function. For
any γ > 0 and δ ∈ (0, 1), with probability at least 1− δ over the draw of the training sample S, the
following holds simultaneously for all θ = (W,V ) with ∥V ∥2 ≤ S2 and ∥W∥F ≤ B,

P(X,Y )∈D
[
hθ(X) ̸= Y

]
≤ R̂γ

(
sθ
)
+ Õ

(
S2B

γ

√
pm

n

)
+ Õ

(
1√
n

)
.

Here Õ(·) hides factors polylogarithmic in n and δ−1.
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Proof of Theorem H.13. The multiclass margin satisfies |ϕy(s)−ϕy(s′)| ≤ 2∥s−s′∥∞ for all s, s′,
hence gy := ψγ ◦ ϕy is 2

γ -Lipschitz w.r.t. ∥ · ∥∞ and |gy| ≤ 1.

ℓ∞-vector contraction. For a vector class S ⊂ {x 7→ s(x) ∈ Rp} and L-Lipschitz maps {φi}ni=1
w.r.t. ∥ · ∥∞, a standard ℓ∞ vector contraction inequality (see, e.g., Thm. 1 in (Foster & Rakhlin,
2019)) implies that for the fixed sample S = (x(1), . . . , x(n)),

RS(φ◦S) :=
1

n
Eε

[
sup
s∈S

n∑
i=1

εi φi(s(x
(i)))

]
≤ C L

√
p max

j∈[p]
RS(S|j) log

3
2+δ0

( β

maxj RS(S|j)

)
,

(17)
for any fixed δ0 > 0, with C = Cδ0 <∞. Here

RS(S|j) :=
1

n
Eε

[
sup
s∈S

n∑
i=1

εi sj(x
(i))

]
, β ≥ sup

θ
max

i

{
|φi(s

θ(x(i)))|, ∥sθ(x(i))∥∞
}
.

Let S = {sθ : ∥V ∥2 ≤ S2, ∥W∥F ≤ B} and S|j = {x 7→ v⊤j σ(Wx) : ∥V ∥2 ≤ S2, ∥W∥F ≤
B}, where vj ∈ Rd is the j-th row of V . Fix λ > 0, to be chosen later. For any fixed x1:n, the
Rademacher complexity can be upper bounded as

nRS(S|j) = Eϵ sup
∥V ∥2≤S2

∥W∥F≤B

n∑
i=1

ϵi v
⊤
j σ
(
Wx(i)

)

≤ Eϵ sup
∥vj∥2≤S2

∥W∥F≤B

n∑
i=1

ϵi v
⊤
j σ
(
Wx(i)

)
(Cauchy–Schwarz)

≤ 1

λ
logEϵ sup

∥vj∥2≤S2

∥W∥F≤B

exp

(
λ

n∑
i=1

ϵi v
⊤
j σ
(
Wx(i)

))

≤ 1

λ
logEϵ sup

∥vj∥2≤S2

∥W∥F≤B

exp

(
∥vj∥2 · λ

∥∥∥∥∥
n∑

i=1

ϵi σ
(
Wx(i)

)∥∥∥∥∥
2

)

≤ 1

λ
logEϵ sup

∥W∥F≤B

exp

(
S2 · λ

∥∥∥∥∥
n∑

i=1

ϵi σ
(
Wx(i)

)∥∥∥∥∥
2

)
.

Applying Lemma H.12 with the given 1-Lipschitz, positive-homogeneous σ, F = {f : f(x) = x}
(identity class), and g(t) = exp(S2λt), we obtain

1

λ
logEϵ sup

∥W∥F≤B

exp

(
S2 · λ

∥∥∥∥∥
n∑

i=1

ϵiσ
(
Wx(i)

)∥∥∥∥∥
2

)
≤ 1

λ
log

(
2Eϵ exp

(
S2 · λB

∥∥∥∥∥
n∑

i=1

ϵix
(i)

∥∥∥∥∥
2

))
.

Denote M = S2B, and define the random variable (as a function of ϵ = (ϵ1, . . . , ϵn)):

Z = M ·

∥∥∥∥∥
n∑

i=1

ϵix
(i)

∥∥∥∥∥
2

.

Then
1

λ
log (2Eϵ exp(λZ)) =

log 2

λ
+

1

λ
log (Eϵ exp (λ(Z − EZ))) + EZ.

By Jensen’s inequality,

EZ ≤ M

√√√√√Eϵ

∥∥∥∥∥
n∑

i=1

ϵix(i)

∥∥∥∥∥
2

2

 =M

√√√√√Eϵ

 m∑
i,i′=1

ϵiϵi′x⊤i xi′

 = M

√√√√ n∑
i=1

∥x(i)∥22.

Moreover, Z satisfies a bounded-difference condition

Z(ϵ1, . . . , ϵi, . . . , ϵn)− Z(ϵ1, . . . ,−ϵi, . . . , ϵn) ≤ 2M∥x(i)∥2,
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and hence is sub-Gaussian with variance factor v =M2
∑n

i=1 ∥x(i)∥22, yielding

1

λ
log (Eϵ expλ(Z − EZ)) ≤ λM2

2

n∑
i=1

∥x(i)∥22.

Choosing λ =
√
2 log 2

M
√∑n

i=1 ∥x(i)∥2
2

gives

1

λ
log (2 · Eϵ exp(λZ)) ≤ M

(√
2 log 2 + 1

)√√√√ n∑
i=1

∥x(i)∥22.

Therefore,

RS(S|j) ≤ S2B
(√

2 log 2 + 1
) 1√

n

√√√√ 1

n

n∑
i=1

∥x(i)∥22 . (18)

Controlling maxj RS(S|j) and the log term. Define the “good” subset

Xn
good(δ

′) :=
{
x1:n ∈ Xn : 1

n

n∑
i=1

∥x(i)∥22 ≤ Q2(m, p, n, δ
′)2
}
.

By Lemma H.11, with probability ≥ 1− δ′ the realized sample satisfies x1:n ∈ Xn
good(δ

′). On this
event, equation 18 yields

0 ≤ max
j∈[p]

RS(S|j) ≤ S2B
(√

2 log 2 + 1
) 1√

n
Q2(m, p, n, δ

′). (19)

Furthermore, for any θ and x, ∥sθ(x)∥∞ ≤ ∥V ∥2 ∥σ(Wx)∥2 ≤ S2B∥x∥2, and since here x ∈
{0, 1, . . . ,m}p with ∥x∥1 = m, we have ∥x∥2 ≤ m. Thus we may take the simple, deterministic
bound

β ≤ 1 + S2Bm.

To upper bound the logarithm in equation 17 more conveniently, also define

b := 1 + S2B
√
nQ2(m, p, n, δ

′) ,

so that β ≤ b and hence log(β/t) ≤ log(b/t) for all t > 0.

Applying equation 17 with L = 2/γ and using equation 19, we obtain on the event of Lemma H.11

RS(Fγ) ≤ C
2

γ

√
p max

j∈[p]
RS(S|j) log

3
2+δ0

( β

maxj RS(S|j)

)
≤ C

2

γ

√
p max

j∈[p]
RS(S|j) log

3
2+δ0

( b

maxj RS(S|j)

)
.

Let
h(t) = t log a

(b
t

)
, a := 3

2 + δ0 >
3
2 .

Substituting δ0 = 0.5 gives a = 2. From equation 19, with t := maxj RS(S|j) we have

t ≤
√
2 log 2 + 1√

n
S2BQ2(m, p, n, δ

′) =

√
2 log 2 + 1

n

(
b− 1

)
≤

√
2 log 2 + 1

n
b.

Since n ≥ 17 ≥ e2(
√
2 log 2 + 1), we have t ≤ b e−2; on [0, be−2] the function h is increasing,

hence

h(t) ≤ h
(√

2 log 2+1
n b

)
=

√
2 log 2 + 1

n
b log2

( b

b(
√
2 log 2 + 1)/n

)
=

√
2 log 2 + 1

n
b log2

( n√
2 log 2 + 1

)
.

Therefore, for some absolute C ′ > 0,

RS(Fγ) ≤ C ′ 1

γ

√
p

n
S2B Q2(m, p, n, δ

′) log2
( n√

2 log 2 + 1

)
. (20)
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Final bound. By Lemma H.11, with probability at least 1− δ′,

Q2(m, p, n, δ
′)2 = m

(
1 +

m− 1

p

)
+m(m− 1)

√
log(1/δ′)

2n
≤ 2m+m

√
log(1/δ′),

where we used p > m and n > m2. Hence Q2(m, p, n, δ
′) = Õ(

√
m). Since

1
n

∑n
i=1 ψγ(ϕy(i)(sθ(x(i)))) ≤ R̂γ(s

θ), combining equation 8 and equation 20, and taking a union
bound with the choice δ′ = δ/2 while applying Corollary H.4 with confidence parameter δ/2, yields
the stated result with overall probability at least 1− δ.

Remark H.14 (Data-dependent specialization). The bound is width-independent and depends on the
sample only through Q2(S). In our setup, x ∈ {0, 1, . . . ,m}p with ∥x∥1 = m; thus ∥x∥2 ≤ m, so
β ≤ 1 + S2Bm deterministically. We further used distributional assumptions on s1:m (e.g., i.i.d.
uniform over [p]) only to obtain sharper high-probability bounds on Q2(S).

We are now able to prove theorems in Section6:

Proof of Theorem 6.2. The proof consists of showing all networks with small training error and
small normalized margin generalize, and at least one such network exist.

In Theorem H.9, set γ = γθ(Dtrain), then the empirical γ-margin error is

R̂γ

(
sθ
)
=

1

n

n∑
i=1

1

[
f(xi)yi

≤ γ +max
j ̸=yi

f(xi)j

]
= 0.

Notice that γθ = γθ(Dtrain)
∥V ∥1,∞

, by Theorem H.9,

P(X,Y )∈D
[
hθ(X) ̸= Y

]
≤ Õ

(
1

γθ
p

√
1

n

)
+ Õ

(
1√
n

)
≤ Õ

(
p

√
1

n

)
+ Õ

(
1√
n

)
= Õ

(
p

√
1

n

)
.

When 2p ≤ d, Section F.1.2 gives a network whose normalized margin is

γθ =
γθ(Dtrain)

∥V ∥1,∞
≥ p

2p
=

1

2
= Ω(1).

Proof of Theorem 6.3. In Theorem H.13, set γ = γθ(Dtrain). Then the empirical γ-margin error is
zero,

R̂γ

(
sθ
)
=

1

n

n∑
i=1

1

[
f(xi)yi ≤ γ +max

j ̸=yi

f(xi)j

]
= 0,

and Theorem H.13 gives

P(X,Y )∈D
[
hθ(X) ̸= Y

]
≤ Õ

(
1

γθ

√
pm

n

)
+ Õ

(
1√
n

)
.

Apply Theorem F.6 with τ = 0.1, which yields a margin γ(x) ≥ 0.6p on X and width d ≤ pCm,
where

Cm = 13m 2m
(
m
√
10em

(
1 + 2em

)m−1
2 + 2

)
.

Using (1 + 2em)(m−1)/2 ≤ (2em)(m−1)/2e1/(4e), we obtain

Cm ≤ 26
√
5 e

1
4e m

m
2 +2 (

√
8e)m ≤ 64m

m
2 +2 (4.67)m.

Thus the width condition in the statement d ≥ 64 pm
m
2 +2(4.67)m is sufficient for d ≥ pCm.

From equation 3–equation 4 in Theorem F.6,

∥W∥F ≤ 2

m
p
√
Cm, ∥V ∥2 ≤

√
2p
√
Cm

(m+ 1
2 )m

2m

m! 2m
.
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Write

Km := Cm

(m+ 1
2 )m

2m

m! 2m
.

Using Stirling’s lower bound m! ≥
√
2πm (m/e)m and the same (1 + 2em) bound as above gives

the clean upper bound

Km ≤ 39
√
5 e1/(4e)√
4πe

m1.5m+2.5 (
√
2 e3/2)m ≤ 17m1.5m+2.5 (6.34)m.

Consequently,
∥V ∥2∥W∥F ≤ 2

√
2 p

√
pKm,

and

γθ =
γθ(Dtrain)

∥V ∥2∥W∥F
≥ 0.6 p

2
√
2 p

√
pKm

=
0.3√
2
· 1

Km
√
p
= Ω

(
1
√
p
· 1

m1.5m+2.5 (6.34)m

)
.
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