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Abstract

The summarization capabilities of pretrained
and large language models (LLMs) have been
widely validated in general areas, but their use
in scientific corpus, which involves complex
sentences and specialized knowledge, has been
less assessed. This paper presents conceptual
and experimental analyses of scientific sum-
marization, highlighting the inadequacies of
traditional evaluation methods, such as n-gram,
embedding comparison, and QA, particularly
in providing explanations, grasping scientific
concepts, or identifying key content. Subse-
quently, we introduce the Facet-aware Metric
(FM), employing LL.Ms for advanced seman-
tic matching to evaluate summaries based on
different aspects. This facet-aware approach
offers a thorough evaluation of abstracts by
decomposing the evaluation task into simpler
subtasks. Recognizing the absence of an eval-
uation benchmark in this domain, we curate a
Facet-based scientific summarization Dataset
(FD) with facet-level annotations. Our findings
confirm that FM offers a more logical approach
to evaluating scientific summaries. In addition,
fine-tuned smaller models can compete with
LLMs in scientific contexts, while LLMs have
limitations in learning from in-context infor-
mation in scientific domains. This suggests an
area for future enhancement of LLMs'.

1 Introduction

Scientific summarization aims to distill the primary
content of scientific papers into brief abstracts, of-
ten structured around background, method, results,
and conclusion (Wang et al., 2023). Given the
specialized nature and critical need for accurately
representing scientific findings, numerous summa-
rization datasets spanning from medicine to com-
puter science have been presented (Cohan et al.,

'https://anonymous.4open.science/r/
Scholar_eval-C8AC/. Data and code will be released
in camera ready version.

§5.1 Comparing Summarization Systems:

e Larger is not always better: finetuned smaller models
rival LLMs in scientific contexts.

o GPT-3.5 tends to produce text that is easier to understand
but often misses critical scientific statistics.

§5.2 Comparing Evaluation Metrics:

e Existing evaluation metrics show a moderate correla-
tion with human scores and a high inter-correlation with
ROUGE scores, emphasizing n-gram overlap.

e Our decomposed evaluation paradigm simplifies and
excels, moving beyond mere n-gram calculation.

o LL.Ms have limitations in learning from in-context infor-
mation in the scientific domain.

e Decomposition is beneficial for both evaluating and
understanding abstracts.

Table 1: Summary of the key findings in our work.

2018), accompanied by models with dedicated ar-
chitectures (An et al., 2021; Zhang et al., 2022; Koh
et al., 2022). However, the assessment of scientific
summarization is less studied and often depends on
traditional text generation metrics (e.g., ROUGE,
BERTScore), despite its unique requirements. A
scientific summary must be assessed for its compre-
hensibility and accuracy in reflecting the paper’s
core content, to save readers time and prevent mis-
understanding or misleading information.

Our analysis reveals that single-score methods
like ROUGE (Lin, 2004) and BERTScore (Zhang
et al., 2020) mainly focus on word-level compar-
isons between the reference and generated sum-
mary, overlooking the subtleties of semantic under-
standing and lacking interpretable reasoning. QA-
based and verification methods, such as QuestE-
val (Scialom et al., 2021) and ACU (Liu et al.,
2023a), compare the generation with reference by
sampling limited units from the continuous seman-
tic space, limiting their ability to conduct a thor-
ough assessment. For example, reference may not
fully cover all the correct information, and units
sampled outside the reference but within the se-
mantic space do not necessarily indicate inaccu-
racy (evaluation bias in Fig. 1(b)). In another sce-
nario (sample bias in Fig. 1(b)), errors might go
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Figure 1: (a) Single score methods like ROUGE and BERTScore lack explainability. (b) Verification methods like
ACU show evaluation bias against correct non-reference claims and sample bias in semantic coverage. (c) FM
metric employs LLMs for broader semantic matching and splits evaluation into clear and consistent facets. The
abstract semantic space denotes all the semantics that can be found or inferred from the reference.

unnoticed if no samples are taken from outside the
semantic space for evaluation.

In this paper, we address the above challenges
by introducing a novel Facet-aware Metric (FM),
which leverages LLMs’ broad knowledge base and
sophisticated semantic matching abilities for eval-
uating scientific summary. Inspired by the struc-
tured abstract format (Sollaci and Pereira, 2004),
we partition the abstract into four distinct sections:
background, method, result, and conclusion, and
then compare the generated abstract with the orig-
inal across each of these segments, as shown in
Fig. 1(c). The benefits of our metric are threefold:
1) It performs continuous semantic matching in-
stead of breaking the semantics into discrete points,
mitigating the two biases previously introduced. 2)
It emphasizes the role of each segment, enabling a
clearer understanding of the paper’s core concepts
and finer-grained explanation (Fok et al., 2023). 3)
Breaking down the evaluation into more specific
criteria reduces the complexity of the task and mini-
mizes inconsistencies among different annotations.

To showcase the effectiveness of FM and foster
further research into evaluation methods for scien-
tific summarization, we created FD, a benchmark
designed to facilitate the comparison of different
evaluation metrics. FD comprises 500 abstracts
generated for 100 papers across various domains
from PubMed and arXiv. The quality of these ab-
stracts, produced by different models, exhibits a
wide range of deficiencies. Human annotations
were meticulously constructed to identify and high-
light their issues across different aspects. We con-
sider this benchmark a significant contribution to
the advancement of evaluation methods for scien-
tific summarization.

Upon a thorough quality analysis of abstracts
in FD using existing metrics, we observed con-
sistent discrepancies between existing automated
metrics and human evaluations. In contrast, our FM
metric provides profound interpretability at both
the granular and overall summary levels, aligning
closely with human evaluations. Lastly, our re-
search uncovers insightful findings shown in Tab. 1,
highlighting directions for enhancing the scientific
summarizaion performance.

2 Related Work

Summarization on Scholar Papers. Automatic
summarization for scientific papers has been stud-
ied for decades, with earlier research emphasizing
document content and favoring extractive meth-
ods (Cohan and Goharian, 2018; Xiao and Carenini,
2019). Recently, abstractive models have demon-
strated enhanced effectiveness in summarizing
scholarly texts. Specifically addressing the chal-
lenges of summarizing long documents, BigBird
(Zaheer et al., 2020), employs a sparse attention
mechanism that effectively reduces the quadratic
dependency to linear for longer sequences. Fur-
thermore, LongT5 (Guo et al., 2022) incorporates
attention mechanisms suited for long inputs and in-
tegrates pre-training strategies from summarization
into the scalable TS architecture. More recently,
LLMs such as Llama (Touvron et al., 2023) have
also achieved notable performance in this domain.

Automatic Evaluation Metrics. To evaluate the
performance of summarization models, numerous
metrics have been proposed to compare the gener-
ated summary against the ground truth reference.
Earlier metrics such as ROUGE (Lin, 2004), ME-
TEOR (Banerjee and Lavie, 2005), and SERA (Co-



han and Goharian, 2016) primarily utilized over-
lapping n-gram calculations. With advancements
in pretrained language models, embedding-based
metrics like BERTScore (Zhang et al., 2020) and
BARTSCORE (Yuan et al., 2021) emerged, which
are based on vector calculations but lack intuitive
explanations. Later, Scialom et al. (2021); Krys-
cinski et al. (2020); Fabbri et al. (2022); Tam et al.
(2022) introduce aspect-aware metrics, predomi-
nantly focusing on faithfulness through a question-
answering paradigm. Most recently, Liu et al.
(2023b) propose to extract units from one text and
subsequently verify it against another. However,
this metric struggles in the scholarly domain, pos-
sibly due to the difficulty of extracting semantic
units from complex academic texts.

Human Evaluation Paradigm. To assess auto-
matic evaluation metrics, it is essential to compare
them against human evaluation scores. Traditional
human evaluation methods involve assigning an
overall faithfulness or consistency score to the gen-
erated summary (Gao et al., 2019; Fabbri et al.,
2021), or utilizing pairwise comparisons (Chen
et al., 2018). Recent studies aim to provide a more
nuanced assessment of progress in summarization
models and metrics. Some important efforts focus
on general domain (Bhandari et al., 2020; Liu et al.,
2023a), which annotates summaries according to
semantic content units, a semantic unit motivated
by LitePyramid protocols (Shapira et al., 2019).
However, our experiments reveal that dissecting
information in the scholarly corpus is challenging
due to its dense content and often more intricate
grammar compared to the general domain.

3 Facet-based Evaluation Metric

3.1 Rethinking on Existing Metrics

Single-Score Metric. Traditional metrics, ROUGE
and BERTScore, are central in evaluating NLP-
generated texts. ROUGE emphasizes recall by an-
alyzing n-gram overlaps between reference and
generated summaries, while BERTScore measures
pairwise word-level similarity using representa-
tions computed by pre-trained language models
RoBERTa (Liu et al., 2019). However, these met-
rics fail to capture the continuous semantic mean-
ing of text, instead reducing it to word-level com-
parisons. Furthermore, they only yield single
scores without providing details on attributes, such
as where and why errors occur, reducing their trust-
worthiness and reliability.

Question-answering based Metric. Recent explain-
able evaluation metrics, like QuestEval (Scialom
et al., 2021), use question-answering paradigms to
assess the accuracy of generated summaries. These
methods focus on entities and nouns as answers,
formulating questions to compare answers derived
from both the reference and the generated sum-
mary. While this method has a relatively higher
correlation with human evaluations, we summarize
its limitations as follows.

Firstly, relying solely on a limited set of QA pairs
for evaluation risks sample bias. This is because
the meaning of a text is not merely a compilation
of isolated facts or data points. Rather, it is an inter-
connected continuum, where ideas, concepts, and
nuances interweave. A limited number of samples
might not fully capture this continuum of meaning.
Moreover, discrepancies in answers to a question
between the reference and generated summaries
do not necessarily indicate that the generated sum-
mary is incorrect, which we name as evaluation
bias. For example, as illustrated in Fig. 2, the
generated content fails to directly answer the ques-
tion and highlight that “Vitamin D deficiency is a
common worldwide problem”. However, the gen-
eration also notes the importance of Vitamin D,
thereby providing a relevant and informative back-
ground introduction. Nevertheless, according to
the QA rule, this would be erroneously labeled as
unfaithful content.

Claim Verification based Metric. In a related line
of work, the evaluation of summaries is conducted
by verifying their claims. For instance, Krysciriski
et al. (2020) extract specific spans from the refer-
ence text to assess their consistency with the gen-
erated content. Building on this, Liu et al. (2023b)
introduce ACU, a method that replaces spans with
atomic content units, as they find that using smaller
annotation units improves annotation consistency.
This technique addresses the previous challenge of
formulating appropriate questions for examination.

Yet, the two previous biases still exist. First,
comprehensively covering all points in a sentence,
especially in scientific texts characterized by com-
plex structures and specialized terminology, is
challenging. For instance, consider the refer-
ence in Fig. 2, which includes intricate concepts
such as “VitD”, “Zinc”, “25-hydroxy”, and “car-
diometabolic”, along with their relationships. Such
sentences present a more complicated scenario for
segmentation, particularly when compared to the



Reference abstract

Generated abstract

Vitamin D (VitD) deficiency is a common worldwide problem. Some previous studies
have shown that both Zinc (Zn) and VitD deficiency are prevalent in Iran. This study
aimed to assess the relationship of serum Zn and vitamin D levels in a nationally
representative sample of Iranian children and adolescents.

This case-control study was conducted as a sub-study of a school-based surveillance
program entitled “the CASPIAN-III Study”...

The mean age was not significantly different in participants with and without
hypovitaminosis D (14.74+2.52 vs. 14.74+2.66 years, respectively, p>0.05). The
mean 25(0OH) D level was 6.34+1.47ng/ml in the group with hypovitaminosis D and
39.27+6.42ng/ml in controls...

We found significant associations between low serum concentrations of zinc and
25(0OH) D. Food fortification or mineral supplementation should be considered in

(\/itamin D and zinc are important elements in the body. Zinc
is one of the most important elements after iron, and its
deficiencies may cause serious complications. This study
aimed to assess whether serum zinc and 25-hydroxy Vitamin
\D (25(OH))D levels in adolescents are associated.

The serum meansd level of 25(oh)d was 6.34+1.47ng / mlin
the group with hypovitaminosis d and 39.27+6.42ng / mlin
the control group (p<0.001). It found a statistically significant
association between serum zinc and vitamin D levels.

Hypervitaminosis-d was accompanied by low serum zinc level.
Further studies are needed to identify the factors influencing

vitamin d and zinc levels in schoolchildren.

future health programs.

Question: What is a common worldwide problem?
Reference-answer:
Vitamin D (VitD) deficiency

Method Output | Reasonable?

Generation-answer: (%) No!
Not answerable

QuestEval
Question: What did the study aim to assess?
Reference-answer: Generation-answer: Yes
Relationship of serum Zn and vitamin D Whether serum zinc and vitamin D are associated
ACU1: Vitamin D (VitD) deficiency is a common worldwide problem. Q No !
ACU ACU2: This study aimed to assess the relationship of serum Zn and vitamin D levels. Q Yes
ACU3: The mean 25(0H) D level was 6.34+1.47ng/ml. (/] No !
FM Background @ Yes Method €23 Yes Result @& Yes Conclusion €3 Yes

Figure 2: An evaluation case study on PubMed dataset. QuestEval and ACU require precise alignment between the
reference and generated text, which is often unachievable in real-world scenarios. The semantic segment under
scrutiny may not cover the entire semantics of the text either. Conversely, our FM metric enables holistic semantic
evaluation without segmentation and eases the process by semantic matching across different facets.

simpler and more straightforward structures in gen-
eral domains like news. Secondly, various methods
exist to convey similar meanings; however, examin-
ing at the unit level necessitates precise alignment,
which is not always feasible in practical scenarios.
Thirdly, the accuracy of a unit is context-dependent.
For instance, consider the ACU3 in Fig. 2. Without
knowing the group being examined, it’s uncertain
whether the claim holds true.

We also tried the recent TIGERSCORE (Jiang
et al., 2023), which is designed to generate evalu-
ation scores with explanations in a sequence-to-
sequence approach. Unfortunately, this model
struggles to produce fluent sentences and fails to
yield scores on scholar corpus. This limitation
likely stems from its heavy reliance on its training
corpus, which does not include scholarly texts.
Domain Specific Metrics. To meet the specialized
needs of medical reviews, distinct strategies have
been proposed. For example, Huang et al. (2006)
propose a PIO framework, which classifies system-
atic reviews based on three aspects: Population,
Intervention, and Outcome. Based on this concept,
Delta was presented by Wallace et al. (2021) and
later refined by DeYoung et al. (2021). This method
calculates the probability distributions of evidence
direction for all 1&O pairs in both the target and

generated summaries. The final score is derived by
applying the Jensen-Shannon Divergence to com-
pare these distributions for each 1&O pair, where a
lower score indicates a closer alignment with the
target summary. However, abstracts of scientific
papers can span various domains, and the PIO com-
ponents are exclusive to medical reviews.

3.2 Facet-based Evaluation Paradigm

Given the aforementioned challenges, we propose
a facet-aware evaluation paradigm tailored to the
unique attributes of scientific abstracts. Building
on the foundational work of (Dernoncourt and Lee,
2017) and (Jin and Szolovits, 2018), which cate-
gorized abstract sentences into groups like Back-
ground, Method, Result, and Conclusion, we clas-
sify abstract content into distinct facets, forming
the BMRC set. Specifically, ‘Background’ includes
the introductory background and objectives of the
work, ‘Method’ details the experimental methods
and comparisons, ‘Result’ covers experimental ob-
servations and data analysis, and ‘Conclusion’ en-
compasses the drawn conclusions, including any
limitations or future perspectives of the work. We
reviewed papers on PubMed and arXiv, and found
that paper abstracts within the fields of biomedical
sciences, physics, and computer science generally



follow the BMRC structure. We are also aware
that not all abstracts adhere to the BMRC struc-
ture. For example, a survey paper may not include
a method section. In such cases, we remove the
corresponding aspect in the evaluation.

For a quantitative assessment of the alignment
between the reference (Inputl) and generated ab-
stracts (Input2), they are compared on the Back-
ground and Conclusion facets based on the follow-
ing rating rules:

~

- 3: Input2 is generally consistent with Inputl.
- 2: Inputl is not mentioned in Input2.

- 1: Input2 contradicts Inputl, or Input2 lacks
relevant content in this aspect.

\

Take the background shown in Fig. 2 for example,
both the reference and generated text emphasize
the importance of Vitamin D and Zn in the hu-
man body. Consequently, the generated summary
receives a score of 3 regarding background. In con-
trast, the generated conclusion inaccurately claims
‘hypervitaminosis-d is accompanied by low zinc
level’, whereas it should state ‘hypovitaminosis’.
This error resulted in a lower score of 1.
The rating rule for evaluating Method/Result is:

e N

- 4: Input2 generally includes Inputl’s informa-
tion, or omits minor details from Inputl.

- 3: Input2 generally includes Inputl’s informa-
tion, but omits a part of the key information
from Inputl.

- 2: Input2 is not empty, but it does not mention
any key information in Inputl.

- 1: Input2 contradicts Inputl, or Input2 lacks
relevant content in this aspect.

Here, ‘key information’ comprises the essen-
tial elements crucial for understanding the core
message of Inputl, while ‘minor details’ are less
critical supplementary elements whose omission
doesn’t significantly alter the overall understanding.
Take the case in Fig. 2 for example, the generated
result section indicates a correlation between Zn
and Vitamin D, but it omits whether this relation-
ship is positive or negative. This leads to a score
of 3, as the direction of the relationship (positive)
is vital for fully understanding the conclusions of
the study. We use a 3-point scale for general back-
ground and conclusion sections and a 4-point scale
for detailed method and results sections to capture
nuances. We are aware that different abstracts may
highlight various key information. Here we regard

the paper’s abstract as ground truth following other
evaluation works (Liu et al., 2023a), leaving multi-
reference evaluation to future research.

Based on the rating score of each aspect, the
overall score of a generated abstract is as follows,
with the weight of each aspect as introduced in
detail in §4.2.

s = (Zle score; /scale; x weight;)/4. (1)

We will construct a human annotation benchmark
dataset following this paradigm in §4.

3.3 LLM-based Facet-aware Evaluation

Given the proficiency of LLMs in text comprehen-
sion, we can utilize them to automatically assign
facet-aware scores following our facet-based evalu-
ation paradigm. Due to the intricacies of compre-
hending scholarly corpora and to simplify the task,
we divide the assessment into two sub-tasks: first,
LLM extracts facet-aware segments from both ref-
erence and generated abstracts. Next, the segments
are compared using LL.Ms, guided by prompts in
§4, and a weighted sum is applied to calculate the
final score as in Eq. 1. Compared to prior evalua-
tion metrics, our evaluation paradigm offers both
transparency and insight into the scores produced,
while also considering various facets of an abstract,
reflecting its role in the user’s reading experience.

We utilize GPT-3.5, GPT-4, and Llama?2 as the
foundational LLLM for our tasks, denoted as FM
(backbone_name). We also compare with other
variations such as:
FM (backbone w/ few): We keep the decomposi-
tion step but add random few-shot examples, to
see the contribution of in-context learning. The
examples can be found in Appendix A.1.
Vanilla backbone: The LLM is directly fed with
rating instructions ‘Rate the alignment between the
two inputs on a scale from I (worst) to 4 (best)’,
bypassing the decomposition process.

We will show the effectiveness of LLM based
on our FM paradigm in §5.2.

4 Facet-based Evaluation Benchmark

To the best of our knowledge, there is currently
no evaluation benchmark for the scientific paper
summarization domain. Based on our proposed
facet-aware evaluation paradigm, we introduce a
facet-based evaluation dataset, which will be used
to assess automatic evaluation metrics.



Model ROUGE-L BERTScore  DELTA  QuestEval ACU FM(Llama2) FM(GPT-3.5) FM(GPT-4) Human

GPT-3.5 0.2109 (6) 0.8408 (2) 0.4512(2) 0.2333(6) 0.1799 (3)  0.7691(3) 0.6343 (4) 0.6623 (4)  0.6780 (4)
Llama2 0.2223 (4) 0.8408 (2) 0.4629 (1) 0.2678 (2) 0.1835(2)  0.8769(1) 0.7228 (1) 0.7120 (1)  0.7704 (1)
LongT5 0.2832 (1) 0.8534 (1) 0.4106(5) 0.2699 (1) 0.2161 (1)  0.7719(2) 0.6591 (2) 0.6818 (2) 0.7241 (2)
LongT5-block 0.2345(2) 0.8408 (2) 0.4113(4) 0.2496 (3) 0.1524(4)  0.7207(5) 0.6283 (5) 0.6628 (3)  0.6785 (3)
BigBird 0.2240 (3) 0.8317(6) 0.4432(3) 0.2376(5) 0.1405(5) 0.6186(6) 0.5947 (6) 0.5649 (6)  0.6186 (6)
BigBird-block 0.2127 (5) 0.8383(5) 0.3891(6) 0.2392(4) 0.1222(6)  0.7347(4) 0.6475 (3) 0.6167 (5)  0.6317 (5)

Table 2: Performance of various summarization systems in different metrics. Purple cells indicate the best result,
while yellow cells denote the second best. In general, the smaller pretrained LongT5 competes well with Llama2
across different metrics. Specifically, FM-based methods tend to favor Llama2, in contrast to existing metrics that
primarily rely on n-gram overlap calculations similar to ROUGE.

4.1 Summarization Systems

We construct our benchmark based on two datasets:
arXiv and PubMed. While arXiv predominantly
contains papers from fields such as physics, math-
ematics, and computer science, PubMed is cen-
tered around biomedical literature. We randomly
sampled 50 cases from arXiv for evaluation. For
PubMed, we utilize the test set produced by Kr-
ishna et al. (2023), comprising 50 cases.

For each paper in the arXiv dataset, we se-
lect the pretrained summarization model BART-
large (Lewis et al., 2020), and the recent state-of-
the-art model Factsum (Fonseca et al., 2022). Addi-
tionally, we incorporate abstracts generated by lead-
ing LLMs, specifically Llama2-70b (Touvron et al.,
2023), GPT-3.5 and GPT-3.5 w/ few-shot learning.
On each paper in the PubMed dataset, we utilize
pretrained models BigBird-PEGASUS-large (Za-
heer et al., 2020) and LongT5-large (Guo et al.,
2022) as recommended by (Krishna et al., 2023).
We also include the ‘block’ version of LongT5 and
BigBird that prevents 6-grams from being directly
copied from the source to reduce the extractiveness.
In total, our benchmark comprises 500 abstracts
generated by different summarization systems.

4.2 Human Evaluation Process

We have two annotators, who are PhDs with exper-
tise in both bioinformatics and computer science.
Together, they select cases to serve as in-context
examples for a few-shot learning setting. Subse-
quently, they independently annotated all cases,
evaluating pairs of (target, generated) summaries
from a paper based on four facets. Whenever there
were differences in their scores, the annotators en-
gaged in discussion to reach a consensus. This
annotation process also aligns with previous stud-
ies (Jin et al., 2019; Liu et al., 2023a). The inter-
annotator agreement, measured by Cohen’s Kappa
and agreement proportions for all four facets, is

Facet Classes K Agreement
Background 3 0.91 0.83
Method 4 0.78 0.69
Result 4 0.86 0.79
Conclusion 3 0.90 0.85

Table 3: Inter-annotator agreement between experts on
facets (Cohen’s « and proportion of agreement).

shown in Tab. 3. Notably, the method and result
facets showed lower agreement, consistent with
the expectation of their varied classification lev-
els. Overall, the agreement rates exceeded those in
previous datasets like ACU and medical literature
reviews (Wang et al., 2023). Furthermore, to assess
the relative importance of different facets in the ab-
stract and compute an overall score, an additional
annotation step was conducted. Here, one annota-
tor assigned overall scores to each summary. These
scores were used to derive the weights of individ-
ual components through linear fitting, resulting in
weights of [0.1,0.3,0.3,0.3] and a mean squared
error of 0.005, indicating a strong fit.

S Benchmark Analysis

5.1 Comparing Summarization Systems

In Tab. 2 we show the performance of the compared
summarization systems in different metrics on the
PubMed dataset. We do not include GPT-3.5’s with
few-shot learning, as it does not improve perfor-
mance. Similar results on arXiv and other details
are in Appendix B. Generally, GPT-3.5, Llama2,
and Long5 consistently achieve higher evaluation
scores across all metrics, showing their robustness
and adaptability in different domains. Specifically,
Llama2 shows the highest performance, similar
to the observation in the news domain (Kadous,
2023). This highlights the potential of applying
open-source LL.Ms as alternatives to closed LLMs
like those of OpenAl. The result also suggests



that finetuned smaller-scale models can rival the
performance of LLMs in scientific contexts. How-
ever, achieving such performance demands precise
model design, as seen in BigBird’s inferior perfor-
mance compared to LLMs.

We also present a statistical evaluation in Fig. 4.
Our findings indicate that while GPT-3.5 tends to
produce text that is easier to understand, it often
misses critical scientific statistics. As shown in
Fig. 4(a), it generates an extended background in
the abstract, but includes significantly fewer num-
bers in its text compared to other models, as seen
in Fig. 4(b). This is notable given the importance
of numerical data in scientific literature. Addition-
ally, GPT-3.5 favors the use of more commonly
used words, a trend that is evident in Fig. 4(c).
In addition to the overall evaluation, we detail
the human assessment in different facets in Ap-
pendix B. Case studies show that when the conclu-
sion diverges from standard background informa-
tion, GPT-3.5 tends to stick to conventional knowl-
edge rather than aligning with the provided conclu-
sion. Furthermore, our statistical analysis indicates
that 34.7% of weaker performances in PLM are
linked to fluency challenges in generating lengthier
text in final conclusions.

5.2 FM Metric Analysis

We next assess the evaluation metrics.

Benefits of Our FM. Firstly, our decomposed
evaluation paradigm simplifies the evaluation task
for LLMs, without requiring advanced reasoning
capabilities. As indicated in the blue box in Fig. 3,
our FM family metrics consistently exhibit a strong
correlation with human evaluations, reaching an
impressive correlation of up to 0.69. Conversely,
GPT-4 and Llama2 without employing the decom-
position strategy, fail to achieve a high correlation.
Additionally, to assess the first step’s support for
subsequent steps in §3.3, we conducted a human
evaluation detailed in Appendix A. For example,
we discovered that GPT-4 has a 92% accuracy rate,
demonstrating its high reliability and solid founda-
tion for subsequent procedures. We also show case
study in Fig. 11 in Appendix.

Secondly, the existing evaluation metrics show
a moderate correlation with human scores, as seen
in the gray box of Fig.3, with correlations below
0.4, and further confirmed by Tab.2. For example,
BERTScore’s similar ratings for different models
reveal its limited differentiation capability. Delta
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Figure 3: Spearman correlations among metrics within
our FM paradigm, LLM-based baseline (GPT-4), and
existing evaluation metrics (ROUGE-L, etc).

also faces challenges, particularly in transitioning
from medical reviews to paper summarization (see
Tab. 2). TIGERSCORE, not included in the ta-
ble, consistently fails to produce scores, highlight-
ing the need for robustness and generalizability in
embedding-based metrics, especially when applied
to specialized domains.

Thirdly, our approach offers a deeper semantic
analysis beyond mere n-gram overlaps. Traditional
metrics like BERTScore, QuestEval, and ACU
show a strong correlation with ROUGE-L (yellow
box in Fig. 3) and consistently favor LongT5 as the
top model (Tab. 2). This suggests that these metrics
rely on word sequence overlaps rather than over-
all understanding. In contrast, metrics following
our FM approach like FM (GPT-4), rank Llama2
higher, aligning closely with human evaluations.

LLM Analysis. Unlike traditional ap-
proaches that assess LLMs through direct question-
answering, our framework employs a meta-
evaluation method to examine LLMs’ evaluative
capabilities. Firstly our analysis reveals that few-
shot learning prompts fail to enhance the perfor-
mance of both GPT-3.5 and GPT-4. We assume
that this is because the limitation of LLMs lies in
lack of ability to learn scientific knowledge through
in-context learning. This hypothesis is further sup-
ported by observations that introducing few-shot
learning in the summarization process also fails to
improve performance. This suggests an area for
future enhancement of LLMs.

Comparison of QA and Verification based
Methods. When comparing verification-based met-
rics with question-answering-based metrics, we
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two annotation methods through bootstrap resampling.

find that the question-answering paradigm (QuestE-
val) significantly outperforms the former (ACU)
across two datasets, such as in Fig. 3. This sug-
gests that breaking semantic meanings into units is
challenging for language models, whereas answer-
ing concise questions with brief phrases and words
is more straightforward and effective.

6 Effectiveness of Decomposition
6.1 Decomposition in Summary Evaluation

In Fig. 3 we show that GPT-4 underperforms our
FM (GPT-4) by a large margin, demonstrating the
effectiveness of decomposition in automatic eval-
uation process. Furthermore, in Fig. 4(d), we pro-
vide a violin plot comparison of human evaluation
scores using decomposition and direct annotation
methods. These plots are generated through boot-
strap resampling, a robust method for assessing
score consistency over multiple evaluations (Kr-
ishna et al., 2023; Cohan and Goharian, 2016). The
decomposition method demonstrates a significant
advantage in producing reliable and consistent an-
notations, as evidenced by its considerably nar-
rower interquartile range (0.26 compared to 0.40).
It is also important to note that despite their
methodological differences, both the decomposi-
tion and direct annotation methods yield the same
relative ordering of systems. This consistency un-
derscores that the model scoring is not dependent
upon the specific method used; instead, it remains
consistent across different annotation strategies.
This further highlights that the metrics following
our paradigm are not just consistent with human
evaluation results within the same paradigm, but
correlated with the gold standard evaluation.

6.2 Decomposition in Summary Reading

Since we obtained the abstract with decomposition
markers, we are interested in exploring whether

this decomposition aids in the user’s reading pro-
cess. Concretely, we recruited six PhD participants
in reading papers sampled from the two datasets.
They skimmed a paper abstract and responded to
two multiple-choice questions. We tracked the time
taken to answer and the accuracy of the participants’
first responses. Rating interface can be found in
Fig. 10 in Appendix. Participants using our mark-
ers answered questions faster (average time p =
47.9s, standard deviation o = 20.8s) compared to a
standard document reader (¢ = 55.0s, o = 23.2s),
with the difference being statistically significant
(p < 0.05). Additionally, 4 out of 6 annotators
found that decomposition makes the task easier.
Notably, this time efficiency did not affect accuracy,
as there was no significant difference in accuracy
between decomposition (u= 0.82, o= 0.34) and
plain text reading (12 = 0.79, o =0.31). This demon-
strates decomposition on abstract is also beneficial
in reading processes (Sollaci and Pereira, 2004 ).

7 Conclusion

In this study, we analyze the shortcomings of cur-
rent summarization evaluation metrics in academic
texts, particularly in providing explanations, grasp-
ing scientific concepts, or identifying key content.
We then propose an automatic, decomposable, and
explainable evaluation metric, leveraging LLMs
for semantic matching assessments. We also in-
troduce the first benchmark dataset spanning two
scholarly domains. Our study highlights significant
gaps between automated metrics and human judg-
ment, with our metric aligning more closely with
the ground truth. We also uncovered numerous in-
sightful findings for summarization and evaluation
of scholar papers. Looking ahead, our future work
aims to explore multi-reference or reference-free
evaluation techniques in the scientific field.



Limitation

Our evaluation metrics rely on the presence of ref-
erence summaries, primarily due to the existence
of accurate and faithful abstracts for scientific pa-
pers. Nonetheless, our ultimate goal is to assess
summary quality without the need for references.
There are existing reference-free summarization
evaluation techniques (Gao et al., 2023), but the
performance of these metrics in scientific summa-
rization evaluation has yet to be studied, marking
an area for future research. Meanwhile, it’s worth
noting that a single paper could have several fitting
abstracts. While our evaluation criteria take into ac-
count the varied ways one might craft a competent
abstract, having a broader set of human-composed
abstracts as a benchmark would be advantageous.
Our approach is flexible enough to work with mul-
tiple references, and we plan to explore frequency
modulation using various sources in our future re-
search.

Ethical Consideration

The use of LLMs to evaluate summaries introduces
complex ethical considerations. These include the
potential for biases encoded within the model to
influence assessment outcomes, raising concerns
about fairness and equity. Privacy risks emerge
from the utilization of sensitive data in LLM train-
ing, with implications for consent and confiden-
tiality. Responsible implementation of LLM-based
evaluation requires proactive measures to address
biases, ensure transparency, obtain informed con-
sent, and mitigate potential harms. Thus, while
LLMs offer promising evaluation capabilities, eth-
ical safeguards must be prioritized to uphold fair-
ness, transparency, and respect for individual pri-
vacy and autonomy.
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A Facet-aware Metric

A.1 Prompts

In our facet-aware metric, we employ GPT-4 to
initially extract information of different aspects
within the abstract. The prompt we use is:

What is the background/method/result/conclus-
ion of this work? Extract the segment of
the input as the answer. Return the an-
swer in JSON format, where the key is back-
ground/method/result/conclusion.

If any category is not represented in the input,
its value should be left empty.

The evaluation prompt for different facets with
in-context samples are shown in Fig. 6 and Fig. 7.

A.2 Facet Information Extraction Evaluation

We conducted a human evaluation to assess GPT-
4’s performance in the facet information extraction
task as shown Fig. 5. Generally, GPT-4 exhibits
solid performance in extraction tasks, achieving
90% accuracy. However, it does make errors, such
as mixing different aspects, omitting certain as-
pects, and making up information that isn’t present
in the input. This issue of generating non-existent
information, often referred to as hallucination, is a
common phenomenon in LLMs. We are optimistic
about the development of more refined LLMs in
the future to address these challenges.

Correct
90.3%

Mixing Information
Omitting Aspects

. 0
: Making Up Information

Figure 5: Human evaluation of GPT-4’s facet informa-
tion extraction.

B Comparison of Summarization Systems
on arXiv

We show the performance of various summariza-
tion systems in different metrics on arXiv in Tab. 4,
and the Spearman correlations among metrics
within our FM paradigm and existing evaluation
metrics on arXiv in Fig. 8.



Model ROUGE-L BERTScore DELTA QuestEval ACU FM(GPT-3.5) FM(GPT-4) Human
GPT-3.5 0.2016 0.8339 0.2730 0.1302 0.0495 0.6301 0.6193 0.6556
Llama2 0.2327 0.8371 0.2792 0.1752 0.0000 0.6611 0.6952 0.7339
FactSum 0.3062 0.8661 0.3009 0.2125 0.1605 0.6578 0.6882 0.7002
BART-Large 0.2220 0.8493 0.2767 0.1479 0.0938 0.5960 0.5850 0.6370

Table 4: Performance of various summarization systems in different metrics on arXiv dataset. Bold indicates the
best result, while bold denote the second best. Generally, all metrics favor Llama2 and FactSum. Meanwhile,
metrics adopting our facet-aware paradigm, including FM(GPT-3.5), FM(GPT-4), and Human, deviate from the
existing baselines, often awarding higher scores to Llama2, providing a different perspective on model evaluation.

Using a less strict criterion, assess the alignment (1-3) between the two
inputs.

- 3: Input2 is generally consistent with Inputl.
- 2: Inputl is not mentioned in Input2.
- 1: Input2 contradicts Input1.

Only return the number.

Example 1:

Inputl: the use of 2-[18f]fluoro-2-deoxy - d - glucose ( [ 18f]fdg ) may help to
establish the antitumor activity of enzastaurin, a novel protein kinase c - beta
ii ( pkc-ii ) inhibitor , in mouse xenografts .

Input2: Imaging techniques, such as positron emission tomography (PET), are
important for diagnosing and monitoring cancer patients. The glucose
analogue 2-[F]fluoro-2-deoxy-D-glucose (FDG) is commonly used as a tracer
in PET imaging to assess tissue glucose utilization. FDG PET is widely used in
diagnosing various types of cancer, and it is being evaluated as a tool to
assess the effects of anticancer drugs. Enzastaurin is a novel compound that
inhibits protein kinase C-beta (PKC-), which has been implicated in tumor

Assess the alignment (1-4) between the two inputs.

- 4: Input2 generally covers the information present in Inputl, or
omits minor details from Input1.

- 3: Input2 omits important information from Inputl.

- 2: Inputl is not mentioned in Input2.

- 1: Input2 contradicts Inputl.

Only return the number.

Example 1:

Inputl: We analyzed the methylation status of protocadherin8 in
162 prostate cancer tissues and 47 benign prostatic hyperplasia
tissues using methylation-specific PCR (MSP). The patients with
prostate cancer were followed up for 15-60 months, and
biochemical recurrence was defined as the period between radical
prostatectomy and the measurement of 2 successive values of
serum PSA level 0.2 ng/ml.

Input2: the promoter methylation status of protocadherin8 in 162
prostate cancer tissues and 47 normal prostate tissues was
examined using methylation - specific pcr ( msp ) . subsequently,
the relationships between protocadherin8 methylation and
clinicopathological features of prostate cancer patients and
biochemical recurrence - free survival of patients were analyzed.
Number: 4

Example 2:

Inputl: the present study included 515 patients admitted to the
coronary care units or equivalent cardiology wards of the
participating hospitals between 2011 and 2012 in north punjab ,
pakistan . the analysis was focused on identifying the
socioeconomic status , lifestyle , family history of mi, and risk

growth. factors ( i.e. hypertension , diabetes , smoking , and

Number: 3 hyperlipidemia ) . a structured questionnaire was designed to
collect data . the lipid profile was recorded from the investigation

Example 2: chart of every patient . for statistical analysis , the kruskal wallis ,

Inputl: nissen fundoplication is an effective treatment of gastroesophageal
reflux in infants .\n laparoscopic procedures after previous laparotomy are
technically more challenging .\n the role of laparoscopic nissen
fundoplication after neonatal laparotomy for diseases unrelated to reflux is
poorly described.

Input2: The article discusses the complex nature of gastroesophageal reflux
in neonates and infants, which is often caused by a combination of

mann - whitney u, wilcoxon , and chi - square tests were used.
Input2: a population - based cross - sectional study was conducted
in six regions in north punjab ( urban and rural patients ). data
were collected using trained trained staff from the patients
admitted in coronary care units or equivalent cardiology hospitals
in the participating hospitals.

developmental and anatomical factors. Number: 3
Number: 2
Example 3:
Example 3: Inputl: hyperglycemia , commencing on the first dose of the

Inputl: [ 18f]fdg pet imaging technique does not correlate with standard
caliper assessments in xenografts to assess the antitumor activity of
enzastaurin .

Input2: These findings suggest that [18F]FDG PET imaging is a useful tool for
assessing the antitumor effects of novel compounds, such as enzastaurin, in
preclinical studies.

Number: 1

Figure 6: Few-shot prompt for background/conclusion
evaluation.

steroid given , persisted even after the discontinuation of steroids
and improvement of other signs . there were no signs of
pancreatitis or type 1 diabetes clinically in laboratory tests . her
blood glucose levels were regulated at first with insulin and later
with metformin . within 1 year of follow - up, still regulated with
oral antidiabetics , she has been diagnosed with type 2 diabetes .
Input2: The patient was treated with discontinuation of
carbamazepine, antihistaminic and systemic steroids, and her
hyperglycemia resolved with metformin treatment. The patient's
lung, skin, liver, and renal findings regressed, and a patch test with
carbamazepine was positive.

Number: 2

Example 4:

Inputl: hyperglycemia , commencing on the first dose of the
steroid given , persisted even after the discontinuation of steroids
and improvement of other signs . there were no signs of
pancreatitis or type 1 diabetes clinically in laboratory tests . within
1 year of follow - up, still regulated with oral antidiabetics , she
has been diagnosed with type 2 diabetes .

Input2: the patient recovered without any sequelae.

Number: 1

Figure 7: Few-shot prompt for method/result evaluation.
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Complete bone marrow infiltration with profound pancytopenia is very uncommon
in breast cancer. Bone marrow metastasis can frequently occur following
development of metastatic breast cancer. However, bone marrow failure as the
herald of this disease is not typically seen. Very limited data exists as to the safest
and most efficacious manner to treat patients with profound pancytopenia due to
metastatic solid tumor involvement. In this case, the patient’s thrombocytopenia
was particularly worrisome, requiring daily platelet transfusions. There was also
concern that cytotoxic chemotherapy would exacerbate the patient’s
thrombocytopenia and increase bleeding risk. The patient’s dramatic response to
chemotherapy with full platelet recovery is also highly unusual. For our patient,
continuous doxorubicin successfully “unpacked” the bone marrow despite a low
baseline platelet level, and without increasing the need for more frequent platelet
transfusion or risk of catastrophic bleeding. Given the rarity of this presentation, it
is currently unknown if the majority of similar patients experience near full
recovery of hematopoietic function after initiation of appropriate systemic
treatment for metastatic disease.

Evaluating multi-document summarization (MDS) quality is difficult. This is
especially true in the case of MDS for biomedical literature reviews, where models
must synthesize contradicting evidence reported across different documents. Prior
work has shown that rather than performing the task, models may exploit
shortcuts that are difficult to detect using stan- dard n-gram similarity metrics such
as ROUGE. Better automated evaluation metrics are needed, but few resources
exist to assess metrics when they are proposed. Therefore, we introduce a dataset
of human-assessed summary quality facets and pairwise preferences to encourage
and support the development of better auto- mated evaluation methods for
literature review MDS. We take advantage of community sub- missions to the
Multi-document Summarization for Literature Review (MSLR) shared task to
compile a diverse and representative sam- ple of generated summaries. We
analyze how automated summarization evaluation metrics correlate with lexical
features of generated summaries, to other automated metrics including several we
propose in this work, and to aspects of human-assessed summary quality. We find
that not only do automated metrics fail to cap- ture aspects of quality as assessed
by humans, in many cases the system rankings produced by these metrics are anti-
correlated with rankings according to human annotators.

Figure 10: Highlight visualization for reading sum-
maries during the question-answering task.

Generation Reference Score & Error
Analysis

The results show that FDG [18f] FDG pet imaging 1 Contrary
uptake estimates can technique does not
accurately characterize the correlate with
antitumor activity of standard caliper
enzastaurin. assessments in

xenografts to assess

the antitumor activity

of enzastaurin.
33 giant pulses having peak The results of the 3 missing key
flux densities between study, including pulse information
@xmath0 jy and @xmathl jy amplitude and
were detected . broadening statistics,

are summarized.
We propose a new data- We propose, for the 3 missing key
driven sparse-to-dense first time, a neural information

interpolation algorithm based
on a fully convolutional
network. We introduce lateral
dependencies...

network based sparse
- to - dense
interpolation for
optical flow.

Figure 11: Case study across two datasets of our FM

(GPT-4).



C Performance in Different Facets

Beyond the overall evaluation, we show the hu-
man evaluation of the models’ performance in var-
ious aspects of abstract writing in Fig. 9. Firstly,
all models show higher performance in the back-
ground aspect, as it often involves just a broad,
less detailed overview. In contrast, other aspects
demand more precise alignment with the input,
leading to generally lower model performance in
these areas. Among these three aspects, Llama2
consistently exhibits relatively higher performance.
In comparison, GPT-3.5 and other PLMs exhibit
weaker performance, especially in formulating
conclusions. Specifically, in scenarios where the
work’s conclusion deviates from conventional re-
sults mentioned in the background, GPT-3.5 can
adhere to the conventions instead of being faith-
ful to the conclusion in the input. This could be
because GPT-3.5 relies more on its internal knowl-
edge base, without thoroughly analyzing the input
content. We additionally have a statistical analy-
sis that reveals 34.7% of weak performance cases
(where the conclusion score is below 3) in PLM
models are due to fluency issues in longer text gen-
eration in the last conclusion part.
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