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ABSTRACT

Recent image inpainting methods have made great progress. However, the exist-
ing approaches often struggle to hallucinate realistic object instances in natural
scenes. Such a limitation is partially due to the lack of semantic-level constraints
inside the hole as well as the lack of a mechanism to enforce the realism of local
objects. To tackle the challenging object inpainting task, we propose a new panop-
tically guided image inpainting task that leverages a panoptic segmentation map
to guide the completion of object instances. To enforce the realism of the gener-
ated objects, we propose a semantic discriminator that leverages pretrained visual
features to improve the generated semantics. Furthermore, we propose object-
level discriminators that take aligned instances as input to enforce the realism of
individual objects. Experiments on the large-scale Places2 dataset demonstrate
the significant improvement by our method on object completion, verified in both
quantitative and qualitative evaluation. Furthermore, our framework is flexible
and can be generalized to other inpainting tasks including segmentation-guided
inpainting, edge-guided inpainting, as well as standard image inpainting without
guidance. Consequently, our approach achieves new state-of-the-art performance
on the various inpainting tasks and impressive results on object completion.

1 INTRODUCTION

Image inpainting refers to the task of completing missing regions of an image. As a fundamental re-
search problem, it has many practical applications such as background or object completion, image
re-targeting, compositing, and editing. Given the development of generative adversarial networks
(GANs) and the impressive power of GANs on hallucinating local textures and simple semantic
structures, recent works on image inpainting (Yu et al., 2018; Zeng et al., 2020; Suvorov et al.,
2021; Zhao et al., 2021; Zheng et al., 2022) have shown impressive results on removing distracting
objects while completing the missing region with background pixels. However, limited by the ca-
pacity of current generative models in synthesizing complex natural scenes with randomly placed
objects (Sauer et al., 2022), inpainting a large missing region to produce a reasonable semantic layout
and realistic object instances remains a huge challenge. As Fig. 1 depicts, the existing inpainting ap-
proaches often lead to obvious structural artifacts such as distorted objects and degenerated semantic
layout, which significantly impact the inpainting quality. As such, how to inpaint large missing re-
gions while maintaining a reasonable semantic layout and realistic object instances remains an open
and essential problem for image completion.

One way to enhance large hole completion is to provide a guidance map as an additional input so
that the image completion process follows the provided structural hint or guidance. In the literature,
such a scheme known as guided inpainting (Nazeri et al., 2019; Zeng et al., 2021) often leverage
guidance maps such as an edge map (Nazeri et al., 2019; Zeng et al., 2021; Yu et al., 2019), seman-
tic map (Ntavelis et al., 2020; Song et al., 2018) or color map (Portenier et al., 2018; Jo & Park,
2019) to provide structural clues for better completion. Despite the promising results, the existing
methods still suffer from generating unnatural objects or semantic layout due to the limited capacity
on generating semantically coherent structure and realistic objects. Furthermore, the existing se-
mantic label map or edge map guidance do not offer the fine-grained and instance-level semantics
information that is critical for completing complex scenes, e.g., a group of interacting people.
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Figure 1: We propose a panoptically guided inpainting task that leverages fine-grained and instance-
level panoptic segmentation to tackle the challenging use case of object instance inpainting. To
enable photo-realistic inpainting, we propose a novel semantic discriminator design and object-level
discriminators. Compared to CM-GAN (Zheng et al., 2022), the recent state of the art inpainting
models and the re-trained CM-GAN� for the panoptic-guided task, our panoptically guided approach
generates much higher quality results on objects.

In this work, we tackle a challenging large-hole guided image completion task where the goal is to
complete whole or a large part of objects that are arbitrarily located in natural scene. Different from
the well-established guided inpainting methods that leverage semantic (Ntavelis et al., 2020; Song
et al., 2018) or edge map guidance (Nazeri et al., 2019; Zeng et al., 2021; Yu et al., 2019), we first
propose a new panoptically guided inpainting task that leverages a panoptic segmentation map (Kir-
illov et al., 2019) to provide fine-grain and instance-level semantic clue inside the hole, avoiding the
confusion caused by overlapped instances with the same semantic class. However, naively applying
the state-of-the-art inpainting models (Zhao et al., 2021; Suvorov et al., 2021; Zheng et al., 2022)
while treating the panoptic guidance as condition often leads to poor results, i.e. distorted object
instances and degenerated semantic layout as shown in Fig. 4. In this work, we found that semantic
and object-level modeling are crucial to the guided-inpainting quality. Consequently, we propose
a novel learning scheme that leverages a semantic discriminator and an object-level discriminator
to enforce both semantic-level realism and quality of generated objects. In particular, our semantic
discriminators leverage the semantic understanding capacity of pretrained visual models (Radford
et al., 2021) to enhance the generation of semantic layout. Meanwhile, the object-level discrimi-
nators take the aligned and cropped object as input to determine the quality of fine-grained objects
instances at a local scale. As shown in Fig. 1, our panoptically guided inpainting system with the
semantic and object-level discriminators significantly boost the realism of the completed objects and
leads to significant gain over the current architectures on the panoptically guided task. Moreover,
our proposed framework is versatile and can be applied to other guided-inpainting tasks, including
semantics-guided image inpainting (Ntavelis et al., 2020) and edge-guided image inpainting (Zeng
et al., 2021). Furthermore, with slight modification, our trained model can be applied to the standard
image inpainting task while showing significant improvement over the recent methods (Suvorov
et al., 2021; Zhao et al., 2021; Zheng et al., 2022). With the newly introduced components, our
methods significantly boost the generation quality of all four inpainting tasks and produce very
promising results for large-hole image completion and object completion.

Our contributions are three-fold:
• A novel panoptically guided inpainting task to facilitate the completion of object instances

for image inpainting.
• A new semantic discriminator design that leverages the pretrained visual features to en-

courage the semantic consistency of the generated contents and a novel object-level dis-
criminator framework that enforces the realism of the generated local objects.

• State-of-the-art results on the Places2 dataset for various tasks including panoptically
guided inpainting, semantic-guided inpainting, edge-guided inpainting, as well as standard
image inpainting.

2 METHOD

As depicted in Fig. 2, our approach for the panoptically guided image inpainting task is based on
conditional Generative Adversarial Networks (Mirza & Osindero, 2014) to complete the missing
region of an image X annotated by a binary mask M according to a guidance panoptic segmentation
map P . Unlike color (Portenier et al., 2018), edge map (Yu et al., 2019; Nazeri et al., 2019; Xiong
et al., 2019) or semantic map (Song et al., 2018; Ntavelis et al., 2020) guided inpainting tasks,
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Figure 2: Left: Our guided generative inpainting model leverage a combination of vanilla StyleGAN discrim-
inator (Karras et al., 2020b) and the proposed semantic discriminators at both image level and object level to
enforce semantic and object coherency. The object-level discriminators take the resized object crop as inputs
to enforce realism of object instances. Right: the semantic discriminators leverage the semantic knowledge of
the pretrained CLIP (Radford et al., 2021) model to enforce the realism of generated semantic.

panoptic segmentation (Kirillov et al., 2019) provides fine-grained semantic annotation and instance-
level contour to facilitate the completion of individual objects inside the hole.

Specifically, the panoptic guidance label Pi at each pixel i is denoted as a tuple (li; zi), where
li 2 f0; � � � ; L � 1g represents the semantic class of pixel i and zi 2 N represents its instance id.
To better adopt the panoptic annotation as conditions inputs to our model, we convert the panoptic
annotation P to a semantic label map L that indicates the semantic layout and a binary edge map
E that represents the boundary of the panoptic segmentation as shown in Fig. 2. Following such a
formulation, our generator G takes an incomplete image X�(1�M), a mask M , the semantic label
map L and the edges map E to predict the completed image X̂ = G(X � (1 �M); M ; L; E);
Furthermore, a discriminator D predicts a score ŷ = D(X̂; M ; L; E) that indicates how likely X̂
is the ground-truth.

2.1 NETWORK ARCHITECTURE

2.1.1 THE GENERATOR

Recently, Cascaded-Modulation GAN (CM-GAN) (Zheng et al., 2022) has shown significant im-
provement in standard image inpainting tasks thanks to the architecture design that cascades modu-
lation blocks for better global context modeling. Therefore, we adopt the CM-GAN generator to our
guided inpainting task to leverage the strong inpainting capacity of the CM-GAN generator. How-
ever, we pass the additional panoptic guidance to the generator to leverage the panoptic guidance.
Specifically, we decompose the panoptic map P into a semantic label map L and an edges map
E. Then, we pass the semantic label map L to an embedding layer following ‘2 normalization to
produce a normalized semantic embedding S. Finally, the concatenation of the incomplete image
X � (1�M), mask M , semantic embedding S, and the edges map E are passed to the generator
to predict the completed image.

2.1.2 THE SEMANTIC AND OBJECT DISCRIMINATORS

Following recent inpainting works (Zheng et al., 2022; Zhao et al., 2021) that leverage StyleGAN
discriminator (Karras et al., 2020b) for adversarial learning, we adopt a panoptically conditioned
discriminator D that takes the concatenation of generated image X̂ and the condition M ; S; E as
inputs to output the discriminator score ŷ:

ŷ = D(X̂; M ; S; E): (1)

We found that such a adversarial learning scheme indeed achieves leading results comparing to other
baseline models. However, due to the lack of semantic-level supervision and constraint on objects,
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Figure 3: The image-level semantic discriminator and the object-level discriminators progressively improve
the photo realism of the generated image (e.g., face and body) in comparison to the baseline trained with only
the StyleGAN discriminator (Karras et al., 2020b).

the generator trained with the conditioned StyleGAN discriminator tends to hallucinate distorted
objects or degenerated semantic layout as depicted in Fig. 3, which seriously impact the inpaint-
ing quality. Hence, we propose a novel semantic discriminator for improving semantic coherency
of completion and object-level discriminators for enhancing the photo realism of the individually
generated objects.

Semantic Discriminator. To generate realistic object instances and a complex semantic layout, a
discriminator should distinguish whether the generated contents X̂ is realistic and conformed to the
given semantic layout. However, Kumari et al. (2021); Wang et al. (2020) show that discriminator
may potentially focus on artifacts that are imperceptible to humans but obvious to a classifier and
that the learned visual feature may cover only parts of the visual concept (Sauer et al., 2021a)
while ignoring other parts. Therefore, with the regular adversarial learning between G and D, it is
challenging for the generator to discover complex semantic concepts or hallucinate realistic objects.

To tackle this issue, we propose a semantic discriminator Ds that leverages the visual representa-
tion extracted by a pretrained vision model (Radford et al., 2021) to discriminate the semantic-level
realism. Benefiting from the comprehensive semantic concepts captured by pretrained vision mod-
els (Bau et al., 2020), our semantic discriminator better captures high-level visual concepts, and in
turn improves the realism of the generated semantic layout, c.f. Fig. 3. Specifically, our semantic
discriminator Ds takes the generated image and the panoptic condition as inputs:

ŷs = Ds(X̂; M ; S; E); (2)

and output the semantic-level realism prediction. As shown in Fig. 2 (right), the semantic discrim-
inator is based on the two branches of the encoder to extract complementary features: a pretrained
ViT model branch (Radford et al., 2021) produces visual feature of the completed image, and a
trainable encoder based on strided convolution to extract condition feature from the concatenation
of the condition X̂; M ; S; E. Finally, the pretrained feature and the encoder feature at the final
scale are concatenated to produce the final discriminator prediction. As the semantic discrimina-
tor are designed to classify the high-level structure at the semantic level, we found that combining
StyleGAN discriminator (Kumari et al., 2021) improves the generated local textures.

Object-level Discriminators. Recent progress on image generation (Karras et al., 2019; 2020b)
demonstrates impressive results on generating objects such as face, car, animal (Karras et al., 2017)
or body (Ma et al., 2017) in an aligned setting where objects are carefully placed or registered in
the center of the image. However, generating unaligned objects in complex natural scene is known
challenging (Sauer et al., 2022) for various tasks including inpainting (Park et al., 2019; Zhao et al.,
2021) and semantic image generation (Park et al., 2019). Although semantic discriminator can
improve quality of the generated objects, generating photo-realistic instances is still challenging. To
improve the realism of completed objects, we found that the object-level alignment mechanism for
discriminator has a profound impact on improving inpainting quality. Consequently, we propose
novel object-level discriminators that are dedicated to model the hierarchical composition of aligned
objects for predicting the object-level realism. In particular, as shown in Fig. 2, given an object
instance and its bounding box b = (x0; y0; x1; y1), an object-level discriminator takes the crop-and-
resized image X̂a and the corresponding crop-and-resized condition maps Ma; La; Ea as inputs to
predict the realism of the object. In addition, an object-level discriminator also takes a binary map
Icrop as input to indicate the shape of the instance. To enhance the capacity of discriminator for
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