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Abstract

Previous dominant methods for scene flow estimation focus mainly on input from
two consecutive frames, neglecting valuable information in the temporal domain.
While recent trends shift towards multi-frame reasoning, they suffer from rapidly
escalating computational costs as the number of frames grows. To leverage tem-
poral information more efficiently, we propose DeltaFlow (AFlow), a lightweight
3D framework that captures motion cues via a A scheme, extracting temporal
features with minimal computational cost, regardless of the number of frames.
Additionally, scene flow estimation faces challenges such as imbalanced object
class distributions and motion inconsistency. To tackle these issues, we introduce a
Category-Balanced Loss to enhance learning across underrepresented classes and
an Instance Consistency Loss to enforce coherent object motion, improving flow
accuracy. Extensive evaluations on the Argoverse 2, Waymo and nuScenes datasets
show that AFlow achieves state-of-the-art performance with up to 22% lower error
and 2x faster inference compared to the next-best multi-frame supervised method,
while also demonstrating a strong cross-domain generalization ability. The code
is open-sourced at https://github.com/Kin-Zhang/DeltaF low|along
with trained model weights.

1 Introduction

Scene flow estimation determines the 3D motion of each point between consecutive point clouds,
making it an important task in computer vision and essential for autonomous driving 33,13} 146, 9, 44]]
and motion compensation [8},49]. While early approaches focused on per-point feature learning [52,
504126, 28] 1511 142] and achieve high accuracy on small-scale datasets, they become computationally
expensive when processing large-scale, high-density point clouds typical in autonomous driving.
To reduce computational costs and enable real-time inference, recent methods [[16, 47, 18}, 130 [19]]
voxelize point features to estimate the scene flow vector field.

Meanwhile, real-world LiDAR data is acquired as a continuous stream rather than isolated frame
pairs, making it crucial to leverage temporal information from multiple frames for more accurate
motion estimation. To incorporate temporal information, existing multi-frame approaches either
concatenate voxel features along the feature dimension [16, 47, [18]] (see [Figure T{a)), or introduce an
explicit temporal dimension to stack them [30, 19] (see [Figure T(b)). Both strategies lead to increased
feature size and network parameters as the number of frames increases, resulting in higher memory
consumption and slower training and inference.

To address these limitations, we propose DeltaFlow (AFlow), a computationally efficient 3D frame-
work for multi-frame scene flow estimation. It applies a direct A scheme between voxelized frames,
as shown in ¢), avoiding the feature concatenation or 4D stacking used by prior methods in
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Figure 1: Comparison of multi-frame strategies for scene flow estimation. For clarity, voxelized
features are shown in dense formats. X, Y, Z denote spatial resolution, C represents feature channels,
and N is the number of frames. Existing methods process voxelized representations using (a)
Concatenation features along the channel dimension [47, [16]]; (b) 4D methods stack features in an
additional temporal dimension [19} 30]. Both increase input size as N grows. (c) Our proposed
AFlow applies a A scheme between voxelized frame, maintaining a compact feature representation
and a constant feature size independent of V.

Figure 1[a), (b). The scheme allows the network to focus on “what is changing” in the scene rather
than the static background, aligning with the core objective of scene flow estimation. It also keeps
the input feature size of AFlow constant regardless of the number of frames, effectively addressing
the scalability challenge in multi-frame scene flow estimation.

We further propose improvements to the scene flow supervision signal. Existing approaches [47}
16, 136]] for driving scenarios primarily focus on distinguishing between static and moving objects.
However, they do not explicitly address severe class imbalances (e.g., cars versus pedestrians) as
mentioned in [17], nor ensure motion consistency across all points within the same object. To
tackle these issues, we propose a Category-Balanced Loss to achieve more balanced training across
all the classes, including the underrepresented classes (e.g., pedestrians, cyclists), and an Instance
Consistency Loss to enforce a uniform motion for each individual instance.

AFlow achieves the best performance for real-time scene flow estimation on Argoverse 2, Waymo
and nuScenes datasets, outperforming the next-best multi-frame supervised method by up to 22%. It
also demonstrates high computational efficiency and scalability in multi-frame settings, achieving
up to 2x faster inference, and exhibits strong generalization ability across different datasets. With
its accuracy and efficiency, AFlow is well-suited for real-world autonomous driving applications.
The contributions of this paper are as follows: (1) We propose AFlow, a lightweight 3D framework
for multi-frame scene flow estimation that efficiently extracts motion cues by a A scheme between
voxelized frames, maintaining a compact feature representation that is scalable in the temporal
domain. (2) We introduce a Category-Balanced Loss and an Instance Consistency Loss to enhance
dynamic flow for underrepresented classes and improve motion consistency for individual instances.
(3) We demonstrate that AFlow achieves state-of-the-art real-time performance on three datasets,
while exhibiting high computational efficiency and strong cross-domain generalization ability.

2 Related Work

Scene Flow Estimation Scene flow estimation describes the 3D motion field between temporally
successive point clouds [38,24}143|[15,152]. Early methods focused on point-wise feature learning [40}
2111391127, 150, 152], achieving high accuracy on small-scale synthetic datasets such as ShapeNet [6]
and FlyingThings3D [31]]. However, when applied to large-scale, high-density point clouds typical in
autonomous driving [[12}35}132} 5, 2L [11], these methods require downsampling due to high memory
costs and are not well optimized for sequential data, limiting their practical utility.

To handle large-scale point clouds, FastFlow3D [16] voxelized point clouds and concatenated
voxelized features from two frames before feeding them into the network. However, voxelization
sacrifices fine-grained motion details, as point-to-voxel transformations reduce spatial resolution,
thereby diminishing accuracy at the object level. DeFlow [47] addressed this by introducing GRU-



based voxel-to-point refinement, while SSF [[18] leveraged sparse convolutions and virtual voxels to
enhance long-range scene flow estimation.

Multi-frame challenges Multi-frame modeling has become a key trend in scene flow estimation,
as leveraging past frames provides richer temporal context and allows for a more comprehensive
understanding of motion dynamics over time [19}14}137]. One approach is to process all frames in a
sequence offline, as demonstrated by EulerFlow [37]]. Although it achieves high accuracy, it is highly
computationally demanding, requiring 24 hours to process a sequence of 157 frames in Argoverse 2,
making it infeasible for real-time applications. An alternative is to concatenate multi-frame features,
as done by most voxelized methods mentioned earlier. However, this leads to feature expansion,
higher memory consumption, and limited temporal consistency as more frames are added.

To improve efficiency, two common strategies are used: 1) spatial optimization and 2) temporal
optimization. For spatial optimization, methods in [[16, 47, [18] reduce spatial dimensions by com-
pressing the Z-dimension into a bird’s-eye view (BEV) representation, effectively transforming the
network into 2D processing. While this reduces the computational cost, it removes height information,
which may degrade accuracy. Alternatively, Kim et al. [19] applies sparse voxelization, using storage
formats like coordinate format (COQ) to store only nonzero elements with an indices matrix for
coordinates and a value array for features. This efficiently reduces memory consumption while
preserving the full 3D structure. For temporal optimization, Kim et al. [19] introduces an explicit
temporal dimension, avoiding direct feature concatenation across frames. Instead of increasing
feature channels, it proposes a 4D network with separate 3D spatial and 1D temporal convolutions,
scaling input size multiplicatively with the number of frames. This reduces feature expansion and
enhances the feasibility of multi-frame processing.

In this work, we also enhance spatial efficiency with sparse voxelization, preserving 3D structure while
reducing memory usage. For temporal efficiency, we introduce a A scheme that extracts motion cues
without expanding feature size, addressing scalability challenges in multi-frame scene flow estimation.

Other challenges Beyond computational challenges, scene flow estimation is further complicated
by label imbalance. Most LiDAR points in autonomous driving scenarios belong to static structures
such as buildings or roads, while dynamic objects are comparatively scarce. This imbalance biases
model learning, making motion variations harder to capture. Prior works [47, 16| 36| 48] attempt to
mitigate this issue using scaling functions in loss design to balance motion contributions. Among
them, the motion-aware loss from DeFlow [47], which applies unweighted three-speed ranges, has
shown the most effectiveness.

However, category imbalance remains a challenge. The recent scene flow evaluation metric [[17]]
highlights that small but safety-critical categories, such as pedestrians and cyclists, are underrepre-
sented compared to larger vehicle classes, making small-instance predictions challenging. Meanwhile,
Zhang et al. [48] emphasize the need for object-level motion consistency, where instances within
the same object should share coherent scene flow. To address these issues, we introduce a Category-
Balanced Loss and Instance Consistency Loss in this paper.

3 Method
3.1 Problem Formulation

Given two consecutive point clouds, P;_; € RNt-1%3 and P, € RN+*3 scene flow estimation aims
to predict how the points p;_1 € P;_1 move from time ¢ — 1 to ¢, resulting in a scene flow vector

field F;_; € RNt-1%3_ The estimated flow ]:'t,l from P;_1 to P, can be decomposed as:
F = Fogo+ AF, (1)

where F.g4, represents the motion caused by the ego vehicle. This motion is computed from
the relative transformation of the sensor pose T!_ 17 between time ¢t — 1 and ¢, i.e., Fego =

ego
Ti;ol%tptq — Py—1. Since F4, can be determined directly from odometry, the goal is to estimate

the residual scene flow AF with our approach.

Most existing scene flow estimation methods focus on reasoning with two consecutive point cloud
frames [22, 23| 47, [16] [18], learning a mapping: {T! 17'P; 1, P} — AF;_ ;. With the re-

ego
cent trend shifting towards multi-frame reasoning [19, [49| 37]], we instead focus on learning:

{Té;(fv PN, ..., Tégolﬁtptq, P} — AF;_1 to leverage additional past frames for improved

motion estimation.



"y
o~

|
[N
«

Tt > | Loss: motion +

s N " category + instance
3 — <
L = mee ¢ - F
= * n

-

[(FFZF : . :
- + »
& @-E-3 -
Point Feature ~ Sparse Voxel
Input Extraction Features Temporal A Scheme (Eq.3) 3D backbone Output AF,_4

Figure 2: Overview of the proposed AFlow architecture. The framework first extracts point-level
features and voxelize them to obtain sparse voxel features Z. The core temporal A scheme then
computes the difference between the current frame ¢ and previous frames (t —1,...,t— N), weighted
by a time-decay factor . The resulting A feature Py, is then passed to a 3D backbone—decoder
network to estimate the final scene flow AF;_;. This approach captures motion-specific cues
efficiently while keeping the architecture compact and scalable, regardless of the number of frames.

3.2 AFlow

To effectively learn multi-frame information, we propose AFlow, as shown in We extract a
sparse A feature that efficiently encodes temporal and spatial information from the frames, then feed
it into a standard backbone-decoder network for scene flow estimation.

Point Feature Extraction Following common practices in scene flow estimation [16} 47, [19], we
first encode individual point clouds using PointPillars [20], generating point-wise feature representa-
tions {F;_n,...,F;_1,F;}. Each F, € RNexC represents the feature embedding for P, where IV is
the number of points and C'is the feature dimension.

Sparse Spatial Representation We then encode the point features into a sparse 3D representation,
which processes only non-empty voxels to reduce computational overhead in large-scale 3D grids.
Given encoded point features F € RV? > we construct sparse voxel features 2 € RV *¢ through
point-to-voxel aggregation:

Zpepw fp
@[UZ] = |'PU1
0 otherwise,

v; €V, )

where v; = (x;,y;, 2;) denotes the i-th active voxel coordinate in ) (the set of non-empty voxels
with [V| = V). P represents points inside voxel v; and f, € R is the feature of point p.

Temporal A Scheme In order to extract motion signals from the sparse voxel features, we propose
a simple yet effective A scheme comprising subtraction, temporal weighting and summation steps:

N
aera = Y, NP — Do) /N, 3)

n=1

resulting in the A feature Zyea € RV *C. N is the number of past frames considered, and \ applies
a temporal decay to earlier frames.

The A scheme is designed to extract global motion patterns from multiple frames while maintaining
computational efficiency. First, voxel-wise differences between the current frame and previous ones
are computed, encouraging the model to focus on what is changing in the scene while minimizing
reliance on static features. These differences are then weighted by a decay factor A € (0, 1], which
assigns higher importance to more recent frames. The weighted differences are subsequently summed
to accumulate the trail of moving objects and produce a temporal representation that captures long-
term motion information. The intuition for this accumulation is to mimic how humans can interpret
motion in a single image from motion blur. We provide qualitative support for the design of the A
scheme in which illustrates the temporal behavior of the proposed method and highlights
its emphasis on motion-related changes.



Notably, this scheme maintains a constant feature dimension, ensuring that the feature size remains
unaffected by the number of frames. This allows the model to process an arbitrary number of past
frames without increasing computational overhead in the backbone-decoder network.

Backbone-Decoder network The A feature Py, is then served as input to a 3D backbone-decoder
network for scene flow estimation. It is first processed by a 3D backbone for feature extraction:

@(out) = Backbone( Daelta; Wnet>7 4)

where Backbone refers to any network capable of processing sparse 3D voxel inputs, and W ¢
are trainable network parameters. The backbone output %) is then sent to a scene flow decoder
network to estimate a per-point 3D scene flow vector:

AF = Decoder( V2P(Z(out))s Fi—1; Wa),

where the mapping V2P(Zout)) RV XC — RNt=1%C maps features back to points via pre-recorded
coordinate indexing, and W 4 are trainable decoder weights.

3.3 Loss Function

We employ three loss functions to supervise scene flow estimation: the motion-awareness loss from
DeFlow [47]], and two new ones proposed in this work, a category-balanced loss and an instance
consistency loss, that address class imbalance and motion inconsistency.

Motion-awareness Loss The motion-awareness 10ss Lgefow from DeFlow [47] is designed to
mitigate data imbalance between static and dynamic points by prioritizing dynamic point flow estima-
tion. It categorizes points in P, based on their motion speed into three groupsﬂ {P; /15 Pey2, Py /3},
resulting in the loss:

Lacton = Z mm HAF - AT, ®)

Category-Balanced Loss The Category-Balanced Loss is designed to categorize dynamic objects
based on class and motion speed, ensuring a more balanced scene flow learning across different
object categories. To achieve this, we assign to each point p a meta-category from the set C, with
each category c assigned a predefined Weight w,. The loss is then defined as:

ﬁCZZwCZ%

ceC beB

HA]}(Z’) - A]:gt(p)‘

. (6)
2

PEP.,
where y, are speed-dependent coefficients that adjust the weighting based on motion speed.

Instance Consistency Loss The instance consistency loss is designed to ensure that all points on a
rigid object exhibit a consistent scene flow. To achieve this, we let Z be the set of object instances,
and for each instance I € Z, let P; denote the set of points belonging to . The per-instance average
estimated error is defined as:

. |AF (p) — AFu(p)||2
ér = Z Py £ .

PEPI

Each instance is assigned a representative meta-category ¢y, and only moving instances (Z') where
speed exceeds 0.4 m/s are considered. The loss is then defined as:

\Z’ Z we; €5 exp (ér). 7
IeT
The final loss function is the sum of all three losses:
Etntal = Ldeﬂow + LC + EI- (8)

"DeFlow loss categorizes motion speed into three groups B: 0 to 0.4 m/s, 0.4 to 1.0 m/s, and above 1.0
m/s, respectively.




4 Experiments Setup
4.1 Datasets

Experiments are conducted on three commonly used large-scale autonomous driving datasets in
scene flow estimation: Argoverse 2 [41]], which employs two roof-mounted 32-channel LiDARs;
Waymo [35]], which uses a single 64-channel LiDAR; and nuScenes [3]], which uses a 32-channel
LiDAR. Ground removal is applied to Argoverse 2 and Waymo using HDMap information follow-
ing [36]], and to nuScenes using line-fit ground segmentation [[13]].

Argoverse 2 provides an official public scene flow challenge [1], consisting of 700 training and
150 validation scenes, each lasting 15 seconds at 10 Hz, totaling 110,071 point cloud frames.

An additional 150 test scenes are available for eval- .. .uw%‘ ~ I
[
i i

uation via the online leaderboard. The scene flow
ground truth is generated from human annotations
with tracking-based inference to estimate 3D motion.
However, as noted in [49]], non-ego motion distortion
can lead to inaccurate annotations, as points from
fast-moving objects may fall outside their labeled - ’ ’
bounding boxes. To address this issue, we follow the (a) Before (b) After
velocity-aware annotation refinement strategy in [49], Figure 3: Comparison of scene flow ground truth
which enlarges the bounding box of each object along  before and after motion compensation on a high-
its motion direction to include all distorted points. As speed car. Blue points: LiDAR scan at ¢ +1; Green
illustrated in the 3D flow vectors (red lines) points: LIDAR scan at ¢; Red lines: annotated flow
accurately capture the true motion of previously dis- Vectors.

torted points.
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Waymo [16! [35] contains 798 training and 202 validation sequences, each recorded at 10 Hz for
around 20 seconds. The training set consists of 155,000 frames. Motion distortion affects both the
point cloud and ground truth. However, direct annotation refinement is infeasible as it does not
provide per-point timestamps. Thus, evaluation is conducted using the original annotations.

nuScenes [5] includes 700 training and 150 validation scenes, each recorded at 20 Hz for around
20 seconds. The training set contains 275,150 frames, of which 27,392 (=10%) are annotated with
ground-truth labels, yielding an effective annotation rate of 2 Hz. For consistency with Argoverse 2
and Waymo, we downsample the LiDAR data to 10 Hz, yielding a standard 100 ms interval between
consecutive frames. Ground-truth scene flow is constructed by computing a rigid transformation for
each object from its annotated 3D bounding box and velocity, then applying this transformation to all
points within the object to obtain flow vectors.

4.2 Evaluation Metrics

The leaderboard [1] evaluates scene flow using two metrics: three-way End Point Error (EPE)
and Dynamic Bucket-Normalized EPE. EPE is defined as the L2 norm of the difference between
predicted and ground truth flow vectors, measured in centimeters. Three-way EPE [7] computes the
unweighted average EPE over three regions: foreground dynamic (FD), foreground static (FS), and
background static (BS). A point is classified as dynamic if its ground truth velocity exceeds 0.5 m/s,
and foreground if it lies within the bounding box of any tracked object. Dynamic Bucket-Normalized
EPE [17] groups point into predefined motion buckets based on their speeds and normalizes EPE
by mean speed (%). This metric evaluates four object categories: regular cars (CAR), other
vehicles (OTHER) such as trucks and buses, pedestrians (PED), and wheeled vulnerable road users
(VRU), including bicycles and motorcycles.

4.3 Implementation Details

In our implementation, we adopt MinkowskiNet [10] as our 3D backbone, a widely used sparse
convolutional network known for strong performance in 3D perception tasks. The scene flow decoder
follows DeFlow [47]], enabling effective per-point scene flow prediction. Further details on the A
scheme and the full 3D backbone-decoder architecture are provided in

For Argoverse 2, test set results are obtained directly from the public leaderboard [1] to ensure a
fair comparison. For Waymo and other local experiments, all baselines are retrained and reproduced
with ego-motion compensation under identical device settings for consistent evaluation. Training



Table 1: Performance comparisons on Argoverse 2 test set from the public leaderboard [1]]. Upper
groups are self-supervised methods, lower are supervised methods. Our method achieves state-of-
the-art performance in scene flow estimation. ‘#F’ denotes the number of input frames. Runtime
is reported per sequence (around 157 frames), with ‘-’ indicating unreported runtime. ‘s’, ‘m’, and
‘h’ represent seconds, minutes, and hours, respectively. Purple highlighted runtimes indicate offline
methods. Bold and underline mark the best and second-best results.

Methods HF Runtime Dynamic Bucket-Normalized | Three-way EPE (cm) |
perseq | Mean CAR OTHER PED VRU | Mean FD FS BS
Ego Motion Flow - - ‘ 1.000  1.000 1.000 1.000 1.000 ‘ 18.13 5335 1.03 0.00

7.2s 0309 0.214 0291 0464 0265 | 486 12.14 1.84 0.60
- 0331 0.195 0.331 0.435 0363 | 6.50 13.69 3.32 250
5.4s 0439 0.238 0258 0.808 0.452 | 494 11.77 174 131
12m 0383 0.296 0413 0500 0322 | 11.18 1634 8.14 9.07
NSFP [22] 1.0h 0422 0251 0331 0722 0383 | 6.06 11.58 3.16 3.44
Floxels [14] 24m 0.154 0.112 0213  0.195 0.097 | 473 1030 3.65 0.24
EulerFlow [37] all 24h 0.130 0.093  0.141 0.195 0.093 | 423 498 245 525

SeFlow [48]
ICP Flow [25]
ZeroFlow [36]
FastNSF [23]

W

FastFlow3D [16] 2 5.4s 0.532 0.243  0.391 0982 0.514 | 620 15.64 245 049
TrackFlow [17] - 0269 0.182 0305 0358 0.230 | 473 1030 3.65 0.24

DeFlow [47] 2 7.2s 0.276 0.113 0.228 0.496 0.266 | 3.43 7.32 251 046
SSF [18] 2 5.2s 0.181  0.099 0.162 0.292 0.169 | 2.73 572 1.76  0.72
Flow4D [I9] 2 12.8s 0.174  0.095 0.167 0.278 0.155 | 2.51 5.73 148 0.30
5 15s 0.145 0.087 0.150 0.216 0.127 | 224 494 131 047
AFlow (Ours) 2 7.6s 0.145 0.084 0.144 0.225 0.125 | 230 481 144 0.66
5 8s 0.113 0.077 0.129 0.149 0.096 | 2.11 433 137 0.64
Table 2: Comparisons on Waymo validation set where each Point Feature Extraction
sequence contains around 200 frames. Upper groups are Temporal A Scheme
self-supervised methods, lower are supervised methods. i boneBecode .
Runtim Three-way EPE (cm) | : 449
Methods perseq Mean FD FS BS 240 323
i 25
SeFlow [48] 14.8s 598 1506 1.81 1.06 El 20 :
ZeroFlow [36] 12.4s 852 21.62 153 241 =
NSFP [22] 1.6h 10.05 17.12 10.81 2.21 0
2 5 10 15
FastFlow3D [16]  124s  7.84 1954 246 152 Figure 4: Runtime breakdown of
DeFlow [4]] 148 446 980 259 098 AFlow on Argoverse 2 validation set
Flow4D [I9] 33 203 482078 049 as the number of input frames varies
AFlow (Ours) 18s  1.64 4.04 029 058 p

from 2 to 15 (x-axis).

resources and settings are detailed in[Appendix A.2] The code is open-sourced athttps://githubl
com/Kin-Zhang/DeltaFlow along with trained model weights.

5 Results and Discussion

5.1 State-of-the-art Comparison

The Argoverse leaderboard test set results are summarized in[Table T} The proposed AFlow achieves
the best mean EPE and dynamic bucket-normalized EPE scores among all methods, demonstrating
both high accuracy and efficiency. It reduces mean dynamic bucket-normalized EPE by 13% compared
to the second-best method, EulerFlow, and by 22% compared to Flow4D, while running twice as
fast as Flow4D and thousands of times faster than EulerFlow. Even with two frames, AFlow
outperforms all methods using the same setting, indicating that the A scheme effectively encodes
motion differences between frames without subtracting out the important information. This state-of-
the-art performance is consistently validated on other large-scale datasets. On the Waymo dataset
(shown in[Table 2), AFlow again achieves the lowest mean EPE, outperforming the next-best model
Flow4D by 19% while being 45% faster. On the nuScenes validation set (shown in[Table 3)), AFlow
establishes a new benchmark by a significant margin, reducing the mean EPE by 39% compared to
Flow4D. This consistently leading performance across datasets with different LIDAR configurations
highlights the robustness and generalization capability of our approach.


https://github.com/Kin-Zhang/DeltaFlow
https://github.com/Kin-Zhang/DeltaFlow

Table 3: Comparisons on nuScenes validation set with a 10Hz LiDAR frequency, where each sequence
contains around 200 frames. Upper groups are self-supervised methods, lower are supervised methods.

Methods 5F Runtime Dynamic Bucket-Normalized | Three-way EPE (cm) |
perseq | Mean CAR OTHER PED VRU | Mean FD FS BS
Ego Motion Flow - - \ 1.000 1.000 1.000 1.000 1.000 \ 1234 3594 1.07 0.00

SeFlow [48] 2 6s 0.544 039  0.635 0.726 0419 | 819 16.15 3.97 445
FastNSF [23] 2 2.6m 0.560 0436 0523 0.737 0543 | 12.16 18.20 6.11 12.18
NSFP [22] 2 3.5m 0.602 0463 0456 0.829 0.662 | 10.79 20.26 4.88 7.23
2
5
5

DeFlow [47] 6s 0314 0.163 0.286  0.533 0275 | 398 699 345 1.50
Flow4D [19] 9s 0279 0204 0312 0379 0222 | 382 805 1.82 158
AFlow (Ours) Ts 0.216 0.138 0219 0.327 0.181 | 233 483 137 0.79

Table 4: Scalability comparison of multi-frame scene flow estimation 020 FlowdD
on the Argoverse 2 validation set. ‘#F’ denotes the number of input 0.7 AT
frames processed. Flow4D and our AFlow are evaluated across 10 o A-06
increasing frame counts, reporting relative training speed, memory 0190 os

. 0.192
usage, and bucket-normalized accuracy.
0.215
0.202
0.192
0.193

Dynamic Bucket-Normalized |

Method = #F  Speed T Memory | |\ ""CAR OTHER PED  VRU

ot

2 103 120x | 02269 0.1648 0.1738 02960 0.2729 o100
Flowap 5 065X 185x | 02147 01631 01767 02522 02667 2
10 037x  282x | 02022 0.1494 0.1707 02284 0.2603 013 017 021 0%
15 0.26 x 3.7x 0.2055 0.1593 0.1738 0.2280 0.2607 Mean Dynamic Bucket-Normalized |
2 104x 098 |02016 01543 01751 02723 o2aa9 Figure 5: Ablation study of the
AFlow 5 100 1L00x | 01901 01479 01723 02160 02243 decay factor Ain AFlow, evalu-
10 0.68x 1.2% 0.1901  0.1500  0.1853 02010 0.2241 ated with 5 and 10 input frame
15 0SDx  122x | 04916 01511 01911 02001 02242 geqfings.

5.2 Multi-frame Analysis

To further evaluate AFlow in multi-frame settings, we analyze its efficiency, scalability, and perfor-
mance as frames increase, comparing it to Flow4D [19]. We also assess the effect of the time decay
factor A in the A scheme on multi-frame processing.

Efficency and scalability compares the computational cost and accuracy of AFlow and
Flow4D across different frame counts. As the number of input frames increases, Flow4D experiences
a sharp drop in speed and a significant rise in memory consumption. By 15 frames, it requires 3.7 x
more memory and runs at only 0.26 x speed, making large-frame modeling impractical. In contrast,
AFlow scales more efficiently, with only 1.22x memory growth and twice the speed of Flow4D at
higher frame counts. Notably, the slowdown of AFlow mainly stems from the point feature extraction
for each additional frame, as shown in the runtime breakdown in while the temporal A
scheme and backbone-decoder network add negligible cost. As a result, AFlow enables multi-frame
processing without excessive computational overhead. This efficiency also validates the scalability
of the A scheme, where the A feature maintains a constant feature size across frames, preventing
the feature expansion problem seen in prior methods. Additional analysis on A scheme efficiency is
provided in

Performance Beyond computational efficiency, both AFlow and Flow4D achieve lower mean
dynamic bucket-normalized EPE with 5 or 10 frames compared to only 2 frames in[Table 4] indicating
that multi-frame modeling improves performance. However, this improvement diminishes or even
declines at 15 frames. A likely reason is that long-ago frames become less informative for predicting
current motion, and incorporating such outdated context may introduce noise. This highlights an
open challenge in optimizing long-term temporal information usage in real-time to maximize scene
flow performance.

Time decay factor We evaluate different decay factor A values (in for 5-frame and 10-frame
settings and summarize the results in to analyze their impact on multi-frame processing.
Overall, applying a decay A < 1 consistently improves mean dynamic bucket-normalized performance
over the non-decayed A = 1 baseline, as it emphasizes recent frames and downweighting older ones.
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Figure 6: Qualitative comparison on the Ar-
goverse 2. The left column displays camera
views for reference, while the right columns
visualize scene flow predictions, where Hue en-
codes direction and saturation represents mag-
nitude. Our method, AFlow, produces more
accurate and consistent flow estimates than the
prior SOTA, Flow4D, particularly for small ob-
jects. (Best viewed in color.)

0.17 .
Dynamic Bucket-Normalized |

Figure 7: Ablation on our proposed loss
compared to the baseline (Eq. (3)) for both Flow4D

and AFlow. Red percentages indicate relative error
reduction compared to the baseline loss. Bucket-
normalized error across dynamic categories shows
consistent improvements, especially for smaller
classes like pedestrians and vulnerable road users.

0.27

Notably, even without decay, AFlow surpasses Flow4D [19], demonstrating the robustness of our
approach, with temporal decay providing additional performance gains. Additional per-category

results for different \ are provided in[Appendix B.2

5.3 Loss Analysis

To assess the impact of our proposed loss functions on AFlow, we analyze its performance across
different object categories. As shown in we observe that AFlow significantly improves
pedestrian and wheeled object accuracy, reducing pedestrian error by 23.6% compared to the next-
best competitor, EulerFlow, demonstrating its ability to better capture small dynamic instances.
Additionally, qualitative comparisons in[Figure 6] further show that AFlow produces more accurate
motion vectors than Flow4D, particularly for small objects like pedestrians, with points of the
same pedestrian exhibiting greater motion consistency. These improvements might come from the
contribution of the Category-Balanced Loss and Instance Consistency Loss.

To validate this, we compare our proposed loss functions [Eq. (8)] with the baseline loss [Eq. (3)]
evaluating both Flow4D and AFlow, as shown in The results demonstrate that our loss
consistently improves bucket-normalized accuracy across all dynamic categories, particularly for
underrepresented small objects. The improvements are observed across both models, with mean,
pedestrian, and VRU errors reduced by approximately 10%, confirming the general effectiveness of
our loss design. Furthermore, while improving dynamic bucketed-normalized performance, our loss
preserves static scene information, as three-way mean EPE scores remain stable. More results and

ablation studies on each loss item are provided in[Appendix B.3]

Table 5: Cross-domain generalization measured by the three-way EPE (cm) metric. Each model is
trained on one dataset (LiDAR number and channel in parentheses) and evaluated on another with a
different LiDAR channel. Lower EPE indicates better generalization. Our proposed AFlow achieves
the best performance in both evaluations.

Three-way EPE (cm) |

Methods Argoverse 2 (2x32) — Waymo (64) \ Waymo (64) — Argoverse 2 (2x32)
Mean FD FS BS \ Mean FD FS BS
SeFlow [48] 598 15.06 1.81 1.06 6.29 15.56 1.16 2.16
NSFP 10.05 17.12 10.81 2.21 6.81 13.28 3.43 3.71
DeFlow 447 1139 1.51 0.51 450 10.74 2.01 0.75
Flow4D 3.33 8.31 0.92 0.75 4.01 9.56 1.74 0.74
AFlow (Ours) 3.12 791 0.77 0.67 3.24 712 1.57 1.02




5.4 Cross-domain Generalization

AFlow also demonstrates strong cross-domain generalization, performing well when trained on
one dataset (Argoverse 2 or Waymo) and tested on the other, as shown in This setting is
particularly challenging due to differences in sensor channels, point density, and scene distribution.
To evaluate the cross-domain capability of AFlow, we include self-supervised methods such as
SeFlow and NSFP as baselines, which are trained or optimized directly on the unlabeled target
domain. AFlow achieves state-of-the-art performance compared to both the baselines and other
supervised methods, with a three-way EPE of approximately 3cm and a foreground dynamic EPE
of around 7cm. This strong performance is consistent across different object categories. A detailed
breakdown of the dynamic bucket-normalized EPE per category is provided in

5.5 Visualization of the A Feature

To understand the effectiveness of our A scheme, we visualize feature maps from the A feature Pgeya,
single-frame features (%;, Z;—1, %:—2), and the final backbone output Doy, as shown in [Figure 8
Each map is rendered by selecting the most activated channel after a max projection along the z-axis.
Compared to single-frame features, P, focuses on “what is changing” in the scene. Zoom-in views
(1) and (ii) in Pgern show trail-like activations on moving vehicles, confirming that the A feature
effectively captures dynamic cues. View (iii) highlights static background noise, which is largely
suppressed in Zoyy. This demonstrates that after passing through the backbone, motion cues are
further refined while irrelevant static context is filtered out. These visualizations confirm that the A
scheme guides the model to attend to dynamic regions, enabling cleaner and more robust motion
representations.

Single Frame BEV Feature Intensity

8
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Figure 8: Visualization of feature maps. Top: BEV projections; bottom: zoomed-in views. The first
column shows the BEV map of the point cloud P;, while the remaining columns visualize normalized
feature maps from Zea» %4> Z¢—1, Z¢—2 and the final backbone output Z(,,). Each map is rendered
by selecting the most activated channel after applying a max projection along the z-axis. Compared
to the single-frame features, Zg., emphasizes regions with motion, such as moving vehicles in
panels (i) and (ii), while downplaying static structures like buildings in panel (iii), highlighting its
motion-centric design. The final feature, %oy, shows that the network further refines these cues.

6 Conclusion

This paper introduces AFlow, an efficient framework for multi-frame scene flow estimation. It
addresses the scalability challenge by leveraging a A scheme to extract motion cues without feature
expansion as the number of frames grows. AFlow achieves state-of-the-art performance on the
Argoverse 2 and Waymo datasets while maintaining low computational cost and strong cross-domain
generalization. Additionally, the proposed Category-Balanced Loss and Instance Consistency Loss
enhance learning for underrepresented small objects and enforce coherent object-level motion. With
its accuracy and efficiency, AFlow is well-suited for real-world autonomous driving applications.

Limitations and Future Work While AFlow offers a highly efficient multi-frame pipeline for
scene flow estimation, it currently relies on ground-truth annotations for supervised training. A
promising direction for future work is to incorporate self-supervised learning strategies into the
AFlow framework. This could enable high-efficiency, multi-frame scene flow estimation without
labeled data, and enhance the real-time capabilities of self-supervised methods.
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A Implementation Details

A.1 Method

Temporal A Scheme The A scheme in the sparse implementation, shown in|Algorithm 1} leverages
CUDA memory coalescing and bank conflict avoidance techniques for optimal efficiency.

Algorithm 1 A Scheme Implementation

Notation: 2 = (V, F) includes active voxel coordinate set V and corresponding feature vector F.
function SPARSEDELTA(Z 4, 2, op) >op € {®, 6}
(Vu, Fy) < sort_by_key([Va, Vg], [Fa,opF5])
VA, Fa + reduce_by_key(Vy,Fu)
9 = (VA7 FA)
return &
end function

SARANE S b

Equation 3 Implementation:
7: Daelra <+ (0,0) > Initialize with empty set
8: fori < 1to N do > N: #Input frame
9: /I ©: frame differencing
10: Drnmp < SPARSEDELTA(Zy, Dy, ©)
11: // ®: motion cue fusion
12: Daeita < SPARSEDELTA(Zgelta, A ™! Dinp, ®)
13: end for

Backbone-Decoder Network We implement the 3D backbone MinkowskiNet18 network architec-
ture in Backbone(+), using the spconv libraryﬂ following the design in Fig. 4 of [10]]. The detailed
implementation of Decoder(-) is described below, following [47]].

Z; = 0 (Conviq ([Hi—1,Fi—1], W,))
R; =0 (Convig (Hi—1,Fi_1], W,))
H; = tanh (Convyq ([R; @ Hi_1, Fy_1], W}))
H,=Z;0H;_1 +(1-2Z) 0 H;
AF = MLP(H, F,_,),

where H;_; represents the previous hidden state at the i-th iteration. In the first iteration, Hy is
initialized using V2P(Z(out)) : RV *¢ — RMt=1%¢ as described in the main paper. The tensors Z,
H, and F all have dimensions R™+-1*¢ where N;_; is the number of points and C is the feature
dimension. W, W,., and W}, are trainable weight parameters in the convolutional gated recurrent
unit (GRU). H is the final output of GRU.

A.2 Training Settings

For leaderboard experiments, Argoverse 2 [41] test set results are directly obtained from the
public leaderboard [[1] to ensure a fair comparison. In the public leaderboard setting, evaluation is
conducted within a 70 x 70 m area (or a 35 m perception range) around the ego vehicle. To align
with this, AFlow is initially trained on a 76.8 x 76.8 m grid, corresponding to a 38.4 m perception
range. The voxel grid size is 512 x 512 x 32 with voxel resolution set to (0.15,0.15,0.15) m in
our best-performing configuration. The number of input frames is set to 5, with a time decay factor
A = 0.4. The model is trained using the Adam optimizer [29], with a batch size of 20 across 10
NVIDIA 3080 GPUs for around 18 hours over 21 epochs. We use a cosine decay learning rate
schedule with a linear warmup. The learning rate reaches a target of 2 x 10~2 after the 2-epoch
warmup phase and then decays to a minimum of 2 x 10~

For Waymo and other local experiments, all baselines are retrained and reproduced under the same
device settings to ensure consistent evaluation. To match default settings in prior methods, all models,

https://github.com/traveller59/spconv
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including ours, are trained with a voxel resolution of 0.2 m, a spatial range of 51.2 m, a fixed total
of 15 epochs, and the same training augmentation on the same computing cluster. We used a batch
size of 32, a fixed learning rate of 4 x 1073, and trained on four NVIDIA A100 GPUs for all models.
Runtime evaluations are conducted on a desktop system equipped with an Intel i7-12700KF processor
and a single NVIDIA RTX 3090 GPU.

For all experiments, to improve robustness against elevation variations and sensor viewpoint changes,
we apply random height augmentation with 80% probability (uniform offset € [0.5,2.0jm along
z-axis) and random flipping along the xy-axis with a 20% probability per iteration during all training.

For loss formulations, we assign category weights w. = [1.0, 1.5,2.0, 2.5] corresponding to the
meta-categories ¢ = [cars, other vehicles, pedestrians, VRUs] as defined by Argoverse 2 [41]].
We also apply speed-dependent weights v, = [0.1, 0.4, 0.5] for static (v < 0.4m/s), slow-moving
(0.4 < v < 1.0m/s), and dynamic (v > 1.0m/s) objects. These weights are experimentally determined
with a focus on safety prioritization. Higher values are assigned to vulnerable road users (VRUs) and
pedestrians to reflect their critical safety importance, as well as to dynamic objects. In the future, the
weighting scheme within the loss function may be guided by a multi-task learning strategy, such as
the one proposed in [34)} 45].

B Additional Analysis Table 6: Comparison of the average number
of voxels in Yy.1+a across different frame set-
B.1 A Scheme Efficiency Analysis tings (Sparse vs. Dense Representation) in

) Argoverse 2 validation set. The storage ratio is
Based on Brent’s theorem [4]], the parallel time com- cglculated as *Active Yoxels 1009 The dense

. . #Dense Voxels
plexity for the sparse A scheme in baseline assumegn;le ré)sf)lution of XxYxZ =
is %f(lvm + log?(|Val), where |Va| rep- 512x512x32.

resents the number of voxels containing points, and
N, denotes the number of parallel threads. In multi-

Frame #Active Voxels Storage Ratio

frame settings, while the number of active voxels 2 29475 0.35%
|Va| increases with more frames, its growth rate re- 150 ‘6‘33}12 8;‘6‘?

1 1 . (%
mains low relative to the dense format, as reflected s 2666 0.94%

in the ratio shown in Consequently, the
time consumption for the sparse A scheme exhibits Dense 8388608 100.00%

minimal variation across different frame settings in
Fig. 3 of the main paper, consistent with our parallel time complexity analysis. In comparison with the

dense matrix operation, which requires a parallel time complexity of O(‘#;“e‘), the sparse operation

achieves up to a 10x speedup and 100x memory reduction. This stems from the substantial disparity
in the number of voxels to be processed, where |V |>>|Vyense| as in|Table 6

B.2 Temporal Decay Analysis

To integrate motion cues across multiple frames, we introduce a decay factor A in the A scheme,
which progressively downweights older frames. [Table 7] compares in detail scene flow estimation
performance on different A\ values for both 5-frame and 10-frame settings.

As shown in incorporating A consistently improves performance compared to the non-
decayed setting (A=1). Notably, all decay configurations outperform the previous state-of-the-art
method, Flow4D, demonstrating the effectiveness of our approach regardless of the specific A choice.

Different A\ values impact performance in distinct ways. A smaller A (e.g., 0.4) reduces errors for
fast-moving objects (e.g., cars), while a larger A (e.g., 0.8) improves static background estimation
(Mean Three-way EPE). This suggests that a lower A downweights older frames, benefiting fast
motion, whereas a higher A preserves historical context, enhancing stability in static regions. Further
analysis on optimal A selection based on scenario dynamics will be explored in future work.

B.3 Loss Function
Table 8|compares different combinations of different loss items: motion-based Lgeqow[47]], category-

balanced, and instance-consistency, evaluated using Dynamic Bucket-Normalized metrics and three-
way EPE.
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Table 7: Ablation study of the time decay factor A in AFlow, evaluated on the Argoverse 2 validation
set with 5 and 10 input frames.

Dynamic Bucket-Normalized | Three-way EPE (cm) |
# A/Method |\ n CAR OTHER PED  WHE | Mean FD FS BS
02 0.1905 0.1488 0.1725 02163 02244 | 331 785 135 0.4
0.4 0.1901 0.1479 0.1723 02160 0.2243 | 331 7.85 135 0.74
s 0.6 0.1926  0.1501  0.1670 02182 02352 | 330 7.88 131 0.72
0.8 0.1915 0.1482  0.1750 02137 02291 | 326 7.84 124 0.70
1 02024 0.1493  0.1876  0.2268 02460 | 334 798 131 0.74
Flow4D [19] | 02147 0.1631 0.1767 02522 02667 | 359 849 139 0.89
02 0.1917 0.1537 0.1846 02070 02217 | 335 802 125 0.78
0.4 0.1901  0.1500 0.1853 02010 02241 | 330 7.94 123 073
0 0.6 0.1913  0.1514 0.1873 02021 02245 | 336 806 125 0.76
0.8 0.1954 0.1557 0.1789 02001 02471 | 326 7.84 124 0.70
1 0.1967 0.1505 0.1847 02087 02431 | 337 814 124 0.72
Flow4D [19] | 02022 0.1494 0.1707 02284 02603 | 345 809 146 081

Table 8: Ablation study of proposed loss items. Results are evaluated on the Argoverse 2 validation
set using the AFlow model (A = 0.8) with 5 input frames. Bold indicates the best performance,
underline marks the second-best, and red highlights settings with a significant performance drop.

Loss item Dynamic Bucket-Normalized | Three-way EPE (cm) |
Laeiow  category instance | Mean CAR OTHER PED VRU | Mean FD FS BS
v 0.2094 0.1504 0.1854 0.2398 0.2618 | 3.32 8.04 125 0.66
v v 0.1962 0.1511 0.1732  0.2148 0.2457 | 3.27 794 122 0.65
v v 0.1971 0.1501 0.1675 0.2238 0.2471 | 338 7.94 145 0.75
v v 0.1881 0.1482 0.1609 0.2151 0.2280 | 393 7.84 127 2.69
v v v 0.1915 0.1482 0.1750 0.2137 0.2291 | 3.26 7.84 124 0.70

The baseline model includes only the motion-based loss [47], which already achieves promising
results. Adding the category-balancing loss significantly improves performance for underrepresented
categories, reducing pedestrian error from 0.240 to 0.215 and VRU error from 0.262 to 0.246. This
stems from the increasing weight of these objects in the category-balancing loss. However, increasing
the weight of these categories slightly lowers accuracy for larger objects, such as cars. Despite this
trade-off, the overall mean bucket-normalized error improves from 0.209 to 0.196.

Incorporating the Instance Consistency Loss improves performance across all dynamic objects,
reducing the mean dynamic bucket-normalized error from 0.209 to 0.197 by enforcing consistency
across moving instances. However, this comes with a slight increase in three-way EPE, mainly on
static points.

When using only the category-balanced and instance consistency losses without motion-based super-
vision, the mean dynamic bucket-normalized error drops to 0.188, the best among all combinations.
However, the three-way EPE increases sharply from 3.26 to 3.93 cm, mainly due to a spike in
background static error (from 0.70 to 2.69 cm). This highlights the importance of motion-based
supervision in constraining overall scene flow predictions.

The best balance between mean Dynamic Bucket-Normalized and Three-way EPE is achieved when
all three items are combined. The mean Dynamic Bucket-Normalized error reaches 0.192, and
pedestrian error decreases by approximately 11% compared to the motion-only baseline (0.240 to
0.214). Importantly, the three-way EPE remains stable or slightly improves (3.26 vs. 3.32 cm),
showing that our full loss formulation enhances learning for smaller, dynamic objects without
compromising motion estimation for the rest of the scene. These results validate the effectiveness of
our final loss design in improving accuracy.

B.4 Cross-domain Generalization

This section provides a detailed per-category breakdown of the cross-domain generalization results
discussed in As shown in[Table 9] the evaluation is conducted using the Dynamic Bucket-
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Normalized EPE metric. The results confirm that AFlow maintains state-of-the-art generalization
performance across diverse object categories, such as CAR, PED, and VRU, in both cross-domain
settings. Notably, the largest gains are observed in the pedestrian and VRU categories, where motion
and sensor-domain differences are the most significant.

Table 9: Detailed cross-domain generalization results using the Dynamic Bucket-Normalized EPE
metric (lower is better). Performance is shown for Argoverse 2 (2x32-channel) — Waymo (64-
channel) and vice versa. The ‘OTHER’ vehicle category is not labeled in the Waymo dataset and is
therefore excluded from the Waymo evaluation. Our method consistently outperforms competitors
across all object categories in both cross-domain scenarios.

Dynamic Bucket-Normalized |

Methods

Argoverse 2 (2x32) — Waymo (64) \ ‘Waymo (64) — Argoverse 2 (2x32)

Mean CAR PED VRU \ Mean CAR OTHER PED VRU
SeFlow 0.423 0.252 0.626 0.391 0.400 0.269 0.349 0.559 0421
NSFP 0.574 0.315 0.823 0.584 0.597 0.427 0.319 0915 0.728
DeFlow 0.346  0.156 0.545 0.339 0.326 0.201 0.267 0.434 0.400
Flow4D 0.217  0.091 0.424 0.135 0.205 0.158 0.195 0.218 0.246

AFlow (Ours) 0.198 0.091 0.395 0.109 0.194 0.155 0.184  0.203 0.234

B.5 Qualitative Results

The qualitative results in the main paper are derived from the scenes ‘fbd62533-2d32-3c¢95-8590-
7fd81bd68c87° and ‘dfc32963-1524-34f4-9f5e-0292f0f223ae’ in the Argoverse 2 validation set. Here,
we present additional qualitative results, comparing ground truth, the previous state-of-the-art method
Flow4D [19]], and our approach AFlow.

Error (cm)
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7.5

)L

15.0

225

Scene 2

Camera View Flow4D (#F=5) AFlow (#F=2) AFlow (#F=5) S
Figure 9: Error maps comparison of 3D flow prediction from the Argoverse 2 validation set, focusing
on small objects such as pedestrians. The color bar represents the pointwise L2 norm error in
centimeters. AFlow with ‘#F=2° denotes a two-frame input, while all others use five frames. The two
scenes correspond to scene IDs ‘c8ec7be0-92aa-3222-946e-fbcf398c841e’ and ‘9f871fb4-3b8e-34b3-
9161-ed961e71a6da’.

Figure 9|and [Figure 10]illustrate error maps for small (pedestrians) and large (trucks) objects, respec-
m,

tively. In the upper row (Scene 1) shows that AFlow with two frames improves motion
consistency for pedestrians compared to Flow4D, highlighting the effectiveness of the Instance
Consistency Loss. The bottom row (Scene 2) further demonstrates improved detection of under-
represented small objects, suggesting that Category-Balanced Loss enhances motion estimation for
these classes. evaluates large objects. AFlow better captures truck motion, demonstrating
improved accuracy for large-scale dynamics.

Across all settings, five-frame AFlow outperforms the two-frame variant. This suggests that AFlow
effectively captures global motion cues across multi-frames while maintaining a stable input size.

The color-flow visualization in further supports these findings. Color shifts from the
ground-truth color indicate discrepancies in speed and direction. AFlow consistently outperforms
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Figure 10: Error maps comparison of 3D flow prediction from the Argoverse 2 validation set, focusing
on large vehicles, such as trucks. The color bar represents the pointwise L2 norm error in centimeters.
AFlow with ‘#F=2° denotes a two-frame input, while all others use five frames. The two scenes
correspond to scene IDs ‘2c652{9e-8db8-3572-aa49-fae1344a875b’ and ‘adf9a841-e0db-30ab-bSb3-
bfOb61658ele’.

)Angle (2D)

Ground Truth Flow4D (#F=5) AFlow (#F=2) AFlow (#F=5)

Figure 11: Color-flow visualization comparison of 3D flow prediction from the Argoverse 2 validation
set. Direction is encoded as hue, and magnitude as saturation. Ground-truth labels are shown on
the left. The three scenes correspond to scene IDs ‘77574006-881f-3bc8-bbb6-81d79cf02d83”,
“78f7cb5c-9d51-3410-b356-9b3d83263c75° and ‘adf9a841-e0db-30ab-b5b3-bf0b61658ele’.

Flow4D across static backgrounds (row 1), small objects (row 2), and large objects (row 3), with five
frames yielding the most accurate motion estimates.

C Other Discussion

Broader Impact Our AFlow framework offers scalable and efficient multi-frame 3D motion estima-
tion, enhancing safety and reliability in applications such as autonomous driving, robotic assistance,
and augmented reality through improved dynamic scene understanding. Its scalability and compu-
tational efficiency reduce overall resource consumption, contributing to more sustainable machine
learning system development. However, the same efficient motion tracking capabilities could be
misused for pervasive surveillance or unauthorized monitoring, posing privacy risks. Responsible
data governance, strict access control, and adherence to ethical deployment standards are essential to
ensure the technology is used for societal benefit.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our main contribution are detailed in Also see[Section 5]and [Ap]
for more experimental evidence.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitation of the work can be found in
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The detailed experiment setting, implementation detail and training setting can
be found in[Section 5|and [Appendix Al

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We use publicly-accessable dataset Argoverse 2 [41], Waymo [35] and
nuScenes [3]. Our code is available at https://github.com/Kin—-Zhang/
DeltaF1ow, including our proposed method, all the baselines, and model checkpoints.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Please see[Section 5|and [Appendix Al

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Error bars are not reported because the data needed to produce them would be
too computationally expensive to generate.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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8.

10.

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The computer resources we used are specified in[Appendix Al
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper confirm, in every respect, with NeurIPS
Code of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Societal impacts of the work can be found in
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The work does not have a high risk for misuse such that safeguards are needed.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of assets (e.g., code, data, models), used in the
paper are properly credited.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No new assets is introduced in the paper.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Not applicable.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Not applicable.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
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