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Abstract

Game theory offers an interpretable mathemat-
ical framework for modeling multi-agent inter-
actions. However, its applicability in real-world
robotics applications is hindered by several chal-
lenges, such as unknown agents’ preferences and
goals. To address these challenges, we show a
connection between differential games, optimal
control, and energy-based models and demon-
strate how existing approaches can be unified un-
der our proposed Energy-based Potential Game
formulation. Building upon this formulation, this
work introduces a new end-to-end learning appli-
cation that combines neural networks for game-
parameter inference with a differentiable game-
theoretic optimization layer, acting as an inductive
bias. The experiments using simulated mobile
robot pedestrian interactions and real-world au-
tomated driving data provide empirical evidence
that the game-theoretic layer improves the pre-
dictive performance of various neural network
backbones.

1. Introduction

Modeling multi-agent interactions is essential for many
robotics applications like motion forecasting and control.
For instance, a mobile robot or a self-driving vehicle has
to interact with other pedestrians or human-driven vehicles
to navigate safely toward its goal locations. Although data-
driven approaches have made significant progress in multi-
agent forecasting, challenges arise due to the additional
verification requirements in safety-critical domains. Hence,
Geiger & Straehle (2021) postulate the following critical
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Figure 1. Strategy Representations. (a) Learned explicit strategy
producing a multi-modal solution U based on observation o. (b)
Implicit game-theoretic strategy, which only considers the current
observation og and hence does not account for the prior inter-
action evolution. Moreover, it has fixed game parameters and
produces a local (uni-modal) solution u. (c) This work infers
multi-modal strategy initializations U™ and game parameters
P = {p',...,p"™} with an explicit strategy, then performs M
game-theoretic energy minimizations in parallel in a learnable
end-to-end framework.

objectives among others: (i) Integrating well-established
principles like prior knowledge about multi-agent interac-
tions to facilitate effective generalization, (ii) Ensuring in-
terpretability of latent variables in models, enabling verifi-
cation beyond mere testing of the final output.

Game-theoretic approaches, utilizing differential/dynamic
games (Bagar & Olsder, 1998), incorporate priors based
on physics and rationality, such as system dynamics and
agent preferences, into interaction modeling. Here, non-
cooperative game-theoretic equilibria describe interactions,
and solvers typically search for local equilibria (Le Cleac’h
et al., 2022; Liu et al., 2023) based on the current observa-
tion og, resulting in a single (uni-modal) joint strategy u.
While finding a suitable cost parametrization is non-trivial
(Knox et al., 2023; Diehl et al., 2023) for the robot (e.g., an
self-driving vehicle (SDV) in the open world), knowing the
preferences and goals of all other agents is an unrealistic
assumption. For example, the intents of human drivers are
not directly observable. That makes online inference of
game parameters, such as goals and cost weights, necessary
(Peters et al., 2021).

On the other hand, neural network-based approaches achieve
state-of-the-art (SOTA) performance on motion forecast-
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Figure 2. Energy-based Potential Games as a connection of differ-
ent research areas.

ing benchmarks. Works like (Salzmann et al., 2020) and
(Varadarajan et al., 2022) employ explicit strategies by uti-
lizing feed-forward neural networks with parameters 6 to
generate multi-modal joint strategies U = Fy(o) based on
the observed context o. Although these models achieve im-
pressive results, they are considered as low interpretable
black-box models with limited controllability (Zablocki
et al., 2022). How can we leverage the benefits of both
groups of approaches?

Energy-based neural networks (LeCun et al., 2006), a type
of generative models, provide an implicit mapping

u* = argmin Fy(u, o). €))
u

Florence et al. (2022) demonstrate the advantageous proper-
ties of such implicit models in single-agent control exper-
iments. This work shows how to parameterize the energy
Ey(-) with a potential game formulation (Monderer & Shap-
ley, 1996). Hence, we combine explicit strategies for initial-
ization and parameter inference with implicit strategies as
shown in Fig. 1.

Contribution. This paper contributes the following: Theo-
retically, this work proposes Energy-based Potential Game
(EPO) as a class of methods connecting differential games,
optimal control, and energy-based models (EBMs), as visu-
alized in Fig. 2. We further show how existing approaches
can be unified under this framework. Application-wise,
this work proposes a differentiable Energy-based Potential
Game Layer (EPOL), which is combined with hierarchical
neural network backbones in a novel system architecture.
Third, we demonstrate that our practical implementation im-
proves the performance of different SOTA neural network
backbone architectures in simulated and real-world motion
forecasting experiments.

2. Related Work

Game-Theoretic Planning. Game-theoretic motion plan-
ning approaches (Fridovich-Keil et al., 2020; Le Cleac’h
et al., 2022; Liu et al., 2023), aiming to find Nash equilibria
(NE), capture the interdependence about how one agent’s
action influences other agents’ futures. However, these
approaches typically involve computationally intensive cou-

pled optimal control problems. Hence, Geiger & Strachle
(2021) and Kavuncu et al. (2021) formulate the problem
as potential game (Monderer & Shapley, 1996; Fonseca-
Morales & Hernandez-Lerma, 2018), enabling the solution
of only a single optimal control problem (OCP). Different
works use filtering techniques (Le Cleac’h et al., 2021) or
inverse game-solvers (Peters et al., 2021) to learn game
parameters. However, these methods have been primarily
evaluated in simulation, and the learning objectives of Peters
et al. (2021) assumed unimodal distributions. In contrast,
our work utilizes SOTA neural networks to infer cost pa-
rameters and strategy initializations end-to-end. We further,
provide empirical evidence using a interactive real-world
driving dataset.

Data-driven Motion Forecasting. Motion forecasting
approaches using neural networks currently represent the
SOTA in benchmarks for various applications, such as hu-
man vehicle (Ettinger et al., 2021) or pedestrian prediction
(Kothari et al., 2022). Most works focus on modeling inter-
actions in the observation encoding part. For instance, the
attention (Gao et al., 2020) or convolutional social pooling
mechanism (Deo & Trivedi, 2018) are commonly employed.
Zeng et al. (2020) and Luo et al. (2023) also utilize EBMs,
with sampling instead of gradient-based optimization, like
in this work. App. B provides a extension of the related
motion forecasting applications. In general, our approach is
complementary to the developments in motion forecasting,
as it can be integrated on top of various network architec-
tures as later shown in Section (5).

Differentiable Optimization for Machine Learning. Ad-
vances in differentiable optimization (Amos & Kolter, 2017;
Pineda et al., 2022) enable our work allowing the combina-
tion of optimization problems with learning-based models
such as neural networks. Geiger & Straehle (2021) use a
concave maximization-based motion forecasting applica-
tion, which is restrictive for general real-world scenarios.
Additionally, the experiments are limited by the dataset size
(max. 25 samples) and only involve two agents. The concur-
rent work of Liu et al. (2023) proposes a combination with a
differentiable optimization planner evaluated on a simulated
dataset and does not account for multi-modal demonstra-
tions and predictions. Both works serve as proof of con-
cepts and utilize simple network architectures with only two
hidden layers. By contrast, we account for multi-modal be-
havior, evaluate on larger real-world datasets, and show that
our game-theoretic layer can be easily applied to different
SOTA neural networks. Moreover, both approaches draw
no connection between EBMs and game theory.

Energy-based Model. The works of LeCun et al. (2006)
and Song & Kingma (2021) provide reviews for EBMs. Be-
langer et al. (2017) identify three main paradigms for energy
learning: (i) Conditional Density Estimation, (ii) Exact En-
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ergy Minimization (iii) Unrolled Optimization. Models of
the first group (i) use the probabilistic interpretation that low-
energy regions have high probability. Approaches utilize
maximum likelihood estimation (MLE) (Song & Kingma,
2021), noise contrastive (NC) divergence (Hinton, 2002),
or NC estimation (Gutmann & Hyvirinen, 2012) learning
objectives. Type (ii) methods solve the energy optimization
problem exactly and differentiate by employing techniques
such as the implicit function theorem (Amos & Kolter, 2017).
Methods from type (iii), like (Belanger et al., 2017), approx-
imate the solution with a finite number of gradient steps
and backpropagate through the unrolled optimization. One
closely related application is EBIOC (Xu et al., 2022), which
proposes to use EBMs for inverse optimal control with a
type (i) MLE learning. The application of this paper inves-
tigates type (iii) methods. Unlike EBIOC, we use SOTA
neural network structures and provide deeper analysis in
multi-agent scenarios and multi-modal solutions. Lastly,
EBIOC draws no connections to game theory. However,
EBIOC can also be viewed under the EPO formulation (Sec-
tion 3.3) under specific assumptions.

To the author’s best knowledge, besides the new connec-
tion of the three fields, this work’s application is the first to
combine nonlinear differentiable game-theoretic optimiza-
tion with neural networks and successfully demonstrate its
performance on considerably large real-world datasets.

3. Energy-based Potential Games

This section describes the EPO framework. After intro-
ducing the game-theoretic background based on the works
of Bagar & Olsder (1998), Fonseca-Morales & Hernandez-
Lerma (2018) and Kavuncu et al. (2021) in Section 3.1, we
will show how to connect the potential game with EBMs
in Section 3.2 and discuss how different approaches can be
unified under the EPO framework in Section 3.3.

3.1. Background

Differential Games. Assume we have N agents and
u;(t) € R™ i represents the control vector and x;(t) €
R™¢ the state vector for each agent i,1 < ¢ < N at
timestep ¢. n,, ; and n, ; denote the dimension of the control
and state of agent . The overall state evolves according to a
time-continuous differential equation with dynamics f(-):

x(t) = f(x(t),u(t), ). )
starting at the initial state x(0) = Xp.
u(t) = (u(t), - ,uny(t)) € R"™ and x(t) =
(x1(t),--- ,xn(t)) € R" are the concatenated vec-

tors of all agents controls and states at time ¢, with
dimensions n, = Y . n,; and ny = ) . ng ;. Assume

each agent minimizes cost

T
C: (x0,u) = / Li(x(t), u(t), )dt + S:(x(T)) (3

with time horizon 7', running cost L; and terminal cost
S; of agent i. Costs are assumed to be conflicting render-
ing the game noncooperative. For instance, in robotics
applications, the cost function C; can be designed to en-
compass the agents’ objectives of reaching a specified
goal (encoded as S;), while simultaneously considering
collision avoidance and minimizing control efforts (repre-
sented by L;). u; : [0,T] x R™i — R™i defines an
open-loop strategy' and u_; defines the open-loop strategy
for all players except i. Then, u defines a joint strategy
for all agents. Let x( be the initial measured state. We
can now characterize the differential game with notation:

r%, = (1ful, (G )

Then, let us recall the following definition for NE from
Basar & Olsder (1998, Chaper 6):

Definition 3.1. Given a differential game defined by
all agents dynamics (2), and costs (3), a joint strategy
u* = (uj,...,u}) is called an open-loop Nash equilib-

rium (OLNE) if, forevery: =1,..., N,

C; (u*) < C; (u;,u*;) Vu, )
where (u;,u*)) is a shorthand for
(ui,...,w_j,u,uly,...,uy). Intuitively speak-

ing, no agent is incentivized to unilaterally change its
strategy, assuming that all other agents keep their strategy
unchanged.

Potential Differential Games. Finding a NE involves solv-
ing N-coupled OCPs, which is non-trivial and computa-
tionally demanding (Geiger & Straehle, 2021; Kavuncu
et al., 2021). However, according to Fonseca-Morales &
Herndndez-Lerma (2018) there exists a class of games,
namely potential differential games (PDGs), in which only
the solution of a single OCP is required, and its solutions
correspond to OLNE of the original game.

Definition 3.2. (cf. Fonseca-Morales & Hernandez-Lerma
(2018)) A differential game 1"3;0, is called an open-loop
PDG if there exists an OCP such that an open-loop optimal
solution of this OCP is an OLNE for I'. .

Theorem 1 from Kavuncu et al. (2021) (see also App. C)
implies, under the assumption of decoupled dynamics

xi(t) = f(xi(t), wi(t), t)

!'Open-loop strategies provide equivalence between strategy
and control actions for all time instants (Basar & Olsder, 1998).
Hence, for clarity, we omitted to introduce a new variable for the
strategy, and overloaded the notation for u; such that it describes
the controls of agent ¢ in the time interval [0, 7).

Vi, (&)
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that such an OCP? is given by:

T
win [ p(x(0). ). 00 +5(T)©)

subject to Equation (5).

Here, p(-) and 5(-) are so called potential functions. It is fur-
ther shown that in the context of interactive game-theoretic
trajectory planning the potential function cost terms of the
agents have to be composed of two terms: (i) Cost terms
C9™"(x;(t), u;(t)) that only depend on the state and control
of agent 7 (e.g., tracking costs or control input costs) and
(ii) pair-wise coupling terms C} ' (x;(t), x;(t)) between
agents ¢ and j, which could encode some common social
norms, such as collision avoidance. Further, the coupling
terms have to fulfill the property (Theorem 2 Kavuncu et al.
(2021)): CFY (xi(t),%;(t)) = CF (xi(t), x;(1)) Vi # J.
Intuitively speaking, two agents ¢ and j care the same for
common social norms. The potential functions are then

given by
N N '

p() = Z O (xi(t), uy (1)) + Z ACE*}“(xyz(t),Xj(t))
z;> <i<j

5() = 2 O (xi(T)). (7)

3.2. Connecting Potential Differential Games with
Energy-based Models

While PDGs provide more tractable solutions to the original
game, challenges still arise due to unknown game parame-
ters, like preferences for tracking costs or common social
norms. Hence, this work aims to infer the parameters on-
line using function approximators, such as neural networks,
based on an observed context o (e.g., agents’ histories, map
information, or raw-sensor data in robotics applications).
We now demonstrate how to connect PDGs to EBMs, laying
the foundation for unifying various existing applications
(Section 3.3) and our practical solution in Section 4.

Direct Transcription. Due to its simplicity and result-
ing low number of optimization variables, we apply single-
shooting, a direct transcription method (Betts, 2010), to
transform the time-continuous formulation of (5) and (6)
into a discrete-time OCP. Let the discretized time interval
be [0,T] with0 =ty <t < -+ <t < <tg =T

and k =0, ..., K. We assume a piecewise constant control
w;(tx) := u; ; = constant for ¢ € [ty,t; + At) , where
At = tpy1 — t denotes the time interval. Assume an

approximation of the system dynamics (5) by an explicit

The assumption of decoupled dynamics seems reasonable in
interactive (robot) trajectory planning settings, as the coupling
between agents mainly occurs due to the coupling of agents’ cost
functions, such as collision avoidance Kavuncu et al. (2021).

integration scheme with x; y+1 = f(X; &, W; x). By apply-
ing single-shooting, the state x;(t) := X; j, is obtained by
integrating the system dynamics based on the controls u; j
fork = 0,..., K — 1. Hence, states x; ; of agent ¢ are a
function of the initial (measured) agent state x; o and the
strategy u; € R7uwi*K,

EPO Optimization Problem. Let us now formulate the
solution of the resulting discrete-time OCP given by:

K-1

u* = arg min Z p(Xk, ur) + 8(xxK), )
Y k=0

with discrete-time joint state x; € R™* and control u; €
R™: at timestep k and joint strategy u € R™>*X_ Now
assume inference of the game parameters p = ¢y(0) based
on observations o, and we can interpret the cost as an en-
ergy function, similar to Xu et al. (2022). Hence, the cost
terms are now functions of the observations and also depend
on some learnable parameters 6. That leads to the energy
optimization problem

N
= argmmZEOW“ (u;,0) + Z Eg“;] (u;,u;,0).
1<i<y
)]

Here we combined Equations (7) and (8). Remember that
states are functions of the strategy (sequence of controls) and
the initial observation. Hence, state arguments are omitted.
Eown(u,, 0) represent an agent specific energy, which can

contain running and terminal costs, and Ep“Ir ;(ui,u;,0)
an pairwise interaction energy, whereas both are summed
over all K timesteps. The energies could depend on o in
two ways, explicitly and implicitly, through the inferred
parameters p°. The interpretation as an energy, now allows
to apply EBMs techniques for learning.

3.3. Discussion of Related Applications

This section revisits the literature and shows how existing
applications from the field of multi-agent forecasting can
be viewed under the EPO framework. Table 1 provides a
comparison in terms of the energy structure, the method
for solving the energy optimization problem (9), and the
learning type (see Section 2 EBMs). These works pro-
vide additional empirical evidence that modeling real-world
multi-agent interactions as PDG is promising. Note that
none of these approaches draw connections between PDGs,
optimal control, and EBMs.

DSDNet (Zeng et al., 2020) and JFP (Luo et al., 2023) use
neural networks to approximate the energy and optimize

3The energies of our implementation (Section 4) depend on o
through p = ¢¢(0). Moreover, energy features dependent on the
states are functions of the initial state x¢ extracted from og, which
induces another dependence on the observations.
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Table 1. A comparison of EPO applications. MB: Model-based.
GB: Gradient-based. CDE: Conditional Density Estimation. IFT:
Implicit Function Theorem. UN: Unrolling. *Assuming the fully-
connected graph of Luo et al. (2023). ¢ TGL uses hard inequality
constraints to force a forward movement of the agents, whereas
the proposed EPO framework penalizes inequalities in the energy
functions. x+ Assuming that the cost follows the PDG formulation.

Energy Energy Learning
Structure Optimization Type
Luo et al. (2023)* NN Sampling (Learn.) CDE
Zeng et al. (2020) Nonlin.+NN Sampling (MB) CDE
Geiger & Straehle (2021)¢ Convex GB IFT
Xu et al. (2022)% Nonlin./NN GB CDE
Section (4) Nonlin. GB UN

via sampled future states. These future states can be gen-
erated by unrolling the dynamics with controls generated
by model-based or learning-based sampling. Both works
use the probabilistic interpretation of EBMs with a condi-
tional density given by pg(ulo) = + = exp(—Fy(u,0))
learned by MLE, with network parameters ¢, and normal-
ization constant Z, which is often intractable to compute
in closed-form and needs to be approximated. In contrast,
TGL (Geiger & Straehle (2021)) uses the implicit function
theorem to learn the energy, which requires convergence
to an optimal solution u* (Pineda et al., 2022). The en-
ergy has the structure of a linear combination of features
Ew(u,0) = > ;wjcj(o,u) = wTc(o,u). w describes
the vector of inferred cost/energy function weights, and ¢; (+)
the cost/energy features. The approach uses gradient-based
convex minimization (concave maximization), whereas the
required convexity of c is restrictive for general real-world
scenarios (e.g., curvy lanes). In contrast, Section 4 proposes
a non-convex nonlinear gradient-based solution. Further,
our approach learns by backpropagation through unrolled
nonlinear optimization problems. Xu et al. (2022) does
not make a potential game assumption in their multi-agent
control experiments, nor do the authors draw connections
between EBMs and PDGs. However, we also classified
their approach under the EPO framework for completeness.
Neural networks as approximations of the energy are more
expressive and can overcome the design of features, which
is necessary for domains like SDV (Naumann et al., 2020)
to approximate human behavior. On the other hand, lin-
ear combinations of features allow to incorporate domain
knowledge into the training process and provide a level of
interpretability (Zablocki et al., 2022; Liu et al., 2023).

4. Practical Implementation

This section introduces a practical implementation that in-
tegrates a differentiable EPO formulation into the training
process of neural networks for multi-agent forecasting.

Problem Formulation. We assume access to an object-

based representation of the world consisting of agent his-
tories and (optional) map information as visualized for an
SDV example in Fig. 3. Let an observation o = {h, m} be
defined by a sequence of all agents historic 2-D positions
(z,vy), denoted by h, with length H, and by an optional high-
definition map m. Our goal is to predict future multi-modal
joint strategies U € R™«*K*M and the associate scene-
consistent future joint states X € R XXM of a]] agents
and probabilities PR € [0, 1] for all M joint futures.

General Approach. U represent M different joint strate-
gies u™ € R™*K with modes m = 1,...,M. U is
obtained by M parallel gradient-based optimizations of en-
ergies defined by Equation (Eq.) (9). As minimizing the non-
linear energy with gradient-based solvers can induce prob-
lems with local optima, we propose to learn initial strategies
Uinit ¢ RnuxE XM with a neural network consisting of M
strategies ulMtm ¢ R7uxK [ addition, for every mode, the
network predicts parameter vectors p™ € R™» with dimen-
sion n,,, whereas P € R™» *M describes the parameters of
all modes. Concretely, p' contains the weights w”* € R"w
and goals g™ € R2*N of all agents. Algorithm 1 provides
a pseudocode of the the training and inference procedure.

Algorithm 1 Multi-Agent Forecasting

Require: observation o = {h,m}, ground truth future
joint trajectory Xgr
z = @& (¢ (h), 1" (m)) {observation encod.}
for1 <i< N do
G, = ¢2(z;) {goal decod.}
W = ¢°%"(z,;) {agent weight decod.}
Ulinit = ¢init(z,) {initial strategy decod.}
end for{in parallel for all agents ¢}
WAl — gpair(zal) finteraction weight decod. }
for1 <m < M do
Parameterize energies (10), (11) with g™, w
Initialize optimization with u™
Gradient-based minimization of (9)
. end for{in parallel for all modes m}
: X = f(xg, U) {unroll dynamics}
: PR = ¢P™"(zP™?) {scene prob. decod.}
. if Training then
Update parameters 6 based on VL (12)
. end if

m

—_ =
e AN R A AR AN R

— e = e e

4.1. Observation Encoding

Given observations o, the first step is to encode agent-to-
agent and agent-to-lane interactions. Inspired by Gao et al.
(2020), this work uses different hierarchical graph neural
network backbones for observation encoding. We first con-
struct polylines P based on a vectorized environment rep-
resentation of the agent histories and map elements.The
resulting subgraphs are encoded with separate agent his-
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Figure 3. System Architecture of the implementation. Agent histories and lanes are encoded using a vectorized representation. The
resulting features capture agent-to-agent and agent-to-lane interactions in a global interaction graph. These features are then passed
through different decoders. To handle multi-modality in demonstrations, the decoders predict context-dependent goal positions, initial
strategies, and weights for energy parameterization. Parallel energy optimization problems are solved in the inner loop, resulting in M
joint strategies. The dotted blue box represents the parallelization of modes. Unrolling the dynamics generates scene-consistent future
joint trajectories. Additionally, a probability decoder predicts scene probabilities. During training, the learnable parameters are updated in

the outer loop optimization problem based on a multi-task loss.

tory ¢"st and lane encoders ¢, followed by a network to
model high-level interactions in a global graph ¢¢'°°. The
result is an updated latent polyline feature vector z. Section
5 and App. E.1 provide additional information.

4.2. Game Parameter Decoding

Let z; be the updated feature of agent ¢ after the global
interaction graph extracted from z. Next, we will describe
the different decoders of the game parameters P and initial
strategies Uy,  which are all implemented by multilayer
perceptrons (MLP).

Goal Decoding. Human navigation is partially determined
by goals (Wolbers & Hegarty, 2010). Hence, the goal de-
coder aims to provide a distribution p£**'(g;|o) of future
2-D goal positions g; € R2. In our SDV experiments, we
follow (Zhao et al., 2021) and model p*'(-) with a categor-
ical distribution over G discrete goal locations to account
for multi-modality over agent intents (e.g., lane keeping vs.
lane changing). We extract multiple goal positions per agent
G; € R2*M by selecting the top M goals from pE*(-).

G, is used to parameterize goal-related features* of energy
(10).

Weight Decoding. The energy structure (10),(11) follows
a linear combination of features with multi-modal weights
W € R™*M_hich is the concatenation of all agents
time-invariant self-dependent weights W?*" and pairwise
weights WP These are predicted by two weight decoders.
The agent weight decoder W™ = ¢°""(z;) predicts the
weights WPV, based on the agent features z; from a single
agent 4. The interaction weight decoder WP = ¢Par(z3l)
predicts all pairwise weights WP3" at once based on the
input z*!!, which is the concatenation of the agent features

“Note that the proposed method is not restricted to energies
using goal-related features. However, these features can improve
the predictive performance, as shown later (Tab. 4).

z; from all N agents.

Initial Strategy Decoding. It is important to note that
gradient-based methods may not always converge to global
or local optima. However, these methods can be highly
effective when the solver is initialized close to an optimum.
(Donti et al., 2021). Hence, we learn M initial joint strate-
gies, denoted by U™, More concretely, the initial strategy
decoder predicts UMt = ¢'nit(z;). The parameters of the
goal, agent weight, and strategy decoders are shared for all
agents. Hence, the computation is parallelized.

4.3. Energy-based Potential Game Layer

The energy-based potential game layer solves the M opti-
mization problems, defined in Eq. (9) in parallel, using the
predicted parameters P and initializations U™,

Energy Structure. The energies from Eq. (9) have the
structure of a linear combination of weighted nonlinear
vector-valued functions ¢(-) and d(-) given by

3

w m 1 wn,m m _m\[ 2
ER7 (i, 0) = o [(wi™™)Te(uwi®, &))", (10)

EN (", u),0) = % H(wfzi.r’m)Td(u?,u?)Hz, (11)
which allows incorporating domain knowledge into the train-
ing process. w;" ", wi "™, and u* € R™** describe
the weight vectors and strategies of mode m and agent
i. ¢(+) includes agent-dependent costs, which, for example,
can induce goal-reaching behavior while minimizing control
efforts. d(-) is a distance measure between two agent geome-
tries. The use of weighted features provides an additional
layer of interpretability according to the definition (Zablocki
et al., 2022). For instance, a visualization of feature weights
provides further insights into the decision-making process.
A high weight for reaching a goal lane could indicate a lane
change. Remember from Section 3.2 that the future joint
states x;* are a function of strategy u;", connected by the
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explicit integration scheme of the dynamics. The approach
uses an Euler-forward integration scheme with dynamically-
extended differentiable unicycle dynamics (see App. E.2)
to model pedestrians, mobile robots, or vehicles.

Differentiable Optimization. The structure of (10), (11)
allows us to solve parallel optimizations using the differ-
entiable Nonlinear Least Square solvers of Pineda et al.
(2022). The implementation uses the second-order Lev-
enberg—Marquardt method (J. Wright & Nocedal, 2006).
Hence, we minimize Eq. (9) by iteratively taking S steps
Us11 = ug + aAu. s describes the iteration index with
s=1,...,5and ais a stepsize 0 < o < 1. Au is found
by linearizing the energy around the current joint strategy
u and subsequently solving a linear system (Pineda et al.,
2022). During training, we can then backpropagate gradi-
ents through the unrolled inner loop energy minimization
based on a loss function of the outer loop loss minimization.

4.4. Scene Probability Decoding

The result of the M parallel optimizations are multi-modal
joint strategies U. Unrolling the dynamics leads to M multi-
modal future joint state trajectories X and the goal of the
scene probability decoder is to estimate probabilities for
each future PR, = ¢P™?(zP™P). The decoder takes as input
the concatenation of z*"' and joint trajectories X, denoted
by zP™" and outputs probabilities PR for the M futures.

4.5. Training Objectives

The implementation follows prior work (Ngiam et al., 2022;
Zhao et al., 2021) and minimizes the multi-task loss

L= Alﬂimi[ + Azﬁgoal + )\3£prob. (12)
with scaling factors A1, A2, Az of the different loss terms.
The imitation loss £™! is a distance of the joint future clos-
est to the ground truth. As £™ induces imitation behavior,
the energies/costs will be learned such that solving the opti-
mal control problem with the learned energies/costs results
in multi-agent imitation®. £2°¥ computes the negative log-
likelihood based on the predicted goals G locations and
LP° similarly for the multi-modal future joint states X.
Further details are given in App. E.4.

5. Experimental Evaluation

The experiments presented below aim to answer the follow-
ing research questions: QI Is the methodology applicable
to different motion forecasting backbones, and does it en-

>We can interpret cost learning as a type of multi-agent inverse
reinforcement learning (RL) as Mehr et al. (2023), sometimes
also called multi-agent inverse optimal control (Neumeyer et al.,
2021). The forward pass is a type of multi-agent model-based RL,
utilizing planning with learned cost (Moerland et al., 2023).

hance the predictive performance? Q2: What are the most
influential hyperparameters?

Evaluation Environments. The first dataset contains simu-
lated multi-modal mobile robot pedestrian interaction (RPI),
constructed based on the implementation of Peters et al.
(2020). exiD is a real-world dataset of interactive scenarios,
captured by drones at different locations of highway (Moers
et al., 2022). The datasets contain 60338 (RPI) and 290735
(exiD) samples respectively. Methods are tasked to predict
joint futures of 7' = 4. Details are given in App. D.

Metrics. This work follows standard motion forecasting
metrics (Nicholas Rhinehart, 2019; Ngiam et al., 2022; Luo
et al., 2023). The minADE calculates the Ly norm of a
single-agent trajectory out of M predictions with the mini-
mal distance to the groundtruth. The minFDE is similar to
the minADE but only evaluated at the last timestep. The
minSADE and minSFDE are the scene-level equivalents to
minADE and minFDE, calculating the Ly norm between
Jjoint trajectories and joint futures, as Casas et al. (2020).
The recent study of Weng et al. (2023) highlights the impor-
tance of these joint metrics. We further calculate the overlap
rate OR of the most likely-joint prediction, which measures
the scene consistency as described by Luo et al. (2023).
When using marginal prediction methods, the joint metrics
(minSADE, minSFDE, OR) are computed by first order-
ing the single agent predictions according to their marginal
probabilities and constructing a joint scenario accordingly.

Baselines. Constant Velocity (Const. Vel.) is a kinematic
baseline, achieving good results for predicting pedestrians
(Scholler et al., 2020) or highway vehicles (Xu et al., 2022).
The experiments also utilize the following SOTA architec-
tures as baselines and observation encoding backbones. All
methods utilize the lane encoders of Gao et al. (2020). V-
LSTM: Ettinger et al. (2021) encode agent histories with
an LSTM (Hochreiter & Schmidhuber, 1997) and a single-
stage attention mechanism (Vaswani et al., 2017) directly
models the interactions between agents and lanes. HiVI-M:
Inspired by Zhou et al. (2022), this slightly modified base-
line encodes the agent histories with transformers (Vaswani
et al., 2017) and uses a two-stage attention mechanism.
First, the map-to-agent interactions are modeled, and sub-
sequently, the agent-to-agent interactions. VIBES: This un-
published baseline stands for Vectorized Interaction-based
Scene Prediction and uses an LSTM for agent encoding and
the previously described two-stage attention mechanism.
V-LSTM, HiVT-M, and VIBES use a marginal loss formu-
lation by minimizing the minADE for trajectory regression
and classification loss similar to Zhao et al. (2021) to esti-
mate probabilities. However, that could lead to inconsisten-
cies in future trajectories as it approximates a marginal dis-
tribution over future locations per actor. Backbone+SC:
To make a fair comparison, we introduce additional base-
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Table 2. Predictive performance of the different evaluated methods
on the RPI test dataset. ADE, FDE, SADE and FDE are computed
as the minimum over M = 2 predictions in [m]. Bold numbers
mark the best result and underlined numbers the second best of the
group of approaches, which uses the same observation encoding
backbone. Lower numbers are better.

Marginal | Joint |
Method ADE FDE SADE SFDE OR
V-LSTM 0.12 0.20 0.13 0.23  0.006
+SC 0.04 0.11 0.04 0.11  0.001
+ Ours 0.03 0.08 0.03 0.08 0.000

lines that minimize a scene-consistent loss, consisting of
the minSADE and the same scene probability loss as our
approach (£ = L™t + £PoP from Eq. (12)). Moreover,
these baselines predict control values like Cui et al. (2020).
This approach approximates a joint distribution over future
locations per scene. These approaches are closest to our
implementation but, in contrast, do not use parameter decod-
ing, nor the EPOL. Grid searches were performed to find the
optimal hyperparameters for all baselines to ensure a fair
comparison. The hyperparameters for our method are the
same across all backbones (V-LSTM, VIBES, HiVT-M).

Energy Features and Dynamics. Both experiments use
unicycle dynamics. Without loss of generality, agents’ ge-
ometries are approximated by a circle of radius r;. Hence
d(-) in Eq. (11) is a Euclidean point-to-point distance, active
when the circles overlap. In the RPI experiments, specific
features in ¢(-) penalize deviations from goal locations, high
controls and control derivations, velocities, as well as viola-
tions of state, control, and control derivation bounds. In the
exiD experiments, agent-dependent features also penalize
high distances to a reference line of the goal, and differ-
ences from a reference velocity, but not state or control
bounds. App. D and E provide further details regarding the
environments, network architectures, and implementation.

5.1. Does the EPOL improve the performance of
different observation encoding backbones?

Consider the results in Tab. 2 and 3, showing the results
on both datasets when the approach is applied to different
observation encoding backbones. Our implementation con-
sistently outperforms the baselines in all joint distance met-
rics (minSADE and minSFDE) across all backbones without
backbone-specific hyperparameter tuning. Note that also the
overlap rate decreases due to the game-theoretic inductive
bias. Especially joint metrics are important, as they measure
the scene consistency, which is also underlined in a recent
study of Weng et al. (2023). Further, Fig. 4 visualizes quali-
tative joint predictions in one interactive merging scenarios.
Observe how our method produces scene-consistent predic-
tions. For example, the yellow and red car perform a lane

Table 3. Predictive performance of the different evaluated methods
on the exiD test dataset. The metrics and formatting is the same as
in Tab. 2, but M = 5.

Marginal | Joint |
Method ADE FDE SADE SFDE OR
V-LSTM 1.25 3.64 1.98 3.90 0.031
+SC 0.82 1.95 1.07 2.63  0.010
+ Ours 0.80 1.89 0.99 2.37 0.008
VIBES 1.35 1.68 1.93 2.93 0.021
+SC 0.73 1.71 1.01 2.47  0.007
+ Ours 0.83 1.99 0.99 2.40 0.006
HiVT-M 1.83  2.02 2.39 2.86 0.013
+SC 0.78 1.90 1.04 2.57  0.008
+ Ours 0.83 1.97 1.03 2.48 0.007
Const. Vel.  1.16  2.87 1.16 2.87  0.010
=
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Figure 4. Qualitative results in a interactive exiD scenario for two
time steps t1, t2. Agents and the most likely future joint trajectories
are visualized in different colors. The saturation increases with the
number of predicted steps. The groundtruth (history and future)
is visualized with colors from dark grey to black. The map is
visualized in light grey and the x-axis is about 250 m long.

change at high speeds. Our model predicts, the resulting in-
teraction accurately. Additional multi-modal predictions are
located in App. F.1. We conclude that our approach can be
applied to different backbones and improves the predictions.

5.2. Ablation Study

The experiments identified that the most influential hyperpa-
rameter is the number of steps S during optimization. Fig. 5
visualizes the dependency. Observe how the approach gets
reasonable small metrics with all configurations and hence
could be used with different numbers of steps. However,
while the distance between the closest optimized joint future
and GT gets smaller with increasing optimization steps, the
initialization gets slightly pushed away from GT. Hence,
with more steps, the approach gets less dependent on the
initialization. Huang et al. (2023) observe an similar effect.

Further ablations for energy features and learned initializa-
tion are given in Tab. 4. Turning off the goal-related features
inhibits goal-reaching behavior, which is essential for mod-
eling human behavior (Wolbers & Hegarty, 2010; Naumann
et al., 2020). Hence, the performance declines in all metrics.
When we turn off the learned initialization and initialize
the controls for all agents with zeros, we also observe a
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Figure 5. Predictive performance of the initial (red) and optimized
strategy (blue) as a function of the number of optimization steps
on the RPI validation dataset.

Table 4. Ablation study investigating the impact of learned initial-
ization, and goal-related features on the exiD test dataset. All
models use the V-LSTM backbone encoding. Bold numbers mark
the best result and underlined numbers the second best of the
group of approaches, using the same observation encoding back-
bone. Lower numbers are better.

Marginal |, Joint |
Method ADE FDE SADE SFDE OR
Ours (full) 0.83 1.99 0.99 2.40 0.006
No init 0.89 2.04 1.01 2.47  0.007
No goal 0.89 2.13 1.10 2.64  0.009

decline in performance. However, the decline is lower as
unicycle dynamics with controls of zeros correspond to a
constant velocity and constant turn rate movement, which
is reasonable for highway scenarios. Tab. 3 demonstrate
that a constant velocity movement is a straightforward yet
competitive baseline in highway scenarios, subsequently en-
hanced through energy optimization. Nevertheless, it fails
to attain the performance level exhibited by the learned ini-
tialization. The findings in Tab. 4 underline the significance
of the algorithmic components in this study.

2 — 008 0.09 0.11 0.12 0.6
5)
8« 010 0.12 0.14 0.14
%2 0.4
S < 016 0.17 021 026
P
_‘é o 025 027 031 0.2
- o
— . K
Z I I 0
2 4 8 12
Number of Agents N
0.169 0.170 0.172 0.174 0.175 ‘
1 2 4 8 12

Number of Modes M

Figure 6. Mean runtime in [s] for different number of agents and
optimizations steps averaged over 100 exiD samples with M = 4.
The experiments for the number of modes use S = 2 and N = 4.

5.3. Limitations and Future Work.

As commonly reported in the literature, game-theoretic mo-
tion planning approaches suffer from increased runtime,

especially with an increasing number of agents. While
our implementation scales well with the number of modes
(nearly constant runtime), due to parallelization (see Fig.
6), that effect is also present in our non-runtime optimized
implementation. However, future work could apply decen-
tralized optimization techniques similar to Williams et al.
(2023), to further reduce the runtime. Without loss of gen-
erality, our implementation is limited by a fixed number
of agents (see App. D) during optimization due to the
requirement of fixed-size optimization variables (Pineda
et al., 2022). Future work should overcome this issue and
dynamically identify interacting agents, as not all agents
constantly interact in a scene. That could be done utilizing
the already existing attention mechanism, similar to Hazard
et al. (2022), and would also address the first runtime limi-
tation. Future work should also explore the generalization
of our findings to more complex urban settings. This work
considered applications for motion forecasting (open-loop).
However, future work could also use our formulation for
closed-loop control of one or more agents by executing the
most likely trajectory like Peters et al. (2020). The proposed
EPO framework further open opportunities for various fu-
ture algorithms, which combine different types of energy
structures, optimization, and differentiation techniques as
indicated in Section 3.3.

6. Conclusions

This work presented a connection between differential
games, optimal control, and EBMs. Based on these findings,
we developed a practical implementation that improves the
performance of various neural networks in scene-consistent
motion forecasting experiments. Similiar to Finn et al.
(2016), we hope that by highlighting the connection be-
tween these fields, researchers in these three communities
will be able to recognize and utilize transferable concepts
across domains, particularly in the development of inter-
pretable and scalable algorithms.
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A. List of Abbreviations

Abbreviation Description

ADE average displacement error

CDE conditional density estimation
Const. Vel. Constant Velocity

EBM Energy-based Model

EPOL Energy-based Potential Game Layer
EPO Energy-based Potential Game

Eq. equation

FDE final displacement error

GB gradient-based

HiVT-M Hierarchical Vector Transformer Modified
IFT implicit function theorem

Learn. learned

LSTM long short-term memory

MG model-based

MLE maximum likelihood estimation

NC noise contrastive

NE Nash equilibrium

Nonlin. nonlinear

OLNE open-loop Nash equilibrium

OR overlap rate

OCP optimal control problem

PDG potential differential game

RPI robot pedestrian interaction

SADE scene average displacement error
SDV self-driving vehicle

SFDE scene final displacement error
SOTA state-of-the-art

UN unrolling

VIBES Vectorized Interaction-based Scene Prediction
V-LSTM Vector-LSTM

B. Extended Related Work

Data-driven Motion Forecasting Deep learning motion forecasting approaches use different observation inputs. Cui et al.
(2020) uses birds-eye-view images, which have a memory requirement and can lead to discretization errors. Gao et al.
(2020) propose to use a vectorized environment representation instead, and Nicholas Rhinehart (2019) uses raw-sensor
data. The approaches often utilize an encoder-decoder structure with convolutional neural networks (Deo & Trivedi, 2018),
transformer (Ngiam et al., 2022), or graph neural networks (Casas et al., 2020) to model multi-agent interactions. In
addition to deterministic models (Ngiam et al., 2022), various generative models, such as Generative Adversarial Networks
(GANSs) (Gupta et al., 2018) and Conditional Variational Autoencoder formulations (Salzmann et al., 2020), as well as
Diffusion Models (Gu et al., 2022), is used. First, predicting goals in hierarchical approaches like (Zhao et al., 2021), further
increases the predictive performance using domain knowledge of the map information. Motion forecasting models can also
be conditioned on the control (Diehl et al., 2023) or future trajectory (Salzmann et al., 2020) of one agent. However, these
conditional forecasts might lead to overly confident anticipation of how that agent may influence the predicted agents (Tang
et al., 2022). To include domain knowledge such as system dynamics into the learning process, it is also common practice
(Varadarajan et al., 2022; Cui et al., 2020; Salzmann et al., 2020) to first forecast the future control values of all agents and
then to unroll a dynamics model to produce the future states.

Differentiable Optimization for Motion Planning Differentiable optimization has also been applied in motion planning
for SDVs. Xiao et al. (2023) and Diehl et al. (2022) impose safety-constraints using differentiable control barrier functions
or gradient-based optimization techniques in static environments. Karkus et al. (2023) and Huang et al. (2023) couple
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a differentiable single-agent motion planning module with learning-based motion forecasting modules. In contrast, our
work performs multi-agent joint optimizations in parallel, derived from a game-theoretic potential game formulation.
Game-theoretic formulations can overcome overly conservative behavior when used for closed-loop control Liu et al. (2023).

C. Theorems
This section provides the full theorem of (Kavuncu et al., 2021):

Theorem C.1. For a differential game 'L := (T, {ui}f\il , {C’i}ﬁvzl , f) if for each agent i, the running and terminal
costs have the following structure L;(x(t),u(t),t) = p(x(t),u(t),t) + ¢; (x—;(t),u_;(t),t) and

Si(x(T)) = s(x(T)) + 51 (x~:(T)),

then, the open-loop control input u* = (uj,--- ,u}) that minimizes the following

min [ p(x(0).(t). )t + 5(x(7)

s.t & (t) = fz' (Xz’ (t), u; (t), t) s
is an OLNE of the differential game on, ie., I’fo is a potential differential game.

Proof: See (Kavuncu et al., 2021), with original proof provided by Fonseca-Morales & Herndndez-Lerma (2018).

Here besides the potential functions p and 5, s; and ¢; are terms that are required to not depend on the state or control of
agent 4.

D. Datasets
D.1. RPI

The RPI dataset is a synthetic dataset of simulated mobile robot pedestrian interactions. Multi-modal demonstrations
are generated by approximately solving a two-player differential game (/N = 2) with the iterative linear-quadratic game
implementation of Fridovich-Keil et al. (2020) based on different start and goal configurations. Fig. 7 D.1 provides an
illustration for the dataset construction. The robot’s initial positions (white circle) and goal locations (white star) are the
same in all solved games. In contrast, the initial state (dark grey circle) and goal location (dark grey stars) of the pedestrian
move on a circle, as illustrated on the left graphic in Fig. 7 D.1. As solving the game once leads to a unimodal local strategy,
this work follows the implementation of Peters et al. (2020). It solves the PDG for a given initial configuration multiple
times based on different initializations. Afterward the resulting strategies are clustered. The clustered strategies represent
multi-modal strategies of the main game, and they are visualized in red and yellow in Figure D.1. The agents are tasked to
reach a goal location given an initial start state while avoiding collisions and minimizing control efforts. The agents then
execute the open-loop controls of the main game’s initial strategies. After every time interval At = 0.1, the procedure of
game-solving and clustering the results are repeated as long as the agents pass each other. The resulting strategies of the
so-called subgames are visualized in green and blue on the right of Fig. 7 D.1. Based on the history (dotted red line) and the
strategies of the subgame (blue and green), we then build a multi-modal demonstration for the dataset. Note that the main
game and the corresponding subgames use the same cost function parametrizations, but the agents’ preferences for collision
avoidance differ between main games.

The resulting dataset is based on 20 main games and their corresponding subgame solutions. Here we draw collision cost
parameters from a uniform distribution to enhance demonstration diversity. The resulting dataset contains 60338 samples,
whereas we use 47822 (~80%) for training, 6228 for validation (~10%), and 6228 (~10%) for testing. The test set is
constructed based on an unseen main game configuration. The goal is to predict M = 2 joint futures of 7' = 4 s based on a
history of H = 1.8 s with a time interval of At = 0.1.

D.2. exiD

The exiD (Moers et al., 2022) dataset contains 19 h of real-world highly interactive highway data. Interactions between
different type of vehicle classes (vehicles) are rich because the data was recorded by drones flying over seven locations
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Figure 7. Dataset construction for RPI dataset. Left: First initial and goal states and game parameters are sampled. Middle: A main game
is solved multiple times based on the sampled game configuration with subsequent result clustering. That leads to multimodal strategies
(red and yellow). The agent moves according to the multimodal strategies of the main game. After a time step At, a sub game is solved.
The results are multimodal strategies (blue and green) of the subgame. The histories (dotted red) and multi-modal strategies of the sub
game build a demonstration for training and evaluation.

Figure 8. An exemplary highly-interactive scenario from the exiD dataset.
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of German highway entries and exits. Highway entries and exits, designed with acceleration and deceleration lanes and
high-speed limits, promote interactive lane changes due to high relative speeds between on-ramping and remaining road
users. In addition, the most common cloverleaf interchange in Germany requires simultaneous observation of several other
road users and gaps between them for safe entry or exit in a short time frame (Moers et al., 2022).

To further increase the interactivity, this work extracts scenarios with NV = 4 agents in which at least one agent performs a
lane change. We choose N = 4 as this resulted in the highest number of samples assuming a fixed number of agents. The
recordings are then sampled with a frequency of At = 0.2s. The different networks (see Section 5) are tasked to predict
M = 5 joint futures of length T' = 4 s based on a history of H = 1.8s. The resulting dataset contains 290735 samples,
whereas we use 206592 (~72%) for training, 48745 for validation (~16%), and 35398 (~12%) for testing. To investigate
the generalization capabilities of the different models, the test set contains unseen scenarios from a different map (map 0)
than the training and validation scenarios. An exemplary scenario is visualized in Fig. 8 D.1.

E. Implementation Details

This section provides additional information for the used observation encoding backbones and the game parameter decoders.

E.1. Network Architectures

Lane Encoder. In all experiments, the lane encoder qSla“e uses a PointNet (Qi et al., 2017) like architecture as Gao et al.
(2020) with three layers and a width of 64. The polylines are constructed based on vectors that contain a 2-D start and 2-D
goal position in a fixed-global coordinate system. Agent polylines also include time step information and are encoded with
different encoders depending on the used backbone.

Agent History Encoder. The V-LSTM (Vector-LSTM) (Ettinger et al., 2021) and VIBES (Vectorized Interaction-based
Scene Prediction) backbones use an LSTM (Hochreiter & Schmidhuber, 1997) for agent history encoding with depth three
and width 64. Our modified HiVT-M (Hierarchical Vector Transformer Modified) (Zhou et al., 2022) implementation uses a
transformer (Vaswani et al., 2017) for the encoding of each agent individually. Note that this contrasts with the original
implementation, where the encoding transformer already models local agent-to-agent and agent-to-lane interactions. We

account for that in a modified global interaction graph as listed below. The transformer has a depth of three and a width of
64.

Global Interaction. The V-LSTM backbones update the polyline features in the global interaction graph with a single layer
of attention (Vaswani et al., 2017) as described by Gao et al. (2020). The HiVT-M and VIBES models use a two-stage
attention mechanism. First, one layer of attention between the map and agent polyline features, and afterwards a layer of
attention between all updated agents features are applied. The global interaction graph has a width of 128.

Game Parameter and Initial Strategy Decoder. The agent weight, goal, and initial strategy decoders are implemented by
a 3-layer MLP with a width of 64.

Goal Decoder. The goal decoder follows Zhao et al. (2021). It takes as input the concatenation of an agent feature z;
and G = 60 possible goal points, denoted by z£°¥. The goal points are extracted from the centerlines of the current and
neighboring lanes. If there exists no neighboring lane, we take the lane boundaries. The decoder ¢ then predicts the
logits of a categorical distribution per agent lfoal = ¢z During training and evaluation; the method samples the
M most-likely goals to receive goals G; for all modes of a agent i. Probabilities for the goals per agents are computed by
PRE™ = softmax (15*"). The prediction of goals is made in parallel for all agents.

Scene Probability Decoder. The scene probability decoder also uses a 2-layer MLP with width 16 x M and predicts logits
1P for the M scene mode. The scene probabilities are derived by applying the softmax operations PR = softmax (I1P™P).

The goal, agent weight and scene probability decoder use batch normalization. The interaction weight decoder, initial
strategy decoder, and transformer agent encoder use layer normalization.
E.2. Dynamics

The discrete-time dynamically-extended unicycle dynamics Lavalle (2006, Chapter 13) are given by:
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Tpt1 = X + vy cos (0) At
Yk+1 = Yk + v sin (0y) At
V41 = Vi + ap At
Or11 = Ok + wiAt

13)

x), and yi, denote a 2-D position and 6, the heading in fixed global coordinate system. vy, is the velocity, ay the acceleration,
wy, the turnrate, J; the steering angle and At a time interval. Hence, n, =4 x N andn, =2 x N.

E.3. Energy Features and Optimization

Energy Features. The energy function in the RPI experiment uses the following agent-dependent features: ¢(-) =
[cgoal, Cvels Cace Cyelb Caceb Cturnrs Cacebs Curneb)- I the RPT experiments, the goal is given and not predicted. The agent-
dependent energy features in the exiD experiments are given by ¢(-) = [Cgoal; Clanes Cvelref, Cvel, Cace’ Cierk Csteers Crurnrs Crurnace |-
Cgoal 18 @ terminal cost penalizing the position difference of the last state to the predicted goal. cjane minimizes the distance
of the state trajectory to the reference lane to which the predicted goal point belongs. Note that different goal points can
be predicted for the modes. Hence different lanes can be selected to better model multi-modality. cyeirer is the difference
between the predicted and map-specific velocity limits. The other terms are running cost, evaluated for all timesteps and
penalize high velocities (cyel), accelerations (Caec), jerks (Cierk), as well as turn rates (Cum) and turn accelerations (Cumace)-
An index b marks a soft constraint implemented as a quadratic penalty, active when the constraint is violated. Hence a
inequality constraint g(z) < 0 with optimization variable z is implemented by a feature max (0, g(z)). The interaction
feature d(+) is also implemented as such a quadratic penalty. We evaluate the collision avoidance features at every discrete
time step in the RPI experiments. In both experiments, agent geometries are approximated by circles of radius r;, which is
accurate for the mobile robot and pedestrian but an over-approximation for vehicles and especially trucks in the highway
exiD environment, where we use r; = L/2. L is the length of a vehicle. Future work could also use more accurate vehicle
approximations (e.g., multiple circles (Ziegler & Stiller, 2010)) to further evaluate collision avoidance at every time step to
increase the predictive performance at a higher runtime and memory cost. In the RPI experiments, we set r; = 0.25 m.

Optimization. As the approach already predicts accurate initial strategies U™, our experiments only required a few
optimization steps. Concretely, the results of Tab. 2 and 3 in the main paper use s = 2 optimization steps, rendering our
approach real-time capable (see Fig. 6). Note while the approach also works, with a higher number of optimization steps
(see Fig. 5), our experiments showed that fewer optimization steps lead to similiar results, with decreased runtime and
memory requirements due to the predicted initialization. Both experiments use a stepsize of o = 0.3. The experiments use a
damping factor of dp = 10 in the Levenberg-Marquardt solver (Pineda et al., 2022).

E.4. Training Details

Loss Functions. The imitation loss in our experiments is the minSADE (Casas et al., 2020; Weng et al., 2023) given by:
N
s M 1
imit __ : m 2
L —gliriﬁzl\\xl — xgr|| (14)

It first calculates the average over all distances between agent trajectories x;" from agent 4 and mode m and the ground truth
Xgr- Then the minimum operator is applied to afterwards backpropagate the difference of the joint scene, which is closest to
the ground truth. The second loss term £2° computes the cross entropy CE for the goal locations averaged over all agents

N
ﬁgoal _ %Z CE (PR;;oal’ g:‘) ’ (15)
i=1

whereas g is the goal location of the set of G possible goals closest to the ground truth goal location. Lastly, £P™® computes
the cross entropy for the joint futures

LP® = CE (PR, x*), (16)

whereas x* is the predicted joint 2-D position trajectory, which has the smallest distance (measured by minSADE) to the
future ground truth joint 2-D position trajectory. We empirically set Ay = 1, Ao = 0.1, A3 = 0.1 in Eq. (12).
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Figure 9. Qualitative comparison of the multi-modal (M = 2) joint predictions in the RPI environment. The start and end point of the
pink agent are located on a circles with a radius of 3m . The start and endpoint of the black agent are visualized with a grey circle and star.
The different modes are visualized in red and blue color. The start and endpoints are located on a circles with a radius of three meter.

All approaches are trained with batch size 32, using the Adam optimizer (Kingma & Ba, 2015). Our models in both
experimental environments use a learning rate of 0.00005 across all backbones. Note that the evaluation favors the baselines,
as we performed grid searches for their learning rates, whereas our approach uses the same learning rate across all backbones.

Training and evaluation was performed using an AMD Ryzen 9 5900X and a Nvidia RTX 3090.

F. Additional Experiments
F.1. Qualitative Results
This section provides extended qualitative results.

RPI. Fig. 9 F.1 visualizes an exemplary qualitative result of the RPI experiments. Both modes collapsed when using the
V-LSTM+SC baseline (explicit strategy). In contrast, this work’s implicit approach better models the multi-modality present
in the demonstration. Since the dataset contains solutions of games solved with different collision-weight configurations, it
can be seen that our proposed method accurately differentiates between different weightings of collisions, as can be seen in
the trajectories. This finding aligns with these of Florence et al. (2022), which discovered that implicit models could better
represent the multi-modality of demonstrations.

exiD. Fig. 10 F.1 visualizes multi-modal predictions in a highly interactive scenario, where one car (green) and one truck
(yellow) merge onto the highway. The green car performs a double-lane change. Note how our model in mode three
accurately predicts the future scene evolution and also outputs reasonable alternative futures. For example, in mode one,
the green car performs a single lane change, whereas the blue and red cars are also predicted to change lanes. Another
multi-modal prediction is visualized in Fig. 11 F.1. Observe again how the ground truth is accurately predicted in this
interactive scenario (mode 5), whereas, for example, also other plausible futures are generated. For instance, the yellow
vehicle stays longer on the acceleration lane in mode one, whereas in mode three, the green vehicle performs a lane change.



On a Connection between Differential Games, Optimal Control, and Energy-based Models for Multi-Agent Interactions

Mode 1
Mode 2
w
Mode 3
T ——
\
Mode 4
Vode & \\

Figure 10. Multi-modal predictions in an interactive scenario, where the green and yellow perform on-ramp merges. The agent trajectories
are visualized in different colors, whereas the color changes with an increasing number of predicted steps. The ground truth (history and
future) is shown with colors from dark grey to black and the map in light grey.
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Figure 11. Multi-modal predictions in a interactive scenario, where the yellow and red agents perform lane changes. The agent trajectories
are visualized in different colors, whereas the color changes with an increasing number of predicted steps. The ground truth (history and
future) is shown with colors from dark grey to black and the map in light grey.



