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ABSTRACT

We mechanistically investigate the role of self-attention in hybrid foundation
models that combine state-space modules with self-attention. Evaluating the
RecurrentGemma-2B model on a synthetic needle-in-a-haystack task, we show
that completely deactivating attention heads causes a total retrieval failure—even
though overall generation quality is only modestly affected. Using a contextual
sparsity approach inspired by (Liu et al., 2023), we find that retaining only 2 out
of 10 attention heads is sufficient to nearly preserve full retrieval performance.
These findings highlight a specialized function of self-attention for copying and
retrieval, suggesting that future work could focus on designing dedicated, inter-
pretable retrieval mechanisms within hybrid architectures.

Introduction Recent advances in large language models have increasingly focused on linear-
attention models, especially state-space models (SSMs) (De et al., 2024; Gu & Dao, 2023; Dao
& Gu, 2024; Qin et al., 2024). SSMs scale sub-quadratically with sequence length, which is an
improvement over transformer models, as their attention mechanism scales quadratically with se-
quence length. However, SSMs show distinct weaknesses that make them fall behind in large model
sizes. Activations in SSMs compress all previously seen tokens into a vector of fixed size which
naturally leads to their recall ability declining with sequence length (Jelassi et al., 2024; Arora et al.,
2024a). They also show a fuzzy memory, which ”forgets” context information depending on the dis-
tance to the end of the prompt (Waleffe et al., 2024). As a solution to this, SSMs are often combined
with self-attention layers into hybrid models such as RecurrentGemma (Botev et al., 2024; De et al.,
2024), Jamba (Lieber et al., 2024) and others (Dong et al., 2024) Hybrid SSMs close the gap to
transformer capabilities while remaining more efficient during training and inference at scale (Dong
et al., 2024). Despite interpretability efforts in both SSMs and self-attention models, the distinct
roles and interactions between these components in hybrid SSMs remain underexplored.

Interpretability on hybrid LLMs There have been succesful attempts to use self-attention inter-
pretability insights (Ali et al., 2024; Zimerman et al., 2024), as well as to manipulate attention in
SSMs to achieve better performance (Ben-Kish et al., 2024). Previous work has shown that the key
weakness of purely recurrent LLMs lies in recall (Arora et al., 2024a) and copying (Jelassi et al.,
2024). In this paper, we analyze the performance of a hybrid model on the needle-in-a-haystack
(NIAH) task (Bai et al., 2024) and work towards isolating the role of the self-attention layers in
RecurrentGemma through the lens of sparsity–by pruning attention heads.

Sparsity for interpretability Contextual sparsity through pruning attention heads has been intro-
duced by Liu et al. (2023) who demonstrated that this can lead to significantly reduced latency for
large language models. Sparsity is also a fundamental tool in mechanistic interpretability (Kissane
et al., 2024; Lieberum et al., 2024; Huben et al., 2023) and has been applied to explainability of
LLMs in various ways (Treviso & Martins, 2020; Pruthi et al., 2022).

Contributions We first show that pruning (see B) all attention heads leads to failure on the NIAH
task, although it does not lead to large degradation in text generation, when evaluated qualitatively.
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We proceed to show that not all attention heads are necessary to attain maximum performance on
the NIAH task. With a simple contextual pruning method that keeps only the top-k attention heads
with maximum entropy, we show that performance for k > 2 heads out of H = 10 heads does not
improve much over the performance of k = 2 heads.

Compute and memory analysis We found that the recurrent layers contain 19% of all parameters,
the MLPs contain 75% of all parameters, and the attention heads only contain around 6% of the total
number of parameters (see A.1). This leads us to hypothesize that the attention heads contribute a
specialized function to the overall language modeling ability of RecurrentGemma. This is further
confirmed by analyzing the FLOPs per layer type for different sequence lengths. FLOPs grow quasi-
linearly with sequence length, and each recurrent block uses > 3× more compute than an attention
block (see A.2). There are also 2× more recurrent blocks than attention blocks in RecurrentGemma
(18 recurrent blocks, 8 attention blocks in the standard configuration). Based on these findings, we
aim to investigate if copying or retrieval are the main task of the attention layers, as argued by Arora
et al. (2024b).

Retrieval results The NIAH task was run for k-values 0−10, thereby ranging from complete deac-
tivation of the self-attention layers to a non-sparsified model. Most noticeable was the performance
of the k =2 configuration, which shows a similar performance to the non-sparsified configuration
with k =10. Any k below led to a drastic decrease in accuracy in the NIAH task, and k-values >2
showed no comparable performance increase.

a) k = 0 b) k = 2 c) k = 10

Figure 1: Heatmap for the NIAH task for selected k-values. The performance decreases drastically
at k =0, but the performance increase from k =2 to k =10 is only marginal.

Discussion Our experiments indicate that the retrieval ability on the NIAH task critically crucially
on the self-attention layers. Pruning all attention heads leads to a catastrophic failure in retrieval,
while retaining just the top-k heads (with k = 2 out of H = 10) nearly preserves full perfor-
mance. This suggests that only a small subset of attention heads functions as dedicated retrieval
mechanisms–as also discovered by Olsson et al. (2022). However, as noted by Waleffe et al. (2024),
SSMs might possess the underlying knowledge but require additional training to interpret retrieval
instructions correctly. Thus, the observed degradation could stem partly from the model’s impaired
ability to understand the retrieval instruction when attention is removed. Further research will aim
to disentangle these factors, exploring whether fine-tuning, architectural adjustments, or prompt
formatting can recover retrieval performance in the absence of full attention.

Conclusion We have demonstrated that the retrieval performance of the RecurrentGemma hybrid
model is crucially reliant on its self-attention components. Through systematic pruning experi-
ments on a synthetic NIAH task, we found that while complete removal of attention heads leads to
total retrieval failure, retaining a minimal subset (e.g., k = 2 heads) maintains near-optimal per-
formance. These results underscore the specialized role of self-attention in tasks requiring copying
and retrieval. This work lays the groundwork for developing more efficient and interpretable hy-
brid models. Future research should explore whether dedicated retrieval modules can be integrated
into SSM-based architectures, potentially mitigating the high computational cost of attention while
maintaining or even enhancing retrieval capabilities.
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CODE

Our code can be found on github.com/stevenabreu7/hybrid-interpretability. This GitHub repository
includes the RecurrentGemma2B code modified for sparsification, as well as Python Notebooks for
the NIAH benchmark and preliminary Analysis.
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A PRELIMINARY ANALYSIS

A.1 PARAMETER ANALYSIS

Table 1: Parameter count and proportions of total parameters per layer type in the standard 2B
configuration

Layer type Parameter count Proportion of total (%)

RecurrentGemmaMlp 1534008320 74.8
RecurrentGemmaRecurrentBlock 377994240 18.4
RecurrentGemmaRglru 23731200 1.2
RecurrentGemmaSdpaAttention 115363840 5.6
RecurrentGemmaRMSNorm 135680 < 0.1

A.2 FLOP ANALYSIS

Figure 2: FLOP analysis for RecurrentGemma-2B, sorted by different layer types. These graphs
show TFLOPS per sequence length in tokens during inference. Note the exponential growth of
the attention layers (red) until 2048 tokens, which continues linearly afterward. This shows the
implementation of sliding window attention.

B PRUNING IMPLEMENTATION

Our chosen pruning strategy was not focused on efficiency improvements to any degree. This paper
is supposed to showcase the usefulness of sparsity as an interpretability tool, in which case efficiency
can be disregarded to some degree. We chose a run-time implementation.

The pruning implementation first completes a full forward pass to calculate all the attention weights
and values. After that, the top-k attention heads are identified, based on their weights. Our top-k
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Figure 3: This diagram shows the workflow for pruning the attention heads.

implementation calculates the entropy with

H(h) =
∑

x ∗ log2(x),

where h is an attention head and x represents all attention weights of h. Note that this equation is
missing the negative sign (−) in front. Entropy measures the uncertainty in a distribution, and so
ascribes a uniform distribution the highest value, and a deterministic distribution the lowest value.
However, we want to use entropy as an inverse metric for uncertainty, and thereby simply dismiss
the negative sign. The resulting pruning mechanism keeps the top k most peaked attention weight
distributions, as attention is only useful if it points to something specific, not to everything at the
same time.

The top k attention heads are kept, the rest is masked out by nullifying all attention weights.

C NIAH RESULTS
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Figure 4: This is a collection of heatmaps on the needle-in-a-haystack-task for k-values (1, 10)
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