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ABSTRACT

In autonomous driving, relying solely on frame-based cameras can lead to in-
accuracies caused by factors like long exposure times, high-speed motion, and
challenging lighting conditions. To address these issues, we introduce a bio-
inspired vision sensor known as the event camera. Unlike conventional cameras,
event cameras capture sparse, asynchronous events that provide a complementary
modality to mitigate these challenges. In this work, we propose an energy-aware
imitation learning framework for steering prediction that leverages both events
and frames. Specifically, we design an Energy-driven Cross-modality Fusion
Module (ECFM) and an energy-aware decoder to produce reliable and safe predic-
tions. Extensive experiments on two public real-world datasets, DDD20 and DR-
Fuser, demonstrate that our method outperforms existing state-of-the-art (SOTA)
approaches. The codes will be released upon acceptance.

1 INTRODUCTION
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Figure 1: Performance comparison on the
DDD20 and DRFuser datasets. Our pro-
posed method achieves SOTA performance,
outperforming previous approaches in terms
of both RMSE and MAE metrics.

End-to-end learning has made remarkable strides in
steering prediction for autonomous driving by en-
abling direct mapping from visual observations to
motion estimation Bojarski (2016); Xu et al. (2017);
Chen et al. (2024); Zhou et al. (2024a). A com-
monly used sensor for visual observations is the
frame-based camera, which has shown promising re-
sults in motion estimation when used as a single-
modality input Prakash et al. (2020); Ohn-Bar et al.
(2020). However, frame-based cameras often expe-
rience a substantial performance drop in challenging
conditions, such as high-speed motion and adverse
lighting (e.g., low-light and overexposure) Gallego
et al. (2020); Cannici & Scaramuzza (2024); Ay-
din et al. (2024); Zubic et al. (2024). An emerging
bio-inspired vision sensor, the event camera, such as
dynamic and active pixel vision sensors (DAVIS),
has gained attention in the field of vision percep-
tion Brandli et al. (2014); Moeys et al. (2017). Un-
like conventional frame-based cameras, the event camera detects per-pixel brightness changes and
outputs a stream of asynchronous events. This asynchronous nature brings several advantages, in-
cluding low latency, high dynamic range, and high temporal resolution Gallego et al. (2020). Espe-
cially, event cameras Brandli et al. (2014); Rebecq et al. (2018); Liu et al. (2024) capture dynamic
context and structural information, while frame-based cameras provide rich color and texture details.
These two types of cameras complement each other effectively: event cameras excel in detecting
rapid motion and changes in brightness with minimal latency, making them ideal for high-speed or
low-light environments Falanga et al. (2020); Gallego et al. (2020). Meanwhile, frame-based cam-
eras offer detailed, static scene representation. By integrating data from both, systems can achieve
a more robust and comprehensive perception, which is especially advantageous in applications like
autonomous driving, robotic vision, and augmented reality Gehrig & Scaramuzza (2024); Falanga
et al. (2020); Chen et al. (2020); Gallego et al. (2020).
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Current event-frame fusion methods often rely on concatenation Hu et al. (2020); Tomy et al. (2022)
and attention mechanisms Munir et al. (2023); Sun et al. (2022); Zhou et al. (2023); Cao et al.
(2021; 2024) to integrate event and frame data. While concatenating event- and frame-based features
can provide modest performance gains, this approach fails to fully leverage the complementary
characteristics inherent in each modality. Methods like those in Munir et al. (2023); Sun et al.
(2022); Zhang et al. (2023); Cao et al. (2024) incorporate interactions between event-based and
frame-based features, but they fall short of addressing the efficiency-performance trade-offs crucial
for practical applications. Utilizing self-attention Munir et al. (2023) or cross-attention Sun et al.
(2022); Zhang et al. (2023); Cao et al. (2024) in fusion modules can enhance performance, but
structures are too complex.

To alleviate the limitations of existing fusion methods, we propose an effective multimodal hier-
archical network for steering prediction, featuring a novel Energy-driven Cross-modality Fusion
Module (ECFM). At the core of ECFM is an energy function that generates 3-D weights, enabling
fusion by leveraging the strengths of each modality while introducing minimal additional learnable
operations. Furthermore, we propose an energy-aware decoder to model the uncertainty, resulting
in the decoder learning higher-quality predictive distributions, enhancing both safety and quality.
As shown in Fig. 1, our approach outperforms other methods on two real-world datasets: DDD20
and DRFuser. Specifically, it achieves lower RMSE and MAE scores, indicating higher predictive
accuracy in steering angle estimation.

In summary, our contributions are as follows:

• We introduce a novel energy-aware imitation learning framework for steering prediction by
fusing events and frames effectively.

• The ECFM modules is proposed to enrich the extracted features with complementary infor-
mation from both modalities, leading to improved prediction performance. In the ECFM,
we employ an energy function to compute 3-D weights, which enhances model perfor-
mance by adapting feature importance dynamically.

• We introduce an energy-aware decoder that incorporates a variance estimation branch to
capture the uncertainty associated with steering predictions. To train this branch effec-
tively, we employ an energy-aware loss, which encourages accurate modeling of predictive
uncertainty.

• Our extensive experiments demonstrate that the proposed method outperforms SOTA ap-
proaches on both the DDD20 and DRFuser datasets. Our model achieves superior results
compared to other popular methods, both qualified and quantified.

2 RELATED WORK

Event-based Vision for Steering Prediction. In the domain of event-based vision for steering pre-
diction, the foundational work by Maqueda et al. Maqueda et al. (2018) introduced a two-channel
event histogram to adapt convolutional architectures for processing event-based camera outputs.
This approach leveraged transfer learning from pre-trained convolutional networks designed for im-
age classification He et al. (2016), achieving strong performance for utilizing event-based data in
steering prediction tasks. However, the dataset used in Maqueda et al. Maqueda et al. (2018) the
DAVIS Driving Dataset 2017 (DDD17) Binas et al. (2017) is limited in terms of road diversity,
weather, and daylight conditions, which constrains its applicability to varied driving scenarios. To
address this gap, Hu et al. Hu et al. (2020) introduced DDD20, the longest end-to-end driving dataset
to date, featuring a broader range of road types, weather, and lighting conditions. Additionally, Hu
et al. proposed a deep learning approach to fuse event and frame data for predicting instantaneous
human steering angles, advancing the potential of multimodal fusion in steering prediction. To for-
malize sensor fusion between an event camera and an RGB frame-based camera, the authors of Mu-
nir et al. (2023) proposed a convolutional encoder-decoder architecture called DRFuser. DRFuser
incorporates self-attention mechanisms Dosovitskiy et al. (2021) to capture long-range dependen-
cies between event-based and frame-based features, enhancing the fusion of these complementary
modalities. To support this research, the authors collected a dataset featuring synchronized record-
ings from multiple sensors, including an RGB camera, an event camera, and Controller Area Net-
work (CAN) data, under diverse weather and lighting conditions. This dataset spans urban, highway,
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and suburban driving scenarios, providing a rich resource for event-frame fusion research in varied
environments. Recently, Zhou et al. Zhou et al. (2024b) developed an end-to-end learning frame-
work that fuses 2D LiDAR data with event data for steering prediction in autonomous racing. To
facilitate this research, they created a multisensor dataset specifically tailored for steering predic-
tion, encompassing synchronized 2D LiDAR and event data. Using this dataset, they established a
benchmark and introduced a new fusion learning policy, advancing the exploration of multisensor
fusion techniques.

Various Fusion Modules for Events and Frames. Multimodal fusion methods for combining
event and frame data have been investigated across various vision tasks, including steering angle
prediction Hu et al. (2020); Munir et al. (2023), deblurring Sun et al. (2022), semantic segmenta-
tion Zhang et al. (2023), and object detection Cao et al. (2021; 2024). These approaches leverage
the complementary nature of event and frame-based data, enhancing performance across diverse ap-
plications by integrating the dynamic scene information from events with the rich spatial and texture
details provided by frames. In Hu et al. (2020), an early fusion method is applied, where frames
and event data are concatenated and fed into a convolutional network to predict the steering an-
gle. Moreover, several middle fusion methods have been developed to enhance feature-level fusion
between two modalities. For instance, in Cao et al. (2021), pixel-level spatial attention is used to
amplify event-based features, thereby enhancing frame-based features and boosting performance.
The cross-self-attention mechanism introduced in Sun et al. (2022) combines events and frames to
improve deblurring results by aligning complementary features. In contrast, the authors of Munir
et al. (2023) separately process events and frames with a self-attention module and then merge the
outputs through summation to obtain fusion features. Additionally, the CMX Zhang et al. (2023)
provides a unified approach for RGB-X semantic segmentation, utilizing tailored fusion strategies
across different modalities. Recently, Cao et al. Cao et al. (2024) proposed a coarse-to-fine fusion
strategy with the cross-modality adaptive feature refinement (CAFR) module to alleviate feature-
modality imbalance and improve fusion quality.

3 PRELIMINARIES

In this section, we present the problem of steering angle prediction using both event-based and
frame-based cameras. We describe the problem formulation and the event representation below.

3.1 PROBLEM FORMULATION

Imitation learning (IL), also known as learning from demonstrations, constitutes a machine learning
paradigm wherein an agent assimilates the behavior demonstrated by an expert to master a task. The
primary objective of IL lies in acquiring an agent model π that aligns closely with an expert policy
π∗. In this study, we employ the behavior cloning (BC) Bain & Sammut (1995) approach of IL
to develop a lateral control policy responsible for mapping inputs to steering angles. Specifically,
a dataset D = (Xi, Si)Ti comprising T instances is curated from the environment under the guid-
ance of the expert policy π∗. Here, X denotes high-dimensional observations encompassing event
streams and frames, while S represents the corresponding steering angle. The proposed model (π)
is trained via supervised learning, utilizing the dataset D in conjunction with a defined loss function
L. The process can be formulated as follows:

argmin
π

E(X,S)→D[L(S, π(X))]. (1)

where the Smooth L1 loss function and the proposed energy loss function serve as the objective
function to gauge the disparity between the predicted steering angle π(X) and the expert steering
angle S.

3.2 EVENT REPRESENTATION

Event cameras capture changes in a scene as they happen, rather than recording frames at fixed
intervals Gallego et al. (2020); Chen et al. (2020). The output from an event camera is a sparse and
asynchronous stream of events. Each event ei can be represented as a tuple ei = (xi, yi, ti, pi),
where (xi, yi) denotes the pixel coordinates, ti is the timestamp, and pi ∈ {+1,−1} is the polarity,
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Figure 2: The proposed model architecture consists of three main components: a dual-stream back-
bone network, ECFM modules, and an energy-aware decoder. The backbone network comprises
two branches: the event-based ResNet at the bottom and the frame-based ResNet He et al. (2016)
at the top. Each ECFM module operates to enhance features across different hierarchical scales.
Subsequently, the energy-aware decoder is used to perform steering angle predictions.

indicating an increase or decrease in brightness, respectively. An event is triggered for each pixel
vi = (xi, yi)

T when the change in brightness exceeds a threshold C, as expressed in Eq. 2:

E(vi, ti)− E(vi, ti −∆ti) > piC, pi ∈ {−1,+1} . (2)

where E(vi, ti)
.
= logI(vi, ti) represents the brightness for each pixel vi at time ti. This loga-

rithmic transformation of the intensity I(vi, ti) is often used to stabilize the response to brightness
changes and improve the event camera’s sensitivity to contrast variations. By recording events only
when brightness change exceeds a threshold, the event camera efficiently captures meaningful scene
dynamics while ignoring redundant information.

To enable event data processing with standard CNN-based architectures, we convert asynchronous
events into grid-like representations. This conversion allows the sparse, asynchronous event streams
to be structured in a spatial format compatible with convolutional layers. The process can be formu-
lated as follows:

St
j = card(ei|T · (j − 1) ≤ ti ≤ T · j). (3)

where St
j represents the jth event tensor of time interval T ; card() is the cardinality of a set; ei is

the ith event of the event stream.

4 METHOD

In this section, we provide a detailed explanation of our proposed model (π).

4.1 OVERVIEW
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Figure 3: The architecture of the proposed
ECFM. 3D weights are generated based on
energy function.

The proposed model (π), illustrated in Fig. 2, con-
sists of a dual-stream backbone network, Energy-
driven Cross-modality Fusion Modules (ECFM),
and an energy-aware decoder. Both frames and event
streams are processed through two parallel ResNet
backbones, extracting features from each modality.
To efficiently fuse these heterogeneous modalities,
we introduce ECFM, which integrates frame-based
and event-based features at each ResNet stage. The
fused feature maps are subsequently passed to the
energy-aware decoder, which outputs steering angle
predictions. This framework enables effective lever-
aging of complementary visual information from
both frame and event data.
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4.2 ENERGY-DRIVEN CROSS-MODALITY FUSION MODULE

Frame-based features typically provide color, semantic, and texture information, while event-based
features capture discriminative scene layout cues, making them complementary to frame-based fea-
tures. To efficiently and effectively integrate these heterogeneous modalities, we propose a fusion
strategy called the ECFM, illustrated in Fig. 3. This approach leverages the strengths of each modal-
ity almost without introducing additional learnable operations, enabling a seamless and effective
fusion of both feature types.

Given two input features Ff and Fe produced by the convolutional block of the frame stream and
event stream, respectively, we first generate 3-D weights by using energy function. Assuming that
all pixels within a single channel follow the same distribution, it is reasonable to calculate the mean
(µ) and variance (σ2) across all pixel features in that channel and reuse these values for each pixel
feature within the channel Hariharan et al. (2012). This approach significantly reduces computa-
tional costs by avoiding the need to iteratively calculate µ and σ2 for each position, making the
process more efficient without sacrificing accuracy in feature normalization. The minimal energy
en can be formulated as follows:

en =
4(σ2 + λ)

(n− µ)2 + 2σ2 + 2λ
. (4)

where n represents the pixel feature and λ denotes the coefficient factor. The mean (µ) and variance
(σ2) are calculated as follows:

µ =
1

M

M∑
i=1

xi, σ
2 =

1

M

M∑
i=1

(xi − µ)2. (5)

where M = H×W represents the total number of pixels within the channel, with H and W denoting
the height and width, respectively. To identify distinctive pixel features from their surrounding
pixels, the energy function en should be minimized. Consequently, the importance of each pixel
feature can be represented by 1

en
, giving higher importance to pixel features with lower energy. The

entire refinement process can be expressed as follows:

Wf =
1

Ef
,We =

1

Ee
,

Af = Sigmoid(Wf ), Ae = Sigmoid(We).
(6)

where E groups all en across channel and spatial dimensions. Ef and Ee represent energy functions
with frame-based features Ff and event-based features Fe as inputs, respectively. Wf and We denote
the generated 3-D weights. A Sigmoid function is applied to generate the activated vectors Af and
Ae, effectively preventing excessively large values and maintaining stability.

The activated vectors are then applied on the input features (Ff and Fe) in a multiplication manner.
The procedure can be defined as:

F a
f = Af ⊗ Ff , F

a
e = Ae ⊗ Fe. (7)

where F a
f and F a

e denote the enhanced frame-based features and event-based features, respectively.
Additionally, the activated vectors Af and Ae are integrated using a addition function to retain
the valuable features from both the frame and event streams. This result is then passed through a
Softmax function to normalize the output to a range between 0 and 1, producing the cross-modality
activated vector Across. The process can be represented as follows:

Across = Softmax(Af +Ae). (8)

Based on the Across, the fused features F fused
f and F fused

e are obtained by summing the enhanced
features F a

f and F a
e with the Across-weighted features F cross

f and F cross
e . This fusion process

combines the strengths of both frame-based and event-based features, yielding a comprehensive
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representation that leverages the distinct information from each modality. The process is described
as follows:

F cross
f = Across ⊗ Ff , F

cross
e = Across ⊗ Fe,

F fused
f = F cross

f + F a
f , F

fused
e = F cross

e + F a
e .

(9)

The final output Fo is obtained by applying a Conv1×1 layer to the concatenated fused features from
the frame and event branches. Notably, only this part of the ECFM requires learnable parameters,
which helps to minimize ECFM complexity while integrating the complementary information from
both modalities. The computation process is defined as follows:

Fo = Conv1×1(Concat(F
fused
f , F fused

e )). (10)

4.3 ENERGY-AWARE DECODER

We propose an energy-aware decoder for steering angle prediction. The features from four stages of
the encoder are unified and integrated to get the balanced features. To enable reliable and safe pre-
dictions, we further introduce a variance estimation branch that captures the uncertainty associated
with the steering outputs. An energy-aware loss is employed to train this branch, encouraging it to
model predictive uncertainty effectively. By incorporating the energy-aware loss, our decoder learns
higher-quality predictive distributions, enhancing both safety and quality.

Energy-aware loss. The energy loss is a strictly proper and non-local scoring rule Gneiting et al.
(2008) used to evaluate probabilistic forecasts of multivariate quantities. Assuming that the steering
prediction and variance estimation follow a multivariate Gaussian distribution, the energy loss can
be expressed as:

LE =
1

N

N∑
n=1

(
1

M

M∑
i=1

||zn,i − zn|| −
1

2M2

M∑
i=1

M∑
j=1

||zn,i − zn,j ||). (11)

where zn denotes the ground-truth steering angle, and zn,i represents the ith sample from the
N (µ(xn, θ),Σ(xn, θ)). The energy loss is defined based on the energy distance Rizzo & Székely
(2016); Harakeh & Waslander (2021), which is a form of maximum mean discrepancy (MMD) Se-
jdinovic et al. (2013) that quantifies the distance between distributions of random vectors. MMD has
been widely used for training generative models Li et al. (2015; 2017). In this work, we adopt the
energy distance–a simple yet effective MMD–to estimate the divergence between two distributions
from sample data. Given two independent random vectors f, g ∈ Rd with cumulative distribution
functions F and G, respectively, the squared energy distance is defined as:

D2(F,G) = 2E||f − g|| − E||f − f ′|| − E||g − g′||. (12)
where f, f ′ are independent samples drawn from distribution F , and g, g′ are independent sam-
ples from distribution G. As shown in Rizzo & Székely (2016), the energy distance satisfies all
the axioms of a metric, providing a rigorous measure for comparing distributions. In particular, it
guarantees that D2(F,G) = 0 if and only if F = G, thereby enabling assessment of distributional
equality. Following Gneiting & Raftery (2007), Eq. 11 can be reformulated as:

LE = E||f − g|| − 1

2
E||f − f ′||. (13)

It is straightforward to observe that Eq. 13 corresponds to the energy distance when only a single
sample g is available from distribution G. For multivariate Gaussian distributions, the energy score
admits an efficient Monte Carlo approximation Gneiting et al. (2008), which can be expressed as:

LE =
1

N

N∑
n=1

(
1

M

M∑
i=1

||zn,i − zn|| −
1

2(M − 1)

M−1∑
i=1

||zn,i − zn,i+1||). (14)
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Table 1: Comparison with SOTA methods on the DDD20 dataset. ↑ indicates metrics where higher
values signify better performance, and ↓ indicates metrics where lower values are the better.

Method Model Type RMSE (↓) MAE (↓)

Bojarski et al. Bojarski (2016) Frames only 0.1574 -
CNN-LSTM Xu et al. (2017) 0.1429 -

Maqueda et al. Maqueda et al. (2018) Events Only 0.0716 -

Hu et al. Hu et al. (2020)

Frames + Events

0.0721 -
FAGC Cao et al. (2021) 0.0501 0.0317
EFNet Sun et al. (2022) 0.0430 0.0297

DRFuser Munir et al. (2023) 0.0429 0.0291
CMX Zhang et al. (2023) 0.0402 0.0273
CAFR Cao et al. (2024) 0.0409 0.0275

Ours 0.0381 0.0266

For each object instance in the minibatch, we draw a single set of M samples from the distribution
N (µ(xn, θ),Σ(xn, θ)). In our experiments, setting M = 1000 provides a balance between accuracy
and efficiency, enabling the approximation in Eq. 14 to be computed with minimal computational
overhead. The energy score is used to learn parametric distributions through differentiable sampling.
Notably, due to its non-local nature, the energy distance encourages the model to assign probability
mass close to the ground-truth target, even if not precisely at that value.

Decoder structure. The decoder employs an asymmetric design featuring three convolutional
blocks, each composed of convolution, batch normalization, and ReLU activation layers. To bolster
the model’s generalization capability and mitigate overfitting, dropout layers are incorporated into
the second and third convolutional blocks. Subsequently, after the convolutional blocks, two linear
layers are utilized to predict the steering angle. The configuration of the first linear layer varies
based on the input resolution. Please find more details in the Appendix.

5 EXPERIMENTS

In this section, we present an overview of the two public datasets used in this study, along with
the evaluation metrics and implementation details. Following this, we conduct ablation studies to
demonstrate the effectiveness of our approach. Finally, we evaluate the performance of our proposed
method on both datasets.

5.1 COMPARISON WITH SOTA METHODS

We conduct a comprehensive evaluation by comparing our method with SOTA approaches on both
the DDD20 and DRFuser datasets. The results highlight the strengths of our method, demonstrating
superior performance in challenging scenarios. We present detailed comparisons and analyses of
these results in the following:

Experimental results on the DDD20 dataset. Several works Bojarski (2016); Xu et al. (2017);
Maqueda et al. (2018); Hu et al. (2020) have conducted experiments on the DDD20 dataset, pro-
viding important benchmarks in the field of steering prediction. In this study, we refer to the cor-
responding results reported in Munir et al. (2023). To provide a comprehensive comparison, we
evaluate our method against SOTA alternatives in the Frame-Event domain, including FAGC Cao
et al. (2021), EFNet Sun et al. (2022), DRFuser Munir et al. (2023), CMX Zhang et al. (2023), and
CAFR Cao et al. (2024). The experimental results presented in Tab. 1 demonstrate that our method
significantly outperforms other methods. Specifically, our method achieves lower RMSE and MAE
scores, indicating higher accuracy.

Experimental results on the DRFuser dataset. Our results on the DRFuser dataset, as shown
in Tab. 2, highlight that our method outperforms existing SOTA methods in the Frame-Event fu-
sion domain. Specifically, the proposed method achieves substantial improvements in RMSE and

7
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Table 2: Comparison with SOTA methods on the DRFuser dataset. ↑ indicates metrics where higher
values signify better performance, and ↓ indicates metrics where lower values are the better.

Method Model Type RMSE (↓) MAE (↓)

FAGC Cao et al. (2021)

Frames + Events

0.1997 0.0240
EFNet Sun et al. (2022) 0.2166 0.0241

DRFuser Munir et al. (2023) 0.2919 0.0396
CMX Zhang et al. (2023) 0.1971 0.0230
CAFR Cao et al. (2024) 0.2209 0.0346

Ours 0.0801 0.0102
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Figure 4: A quantitative comparison of our proposed method with CMX Zhang et al. (2023),
CAFR Cao et al. (2024), and DRFuser Munir et al. (2023) on the DDD20 and DRFuser datasets.

(a) Illumination variation condition (b) Tunnel scene (c) Low light

DRFuser 

DDD20 

Figure 5: The visualization of steering angle prediction in comparison to ground truth on DDD20
(top) and DRFuser (bottom) datasets. Each pair of samples consists of frame data on the left and
event data on the right.

MAE. Notably, compared to the second-best method, CMX Zhang et al. (2023), our approach yields
significantly better RMSE (0.0801 vs. 0.1971) and MAE (0.0102 vs. 0.0230) scores. These re-
sults demonstrate the effectiveness of our method across a range of challenging driving scenarios,
reaffirming its suitability for real-world deployment in diverse conditions.

Results on steering predictions. For a comprehensive evaluation of our proposed method, we
conducted a quantitative comparison between our method and the leading methods: CMX Zhang
et al. (2023), CAFR Cao et al. (2024), and DRFuser Munir et al. (2023). As depicted in Fig. 4, we
present the steering prediction results of our method compared to other leading approaches on the
DDD20 and DRFuser datasets. The visualized predictions clearly demonstrate the superior perfor-
mance of our method, with predictions closely following the ground truth steering angles. Aside
from a few outliers—likely caused by noise or inconsistencies in the test dataset collection—our
method consistently achieves accurate and reliable steering angle predictions.

In Fig. 5, we present a visualization of the steering angle predictions produced by our model along-
side the ground truth values for both the DDD20 (top) and DRFuser (bottom) datasets. Each sample
pair consists of frame data (left) and corresponding event data (right), illustrating how our model ef-
fectively leverages the complementary information from both modalities. The selected scenarios en-
compass a range of real-world driving conditions, including varying lighting environments, diverse
locations, and challenging scenarios such as tunnels, overexposed scenes, and crowded nighttime
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settings. To ensure comprehensive evaluation, we tested our method across these varied conditions.
The results demonstrate that our model reliably predicts steering angles with high precision, even
under challenging lighting conditions and complex driving scenarios. Ground truth and predicted
steering angles are marked on each sample pair in Fig. 5, highlighting our model’s resilience in
accurately capturing steering behavior in real-world driving environments. This consistency across
both datasets underscores the robustness and adaptability of our approach, making it well-suited for
practical autonomous driving applications, where environmental conditions are constantly changing.

5.2 ABLATION STUDY

Table 3: Quantitative comparison with different
ablation settings. “Add directly” (fusing events
and frames by directly using addition operations);
“Additive attention” (fusing events and frames
by using basic attention operations; see the Ap-
pendix for more details).

Method RMSE (↓) MAE (↓)

Events only 0.5102 0.1501
Frames only 0.4609 0.1093

Add directly 0.3499 0.0434
Additive attention 0.2986 0.0403

Ours 0.0801 0.0102

To validate the effectiveness of the proposed
module, we conducted ablation studies on the
DRFuser dataset. The results are summarized
in Tab. 3, demonstrating the impact of different
fusion strategies on model performance.

Multi-modal vs. single-modal. Compared to
single-modal approaches, even a simple fusion
of events and frames using direct addition can
improve performance, highlighting the comple-
mentary strengths of the two modalities. How-
ever, designing an efficient and effective fu-
sion module to fully leverage these strengths re-
mains an open challenge.

Effectiveness of our fusion strategy. Ex-
ploring effective fusion methods for events and frames is essential. In Tab. 3, we present the re-
sults of two straightforward fusion strategies: “Add directly” and “Additive attention.” While these
methods highlight the complementary nature of frame-based and event-based features, they don’t
fully leverage this complementary information. To address this, we propose the ECFM, designed
to integrate the complementary features from events and frames more effectively. Compared to
“Add directly” and “Additive attention,” our method significantly improves performance, achieving
a reduction in RMSE and MAE (0.0801 vs. 0.2986 and 0.0102 vs. 0.0403, respectively). This
demonstrates the superior capability of our method to harness information from both modalities for
enhanced prediction accuracy.

Table 4: Quantitative comparison with different
decoder design combinations.

Integrate Energy Loss RMSE MAE

✗ ✗ 0.1016 0.0122
✓ ✗ 0.0909 0.0120
✗ ✓ 0.0898 0.0108
✓ ✓ 0.0801 0.0102

Influence of decoder design. As demon-
strated in Tab. 4, integrating features and ap-
plying energy loss both achieved better perfor-
mance. Feature integration enables the model
to gain more balanced features, thus increase
the performance ( 0.0909 vs. 0.1016 and
0.0120 vs. 0.0122), while the energy loss forces
the model to be more accurate in outcomes,
resulting in a more precise result (0.0898 vs.
0.1016 and 0.0108 vs. 0.0122). By combining
the advantages of both component, we obtain the best result ( 0.0801 and 0.0102).

6 CONCLUSION

In this work, we introduce a novel energy-aware imitation learning for steering prediction using
events and frames. Taking both frames and events as input, ECFM effectively harnesses the strengths
of each modality almost without introducing additional learnable operations, enabling efficient and
seamless fusion of their complementary features. Furthermore, an energy-aware decoder is proposed
to capture the uncertainty associated with the steering outputs. Specifically, an energy-aware loss
is used to guide the modeling of predictive uncertainty. Extensive experiments on two public real-
world datasets, DDD20 and DRFuser, demonstrate that our approach outperforms current SOTA
methods, achieving superior accuracy in terms of RMSE and MAE.
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ETHICS STATEMENT

This research adheres to the ethical standards of the ICLR community. All datasets used in our ex-
periments are publicly available and contain no personally identifiable or sensitive information. Our
models are developed solely for academic research purposes. We recognize that steering prediction
techniques could potentially be applied in sensitive domains (e.g., autonomous driving, military),
and we encourage their responsible use. We explicitly oppose harmful exploitation and strongly ad-
vocate for strict governance frameworks to ensure responsible development and deployment, mini-
mizing potential societal risks.

REPRODUCIBILITY STATEMENT

We will release the full code, configurations, preprocessing and evaluation scripts, and our trained
weights upon acceptance.
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Towards deeper understanding of moment matching network. NeurIPS, 2017.

Yujia Li, Kevin Swersky, and Rich Zemel. Generative moment matching networks. In ICML, 2015.

Yifei Liu, Mathias Gehrig, Nico Messikommer, Marco Cannici, and Davide Scaramuzza. Revisiting
token pruning for object detection and instance segmentation. In WACV, 2024.

Ilya Loshchilov and Frank Hutter. Decoupled weight decay regularization. In ICLR, 2019.

Ana I Maqueda, Antonio Loquercio, Guillermo Gallego, Narciso Garcı́a, and Davide Scaramuzza.
Event-based vision meets deep learning on steering prediction for self-driving cars. In CVPR,
2018.

Diederik Paul Moeys, Federico Corradi, Chenghan Li, Simeon A Bamford, Luca Longinotti,
Fabian F Voigt, Stewart Berry, Gemma Taverni, Fritjof Helmchen, and Tobi Delbruck. A sen-
sitive dynamic and active pixel vision sensor for color or neural imaging applications. IEEE
Transactions on Biomedical Circuits and Systems, 12(1):123–136, 2017.

Farzeen Munir, Shoaib Azam, Kin-Choong Yow, Byung-Geun Lee, and Moongu Jeon. Multimodal
fusion for sensorimotor control in steering angle prediction. Engineering Applications of Artificial
Intelligence, 126:107087, 2023.

Eshed Ohn-Bar, Aditya Prakash, Aseem Behl, Kashyap Chitta, and Andreas Geiger. Learning situ-
ational driving. In CVPR, 2020.

Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor
Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas Köpf, Ed-
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Zhuyun Zhou, Zongwei Wu, Florian Bolli, Rémi Boutteau, Fan Yang, Radu Timofte, Dominique
Ginhac, and Tobi Delbruck. Steering prediction via a multi-sensor system for autonomous racing.
arXiv preprint, 2024b.

Nikola Zubic, Mathias Gehrig, and Davide Scaramuzza. State space models for event cameras. In
CVPR, 2024.

A APPENDIX

A.1 USE OF LLMS

We used LLMs only for grammar, wording, and formatting edits. All technical content, analyses,
and reported results were authored and verified by the authors. There is no scientific claims or data
that were generated by the LLMs.

A.2 MORE EXPERIMENTAL SETTINGS

A.2.1 DATASETS

To evaluate the effectiveness of our proposed method, we conducted experiments on two public
real-world datasets: DDD20 Hu et al. (2020) and DRFuser Munir et al. (2023). The details of each
dataset are described as follows:

DDD20. The DDD20 dataset is an extensive driving dataset collected using a DAVIS camera,
capturing approximately 4,000 km of urban and highway driving footage over a span of 51 hours.
We follow the data selection and preprocessing method established by Hu et al. (2020). For event
data, events are aggregated into 2D histograms with signed ON/OFF DVS event counts over 50
ms intervals. A total of 30 recordings were selected, representing a diverse range of road types
and lighting conditions. To balance the dataset, frames with speeds below 15 km/h were excluded,
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Layer Channel Params FLOPs FPS RMSE MAE

L4 128 59.9M 20.4 G 49.13 0.0878 0.0115
L4 256 64.1M 24.2 G 43.08 0.1094 0.0129
L4 512 76.2M 38.4 G 44.68 0.0909 0.0120

L3 128 59.9M 20.4 G 50.21 0.0940 0.0235
L3 256 64.1M 24.2 G 48.79 0.0843 0.0119
L3 512 76.2M 38.4 G 47.17 0.0801 0.0102

Table 5: Quantitative comparison across various integration layers and channel configurations.

and 70% of frames with steering angles between ±5 were pruned to mitigate the impact of skewed
data distribution. Additionally, we removed outliers where steering angles exceeded three times the
standard deviation in both the training and test sets. The training set contains 105,435 image pairs,
while the test set includes 29,114.

DRFuser. The DRFuser dataset is a raw driving data collection used for end-to-end driving tasks,
initially introduced in Munir et al. (2023). It includes 297.3 GB of data captured in an urban envi-
ronment during both day and night. For our research, we selected 110 GB of data and performed
preprocessing. Due to field conditions, some event data were empty because of the sensor settings;
these data were removed from the dataset. The remaining data was then randomly split into training
and test sets, ensuring no overlap. We also performed data synchronization to maintain consistency
across event data, RGB frames, and vehicle control data (e.g., steering angle). The resulting dataset
contains 71,274 paired samples of event and RGB image data with steering angle annotations, with
33,764 samples for training and 37,510 for testing.

A.2.2 EVALUATION METRICS

For performance evaluation, we use two common metrics: Root Mean Square Error (RMSE) and
Mean Absolute Error (MAE). The definitions of RMSE and MAE are formulated as follows:

RMSE =

√√√√ 1

N

N∑
i=1

(yi − ŷi)2,

MAE =
1

N

N∑
i=1

|yi − ŷi|.

(15)

where yi is the ground truth value, ŷi is the predicted value, and N is the total number of samples.

A.2.3 IMPLEMENTATION DETAILS

The proposed network was implemented using PyTorch 1.8.0 Paszke et al. (2019) with CUDA 11.1
on an Ubuntu system, and training was conducted on an NVIDIA RTX 3090 GPU. We used a
ResNet He et al. (2016) backbone pre-trained on the ImageNet-1K dataset Deng et al. (2009). To
optimize training, we employed the AdamW Loshchilov & Hutter (2019) optimizer, an enhanced
version of Adam that incorporates L2 regularization, improving training stability and effectiveness.
The network was trained for a total of 100 epochs.

A.3 MORE EXPERIMENTAL ANALYSIS

Selection of integration layer and channel. Tab. 5 presents a comparison of various integration
settings. Notably, using layer 4 as the integration layer leads to suboptimal performance due to its
low resolution and limited spatial detail. Although setting the channel dimension to 512 increases
the number of parameters and FLOPs, it yields better performance while maintaining a respectable
FPS.
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(a) Event activation map before ECFM (b) RGB activation map before ECFM (c) Fused activation map after ECFM

Figure 6: Representative examples of different activation maps on the DRFuser dataset are: (a) event
activation map before ECFM; (b) RGB activation map before ECFM; and (c) fused activation map
after ECFM.
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Figure 7: Performance vs. model size on the DRFuser dataset. Our proposed method achieves a new
SOTA performance while utilizing significantly less number of parameters than previous methods.

Visualization of activation maps. In Fig. 6, we visualize the activation maps of the RGB and
event modalities before and after applying the ECFM. These activation maps provide insights into
how the model processes the input data. After the ECFM is applied, the fused activation map
demonstrates an enhanced focus on significant regions, underscoring the module’s effectiveness in
extracting and integrating salient features from both modalities. By combining the complementary
strengths of event and RGB features, the ECFM produces more refined and focused activations,
leveraging the synergy between the two modalities for improved feature representation and model
performance.

Performance vs. model size. As shown in Fig. 7, our proposed method achieves a lower RMSE
while utilizing fewer model parameters. These results highlight the method’s strong balance between
accuracy and efficiency, making it well-suited for real-world applications.
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Figure 8: The addition baseline model consists of three main components: a dual-stream backbone
network, addition modules, and a prediction decoder.

RELU Conv1x1 ⎰

Figure 9: The architecture of the additive attention.

A.4 DETAILS FOR BASELINE MODELS

To demonstrate the efficacy of the proposed ECFM fusion module, we conducted a comparative
analysis with baseline fusion methods. To ensure a fair comparison, we maintained the same exper-
imental settings as in our proposed method, with the only difference being the replacement of the
fusion module with baseline methods, specifically direct addition and additive attention Bahdanau
(2014). Through these experiments, we aim to highlight the superiority of our ECFM fusion module
in enhancing the performance of the event-frame fusion model, demonstrating its ability to improve
accuracy and robustness compared to the baseline methods. Further details about these two baseline
models used in the ablation study are provided in the following.

Fusion module using direct addition. The direct addition approach does not employ any atten-
tion mechanisms. Instead, it processes the two modality features by directly adding them, treating
all features equally without prioritizing their significance. This straightforward fusion process is
illustrated in Fig. 8. The fused result at each stage can be mathematically expressed as:

Fi = Ff + Fe, i ∈ {0, 1, 2, 3, 4} . (16)

where Ff and Fe represent the feature maps extracted from the frame and event modalities, respec-
tively.

Fusion module using additive attention. In contrast, the additive attention module selectively
attends to the important parts of the input by computing a weight for each feature, enabling the model
to focus on the most relevant features. The working principle of this mechanism is depicted in Fig. 9.
Initially, the two generated weight matrices (Wf for frame features and We for event features) are
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Figure 10: The additive attention baseline model consists of three main components: a dual-stream
backbone network, additive attention modules, and a prediction decoder.

Table 6: The detailed architecture of the decoder in the proposed network.

Architecture Layers Input Dimension Output Dimension

Decoder with ResNet-50

Convolution 2D 2048 1024
Batch normalization 1024 1024

ReLU 1024 1024

Convolution 2D 1024 512
Batch normalization 512 512

Dropout 512 512
ReLU 512 512

Convolution 2D 512 256
Batch normalization 256 256

Dropout 256 256
ReLU 256 256

Linear layer 256*H*W 512
ReLU 512 512

Linear layer 512 1

added together. Activation functions (ReLU and Sigmoid) and a Conv1×1 layer are then applied to
produce the attention coefficients, denoted as αi. These coefficients αi identify the salient regions
in the input, which are subsequently fused with the event data through element-wise multiplication.
The complete framework is illustrated in Fig. 10, and the process can be mathematically described
as follows:

Wf = BN(Conv1×1(Ff )),

We = BN(Conv1×1(Fe)),

αi = Sigmoid(BN(Conv1×1(ReLU(Wf +We)))),

Fi = Fe · αi, i ∈ {0, 1, 2, 3, 4} .

(17)

where BN denotes batch normalization, and · represents element-wise multiplication. This mech-
anism effectively enhances the fusion process by emphasizing salient features while suppressing
irrelevant ones.

A.5 MORE MODEL DETAILS

Dual-stream backbone. The backbone consists of two branches: event-based and frame-
based ResNets He et al. (2016). Each ResNet comprises five layers, labeled as
{Layer0,Layer1,Layer2,Layer3,Layer4}. The resolution of the feature maps gradually decreases

5
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from L0 to L4, while the features’ resolution remains constant at each individual layer. To extract se-
mantically richer and more meaningful features, residual learning is utilized. In this study, a ECFM
module is strategically placed between the two layers to further enhance the learning process.

Decoder structure. To enable the prediction of steering angles from extracted features, a
lightweight yet effective decoder was devised. This decoder network is designed to maintain compu-
tational efficiency while achieving high predictive accuracy. The decoder consists of the following
components:

• Cnvolutional blocks: Each block comprises a convolutional layer for feature extraction,
followed by batch normalization to stabilize and accelerate training, and a ReLU activation
function to introduce non-linearity.

• Dropout layers: Incorporated in the second and third convolutional blocks to prevent over-
fitting and improve generalization.

• Linear layers: Two fully connected layers are added after the convolutional blocks to refine
features and predict the steering angle.

Tab. 6 presents the detailed architecture of the decoder within the proposed framework. The decoder
with the ResNet-50 encoder consists of three convolutional blocks. The first block uses 2D convo-
lution layers, taking input from a 2048-dimensional feature map and producing a 1024-dimensional
feature map. Batch normalization and ReLU activation layers follow each convolution. The second
block processes the output from the first, applying a 2D convolution to produce a 512-dimensional
feature map, followed by batch normalization and dropout layers. The third block takes the output
from the second and applies a 2D convolution to generate a 256-dimensional feature map, followed
by batch normalization and dropout layers. Finally, two fully connected layers are employed to pre-
dict the steering angle. The first linear layer takes the output from the third block as input, and the
second linear layer processes the output from the first linear layer.

A.6 LIMITATION

Our evaluations are limited to this specific task. It raises an open question about the generalizability
of our method across other key perception tasks, such as semantic segmentation, depth prediction,
and object detection. Extending our method’s application to these areas could offer valuable insights
into its adaptability and effectiveness in handling a broader range of challenges.
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