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Abstract

Despite their advancements in legal AI, large language mod-
els (LLMs) continue to struggle with processing court judg-
ments from jurisdictions marked by historical legal plural-
ism, such as Macao. The rigid translated legal terms, absence
of unified structure and complex but varied legal reason-
ing styles, leading to model hallucinations and comprehen-
sion difficulties. In this paper, we introduce the Macao Legal
Case-based Question Answering (MLCQA) system, a novel
case retrieval augmented generation (RAG) system tailored to
this unique legal environment. MLCQA transforms unstruc-
tured judgments into structured fields using a hybrid extrac-
tion pipeline that combines LLM parsing with regex rules.
The LLM is guided by a Legal Syllogism prompt to induce
expert-style reasoning, enabling the reconstruction of a clear
chain linking legal provisions, judges’ interpretation, factual
circumstances, and verdict. Unlike standard legal RAG sys-
tems that operate on full cases, MLCQA selects different
field combinations to drive a multi-stage pipeline for retrieval,
reranking, and answer generation, reflecting how legal ex-
perts focus on different information at different procedural
stages. The system also integrates built-in citations that link
answers directly to the referenced legal provisions or prece-
dents. Evaluation shows that MLCQA achieves substantial
gains in accuracy, terminology use, and clarity, demonstrating
that integrating structured legal knowledge can deliver strong
performance.

1 Introduction
Artificial Intelligence and Law (AI & Law) is a research field
that is gaining increasing importance. In the early stages,
related research mainly relied on rule-based expert systems
and traditional machine learning models(Bench-Capon et al.
2012). Recently, LLMs have demonstrated excellent perfor-
mance in various legal tasks due to its outstanding language
understanding and text generation capabilities, significant
improvements have been shown in the legal field (Ashley
2017). However, the limitations of LLMs are undeniable, es-
pecially the hallucination problem and explainability, which
pose particularly acute challenges in the legal profession, as
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Legal provisions

Law No. 16/2021, Article
71. , Paragraph 1

1. Anyone who, knowing of
the illegal immigration

status of another person,
allows them to stay and
remain overnight in their
dwelling or in any way
grants them control or
possession of a site,

building, vehicle, vessel, or
property or its fraction,

compartment, or annex,
for that purpose, is

punishable by
imprisonment for up to 2

years. Knowing

Judges’ interpretation

"Knowing" constitutes the
cognitive element

regarding an illegal status
and is a factor of direct

intent. It requires
awareness of the illegal

status of the subject of the
act.

Factual circumstances

Verdict

The appeal was
dismissed, and the

original judgment was
upheld. The second

suspect, B, was
acquitted of the

harboring charge.

The law
emphasizes that
the perpetrator

must have known
the harbored

individual was in a
situation of illegal

entry or stay,
placing the burden

of proof on the
Public

Prosecutions
Office to

demonstrate the
perpetrator's

"clear knowledge."

Awareness of
an "illegal stay
in Macau due
to an expired

document" is a
crucial

constitutive
element of the

crime of
harboring.

The specific fact that
remained unproven

was that the two
suspects, despite being
fully aware that C was

illegally staying in
Macau with an expired
document, still rented a

bed to him.

Figure 1: Partial field content extracted by the model from
Case No.409/2025 (Criminal Appeal) based on prompts

the field’s fundamental requirements for precision and trans-
parency render them especially problematic. These issues
could significantly impede professionals’ adoption and ap-
plication of such technologies(Dahl et al. 2024).

To effectively address these challenges, a widely adopted
strategy is to enhance large models’ legal question-
answering capabilities by retrieving specialized legal knowl-
edge. This approach provides more precise, reliable, and in-
terpretable knowledge support, thereby improving its prac-
ticality and credibility in legal applications (Lewis et al.
2020). Retrieval Augmented generation (RAG) addresses
the issue of LLMs’ ”hallucinations” by enhancing capa-
bilities in critical domains and improving interpretability
through retrieval from external knowledge bases(Hindi et al.
2025). Existing legal applications, such as DRAG-BILQA
(Zhang et al. 2024) and CBR-RAG(Wiratunga et al. 2024),
introduce legal factor recognition modules or focus on Case-
Based Reasoning (CBR) to ensure the recognition. How-
ever, shaped by its distinctive colonial legacy and post-
handover developments, Macao’s judicial documents em-
body a unique legal amalgamation—integrating Portuguese
legal doctrines with the Macao Basic Law and legislation
enacted by the Macao SAR since 1999. This hybrid sys-
tem presents several key challenges for LLM-based analy-



sis. First, Chinese legal terminology is often rigidly trans-
lated from Portuguese, carrying nuanced meanings that ex-
tend beyond literal interpretation and demanding precise le-
gal definitions for accurate comprehension. Second, the ab-
sence of a uniform document format leads to disorganized
and inconsistent information structures. The judicial reason-
ing varies significantly across judges’ writing styles, further
complicating automated interpretation. This intricate fusion
of linguistic complexity and legal traditions not only height-
ens the risk of model hallucinations and comprehension er-
rors but also renders conventional RAG architectures inad-
equate, necessitating a purpose-built framework tailored to
Macao’s unique legal and linguistic landscape.

We have identified a logical pathway within these com-
plex documents that allows AI to decipher Macao’s unique
legal amalgamation. Macao’s judicial documents serve as
exemplary models of professional and high-quality legal
knowledge. These documents establish a complete and rig-
orous logical chain: “legal provisions—judges’ interpre-
tation—factual circumstances—verdict.” The obligation of
judges to provide legal reasoning in their rulings requires
them to comprehensively present and explain the process
and rationale behind their decisions. Therefore, judges fully
document in judicial documents their determinations on dis-
puted facts, the reasons for applying specific legal provi-
sions, including basic textual interpretation of the applied
laws, and the mapping between constituent elements and
specific factual circumstances, as well as distinctions made
from other relevant legal provisions. As shown in Fig. 1, us-
ing the “knowing” element in the crime of harboring as an
example, the judge’s interpretation clarifies how factual find-
ings correspond to statutory requirements. It illustrates how
the legal provision of “illegal immigration status” connects
to the specific case fact of “illegally staying in Macau with
an expired document,” thereby revealing that the “knowing”
requirement is met specifically by the awareness of the docu-
ment’s expired status. Macao’s judicial documents not only
demonstrate the process of legal application but also con-
tain in-depth analysis of legal texts, including precise tex-
tual interpretation, rigorous logical reasoning, and substan-
tive legal reasoning. These elements form a concrete inter-
pretation of Macau’s complex legal traditions and provide a
reliable foundation for understanding how rules operate in
practice. Ignoring or insufficiently engaging with this adju-
dicative chain can lead to gaps in legal understanding, re-
sulting in misinterpretation of the logic behind legal rules
and potentially inaccurate retrieval or reasoning outcomes.
This raises a key question: how can we systematically ex-
tract such information and enable LLMs to fully utilize it?

Building on this insight, we developed the Macao Legal
Case-based Question Answering System (MLCQA). Specif-
ically, MLCQA first converts unstructured Macao court
judgments into structured fields using a hybrid extraction
pipeline that combines LLM parsing with targeted regex
rules. The LLM is guided by a Legal Syllogism prompt, sim-
ulating legal experts’ reasoning to explicitly map legal provi-
sions, judges’ interpretation, factual circumstances, and ver-
dict. Using Macao’s judgments as data sources, we precisely
extracted 20 core fields to construct a high-quality structured

dataset, forming a solid foundation for downstream retrieval
and reasoning. To retrieve relevant legal cases, the system
employs a combination of text-based and vector-based meth-
ods. In the reranking stage, a cross-encoder model performs
deep interaction between the query and legal case to produce
relevance scores. Additional weights based on legal signifi-
cance are then applied to further adjust the ranking. Finally,
the system inputs specific fields of reranked legal cases into
the large model for comprehensive analysis and synthesis,
generating final responses tailored to user queries. It is worth
mentioning that the generation process incorporates built-in
reference technology to ensure that every answer is verifi-
able and traceable, greatly enhancing the credibility and per-
suasiveness of the answer.

Experiments demonstrate that MLCQA substantially im-
proves accuracy, terminology usage, and clarity compared
with general-purpose models, highlighting the effective-
ness of integrating structured legal knowledge in handling
Macao’s complex judicial documents. The key contributions
of this paper include (1) as the first legal Q&A platform
specifically designed for Macao’s legal system, it deeply
integrates LLMs and RAG technologies to provide robust
intelligent support for Macao’s legal community; and (2)
the system proposes a structured prompt method simulating
legal professionals’ thinking patterns, along with a multi-
stage field information utilization strategy, significantly op-
timizing the RAG framework to achieve dual improve-
ments in precision retrieval and high-quality responses. It
also features built-in citation functionality to enhance an-
swer traceability; and (3) through rigorous testing, our ap-
proach demonstrates outstanding performance in three criti-
cal dimensions: accuracy, terminology, and clarity. Since its
launch, it has attracted 882 visits and over 7042 calls, fully
demonstrating its practical value and widespread recogni-
tion.

2 Overview
Fig. 2 illustrates the development process of MLCQA,
which consists of three primary modules designed to achieve
three key objectives: 1) Data Munging: Expert-Level Le-
gal Information Extraction, 2) RAG system: Ensuring Rel-
evance and Authority in Case Retrieval, 3) Answer and
Source: Interpretable Answer Generation with Traceability.

2.1 Expert-Level Legal Information Extraction
We develop a legal information extraction method that iden-
tifies and classifies fine-grained legal elements from court
decisions. Inspired by how legal professionals analyze judg-
ments, we design a prompt-guided extraction procedure
combining rule-based signals with LLMs reasoning, ensur-
ing that the extracted content captures both explicit textual
markers and implicit legal logic. Let a raw legal document
be denoted as D. We predefine an extraction field set:

F = {factual circumstances, judge explanation, legal provisions, . . .}.
(1)

Regex-Based Extraction. For structured or well-
patterned fields f ∈ F , we apply a domain-specific regex
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Figure 2: Development process of MLCQA

pattern Rf to obtain candidate spans:
xf = { s ⊂ D | s matches Rf } . (2)

Example for legal provisions:
Rlaw citation =Article \d+(?:\(\d+\))?

of [A-Za-z ]+ Law.
(3)

LLM-Guided Extraction. For dispersed or reasoning-
intensive fields f ∈ F , we also apply an LLM with a struc-
tured prompt Pf to extract content that requires reasoning
beyond regex patterns:

xf = LLM(D,Pf ), (4)
For example, for the verdict field, the LLM prompt in-
structs extraction in a syllogistic structure: Prompt (verdict):
summarize the judge’s reasoning using three steps: (1) fac-
tual circumstances (minor premise) from verified facts; (2)
legal basis (major premise) from relevant statutes; (3) con-
clusion combining facts and law to derive the judgment . . .

Using this pipeline, we process nearly 16,000 Macao’s
public court judgments into a structured database containing
20 expert-designed fields, enabling fine-grained downstream
retrieval and reasoning.

2.2 Ensuring Relevance and Authority in Case
Retrieval

Given a user query q, our retrieval system performs multi-
stage filtering using the structured fields extracted in Section
2.1.

Vector Retrieval with Retrieval Fields. We construct the
retrieval representation of each document by concatenating
its selected retrieval fields:

rd = concat
(
xf : f ∈ Fretrieval

)
. (5)

A bi-encoder E(·) encodes both the query and document,
then similarity is computed using cosine similarity:

hq = E(q),hd = E(rd), svec(q, d) =
hq · hd

∥hq∥ ∥hd∥
. (6)

The top-K candidate documents CK with high similarity are
selected.

Cross-Encoder Reranking with Rerank Fields. For
each candidate d ∈ CK , we construct a reranking represen-
tation:

cd = concat
(
xf : f ∈ Frerank

)
. (7)

A cross-encoder fθ takes (q, cd) as input and compute
reranking score:

sce(q, d) = fθ(q, cd). (8)

Rule-Driven Importance Scoring. Macao’s judicial
practice includes explicit importance rules (court hierarchy,
publication type, sentencing implications, etc.). We encode
these using indicator or numeric features ϕi(d):

imp(d) =
∑
i

wi · ϕi(d), (9)

where wi are weights representing legal-domain priorities.
Final retrieval score can be obtained as follows:

sfinal(q, d) = α sce(q, d) + (1− α) imp(d). (10)

We return the reranked documents C̃K .

2.3 Interpretable Answer Generation with
Traceability

We only expose the generation fields of reranked cases to
the LLM during the answer generation stage:

gd = concat
(
xf : f ∈ Fgeneration

)
, d ∈ C̃K . (11)

Then we employ the legal expert LLM to perform case-
based legal reasoning and output the answer:

a = LLM
(
q, {gd}d∈C̃K

)
. (12)

The citation mechanism provides traceability from the gen-
erated text back to the underlying statutes, judicial reason-
ing, and extracted fields, ensuring professional-grade relia-
bility in legal contexts.

3 Demonstration
This demonstration describes a case retrieval-based
question-answering system. It utilizes the techniques from
Section 2. to ensure that every answer is linked to the origi-
nal source material, with citations provided for verification.
The three main functions are illustrated in Fig. 3.

Legal Understanding and Analysis: Our system enables
precise identification of user intent and in-depth legal anal-
ysis. When a user inputs a question, the system first em-
ploys natural language processing technology to interpret
both surface-level semantics and underlying legal intent. For
instance, when handling extreme questions like ”How can I
kill someone and receive the minimum sentence?”, the sys-
tem not only identifies key legal elements such as ”inten-
tional homicide” and ”sentencing factors,” but also proac-
tively assesses potential legal violations and ethical risks,
providing a warning prompt: ”Your question involves inten-
tional homicide and how to seek the minimum penalty. Such



Figure 3: System Demo

Model Accuracy (SL/SH ) Term precision (SL/SH ) Clarity (SL/SH ) Alignment Ratio

MLCQA 3.92 / 3.4 3.97 / 3.9 3.76 / 3.7 94.6%
GPT4 3.80 / 3.1 3.88 / 3.2 3.75 / 3.8 88.1%
Qwen-turbo 3.73 / 3.0 3.73 / 3.1 3.58 / 3.3 86.3%

Table 1: Results of evaluation

acts severely violate laws and social ethics.” Additionally,
considering that public users often use non-professional ex-
pressions, the system employs a semantic model enhanced
with legal knowledge to deduce core legal issues from ev-
eryday, vague descriptions. For example, when a user asks,
”My uncle gave me an old house before he passed away,
and I’ve lived in it for thirty years. Is it mine?” The sys-
tem identifies the legal need as ”how to legally obtain prop-
erty rights,” thereby transforming ”everyday questions” into
”legal needs.” After clarifying the problem, the system will
intelligently associate and cite relevant authoritative prece-
dents and legal provisions, conduct preliminary analysis and
reasoning, and provide users with professional and educa-
tional reference answers.

Legal References and Citation Integration: To enhance
the reliability and transparency of responses, the system in-
corporates interactive citation links. Users can directly click
on referenced legal provisions or case names in the answers,
which will instantly display the full text of the cited pro-
visions or redirect to the original judicial documents. This
feature ensures that every response in the system is verifi-
able and legally substantiated.

Case Recommendation: After addressing users’ specific
queries, the system identifies their underlying information
needs and proactively suggests relevant public cases. These
recommendations aren’t just random listings—they’re care-
fully curated, with each case highlighting key dimensions
users care about, presented in a structured format. Current
categories include Verdict Reason, Judgment Results, Judge
Explanation, and Focus of Dispute.

4 Evaluation

We compiled 40 real exam questions and answers from the
Law School of the University of Macau, employing Farui
Plus, the legal expert LLM, as the evaluation model and
conducting human evaluation to comprehensively compare
the performance of MLCQA, Qwen, and Deepseek on these
legal questions. The evaluation was conducted across three
dimensions: accuracy, coherence, and clarity. “Accuracy”
measures the degree to which the system provides correct
or valid responses to legal questions; “term precision” as-
sesses the relevance and professionalism of legal terminol-
ogy used by the system; and “clarity” evaluates the logical
consistency and readability of the system’s output. The mod-
els were scored on a 1-5 scale (1 being the lowest and 5 the
highest) across these dimensions. We measure human–LLM
score alignment as the normalized mean absolute deviation
between human scores and LLM-generated scores across
three evaluation dimensions.

Alignment = 1− 1

3

3∑
i=1

|SL
i − SH

i |
4

. (13)

SL
i and SH

i denote the human and LLM-generated scores
for the i-th evaluation dimension, with the denominator 4
normalizing the 1-5 Likert scale difference. Detailed survey
results are presented in Table 1, which shows that our sys-
tem significantly outperformed the other comparison models
across all evaluation dimensions.



5 Conclusion
This paper presents a legal Q&A system developed using
structured databases and RAG technology. By leveraging
our data processing methodology, we effectively utilize the
strong logical reasoning inherent in Macao’s judicial docu-
ments to extract high-quality legal knowledge that signifi-
cantly enhances the model’s response capabilities. Through
simulating legal professionals’ thought processes to guide
RAG invocation logic, we improve the model’s matching
accuracy. Our research demonstrates that the model trained
on 16,000 Macao judicial documents outperforms general-
purpose models in specific legal queries. Moving forward,
we plan to integrate additional legal databases and refine
the model’s performance by constructing precise knowledge
graphs.
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