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Abstract

Existing approaches to differentiable structure learning of directed acyclic graphs
(DAGs) rely on strong identifiability assumptions in order to guarantee that global
minimizers of the acyclicity-constrained optimization problem identifies the true
DAG. Moreover, it has been observed empirically that the optimizer may exploit
undesirable artifacts in the loss function. We explain and remedy these issues
by studying the behavior of differentiable acyclicity-constrained programs under
general likelihoods with multiple global minimizers. By carefully regularizing the
likelihood, it is possible to identify the sparsest model in the Markov equivalence
class, even in the absence of an identifiable parametrization. We first study the
Gaussian case in detail, showing how proper regularization of the likelihood defines
a score that identifies the sparsest model. Assuming faithfulness, it also recovers
the Markov equivalence class. These results are then generalized to general models
and likelihoods, where the same claims hold. These theoretical results are validated
empirically, showing how this can be done using standard gradient-based optimizers
(without resorting to approximations such as Gumbel-Softmax), thus paving the
way for differentiable structure learning under general models and losses. Open-
source code is available at https://github.com/duntrain/dagrad.

1 Introduction

Directed acyclic graphs (DAGs) are the most common graphical representation for causal models
[48, 60, 50], where nodes represent variables and directed edges represent cause-effect relationships
among variables. We are interested in the problem of structure learning, i.e. learning DAGs from
passively observed data, also known as causal discovery. Our focus will mainly be on score-
based approaches to DAG learning [11, 23], where the structure learning problem is formulated as
optimizing a given score or loss function s(B; X) that measures how well the graph, represented as
an adjacency matrix B € {0, 1}P*P, fits the observed data X, constrained to the graphical structure
B being acyclic. This combinatorial optimization problem is known to be NP-complete [10, 12].

Recent advances in score-based methods have introduced a continuous representation of DAGs,
transforming the combinatorial acyclicity constraint into a continuous constraint via a differentiable
function that exactly characterizes DAGs [73]. In this case, the discrete adjacency matrix B €
{0, 1}P*P is first relaxed to the space of real matrices, i.e., B € RP*P, and then a differentiable
function h : RP*? — [0, 00) is devised so that h(B) = 0 if and only if B is a DAG [73, 4]. This
results in the following optimization problem:

min s(B;X) subjectto h(B)=0. (1)

BeRpxp

Considering a differentiable score function s, the differentiable program (1) facilitates the use of
gradient-based optimization techniques along with the use of richer models, such as neural networks,
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for modeling the functional relationships among the variables [74, 67, 41, 29, 44, 28, 76]. One of the
most attractive features of this approach is that it applies to general models, losses, and optimizers, in
contrast to prior work. Moreover, it cleanly separates computational and statistical concerns, so that
each can be studied in isolation, in the same spirit as the graphical lasso [36, 68, 17].

Looking back at the inception of the continuous DAG learning framework by Zheng et al. [73, 74],
however, most developments in this framework have focused on the design of alternative differentiable
acyclicity functions h with better numerical/computational properties [4, 32, 72, 67], placing little
emphasis on which score function to use [41]. In fact, and unfortunately, regardless of the modeling
assumptions, it has become a rather standard practice [67, 74, 4, 13, 32, 28] to simply use the least
squares (LS) loss (a.k.a. “reconstruction loss”) as the score by default, following the original paper
by Zheng et al. [73], despite its known statistical limitations [63, 33, 1].

As a result, Reisach et al. [55] flagged the empirical successes of continuous structure learning
(CSL) methods as largely due to the high agreement between the order of marginal variances of
the nodes and the topological order of the underlying simulated DAGs, a concept they describe
as “varsortability”. Then, Reisach et al. [55] empirically showed that the performance in structure
recovery of CSL methods drops significantly after simple data standardization. More recently, Ng
et al. [42] demonstrated that this phenomenon may not be explained by varsortability, and instead
pointed out that the explanations are due to the score function, albeit without proposing which score
function to use. These observations motivate a deeper consideration of the choice of score.

Unfortunately, despite the fact that several score functions have been proposed for learning Bayesian
networks (such as BIC [23], BDeu [35], and MDL [6]), their application to CSL methods is not well
understood. This paper is precisely concerned with finding a suitable and general score function
with strong statistical properties for CSL methods. That is, our objective is to find a score function
that is: (1) intrinsically differentiable so that it is amenable to gradient-based optimization without
approximations; (2) applicable to general models; (3) scale-invariant; (4) capable of identifying the
sparsest model under proper regularization; and (5) connects nicely with classical concepts from
Bayesian networks such as faithfulness and Markov equivalence classes.

Contributions. The main contribution of our work is to show that a properly regularized, likelihood-
based score function has the five properties outlined above. We begin with Gaussian models to convey
the main ideas, and then discuss generalizations. In more detail:

1. (Section 4) Starting with Gaussian models, we show that using the log-likelihood with a
quasi-MCP penalty (10) as the scoring function leads to optimal solutions of (1) that corre-
spond to the sparsest DAG structure which is Markov to P(X') (Theorem 1). Furthermore,
under the faithfulness assumption, all optimal solutions are the sparsest within the same
Markov equivalence class (Theorem 2).

2. (Section 5) We provide general conditions on the log-likelihood under which similar results
hold for general models (Theorem 4).

3. (Section 4.5) We show that for Gaussian models, the log-likelihood score is scale-invariant.
This means that rescaling or standardizing the data does not change the DAG structure
(Theorem 3), and hence is not susceptible to varsortability.

4. We conduct experiments to evaluate the advantages of using a likelihood-based score. The
findings from these experiments are detailed in in Section 6. The empirical results support
our theory: The likelihood-based score is robust and scale invariant. We also release
open-source code to facilitate the implementation and reproduction of our results.

2 Related work

Most methods for learning DAGs fall into two primary categories: Constraint-based algorithms, which
depend on tests of conditional independence, and score-based algorithms, which aim to optimize a
specific score or loss function. As our focus is on score-based methods, we only briefly mention
classical constraint-based methods [59, 34, 62]. Within the umbrella of score-based methods, the
linear Gaussian models is covered in works such as [1, 2, 19, 20, 37, 49], while studies on linear
non-Gaussian SEMs are found in [33, 57]. Regarding nonlinear SEMs, significant contributions
have been made in additive models [9, 15, 64], additive noise models [24, 49, 39], generalized linear
models [47, 46, 22], and broader nonlinear SEMs [38, 21].



Works that are more directly connected to our research include those developed in the continuous
structure learning (CSL) framework [e.g. 73, 74, 13, 4, 14, 29, 76, 41, 40, 28, 44]. Most of these
papers focus on empirical and computational aspects, and only a few study the theoretical properties
of the CSL framework in (1). These include: [65, 43] studied the optimization and convergence
subtleties of problem (1); [13] studied optimality guarantees for more general types of score functions
and proposed a bi-level optimization method to guarantee local minima; [14] designed an optimization
scheme that converges to the global minimum of the least squares score in the bivariate case. Finally,
among the few works that study score functions under this framework, we note: [41] studied the
properties of the ¢;-regularized profile log-likelihood, which leads to quasi-equivalent models to the
ground-truth DAG; and the authors in [56] claim that a family of likelihood-based scores reduce
to the least square loss, although this only holds under knowledge of the noise variances [33].
Perhaps most closely related to our work is [8], who proved a similar identifiability result under
the likelihood score. However, they used an ¢y regularizer along with the faithfulness assumption,
which leads to an inherently non-differentiable optimization problem that is much simpler to analyze
but requires approximations (e.g. Gumbel-Softmax) to optimize. On the other hand, they also
consider interventional data, which we do not pursue in this work. Extending our results to include
interventional data and interventional Markov equivalence is an important direction for future work.
In contrast to the aforementioned works, we also prove that the log-likelihood has desirable properties
such as being scale invariant, and when regularized by nonconvex and differentiable approximations
of the £ function, it provably leads to useful solutions that are minimal models and Markov equivalent
to the underlying structure, without assuming faithfulness.

3 Preliminaries

We let G = (V, E) denote a directed graph on p nodes, with vertex set V = [p] .= {1,...,p} and
edge set E C V x V, where (4, j) € E indicates the presence of a directed edge from node i to node

j. We associate each node ¢ € V' to a random variable X;, and let X = (X1,..., X}).
Structural equation models (SEMs). An SEM (X, f, P(N)) over the random vector X =
(X1,...,X,) is a collection of p structural equations of the form:

Xj=[i(X,N;), Onfj =0if k ¢ PA;, @
where f = (f;)%_, is a collection of functions f; : RPTL — R, here N = (Ny,...,N,) is a vector

of independent noises with distribution P(V), and PA; denotes the set of parents of node j. Here,
Ok f; denotes the partial derivative of f; w.r.t. X}, which is identically zero when f; is independent
of Xy, ie. f;(X,N;) = f;(PA;, N;). The graphical structure induced by the SEM, assumed to be a
DAG, will be represented by the following p x p weighted adjacency matrix B:

B = B(f), Bij = [|0: fl|2, (3)
and we use G(B) to denote the corresponding binary adjacency matrix. For any set B of SEMs, let
G(B) ={G(B(f)): (X, f,P(N)) € B}, 4

i.e. G(B) is the collection of all the DAGs implied by B. If D is a set of DAGs and B is a set of SEM,
we also abuse notation by writing D = B to indicate D = G(B).

The SEM (2) is general enough to include many well-known models, such as linear SEMs [e.g.,
33, 49], generalized linear models [47, 45, 18], and additive noise models [24, 51], post-nonlinear
models [70, 71] and general nonlinear SEM [38, 21, 26, 74]. To illustrate some of these models:
In linear SEMs we have X; = f;(PA;) + N;, where f; is a linear map; in causal additive models
(CAM) we have X; = ) cpy , f5.6(Xk) + N;, where f; 1 is a univariate function; in post-nonlinear
models we have X; = f; 1(f;2(PA;) + ;). In fact, essentially any distribution can be represented
as an SCM of the form (2); see Proposition 7.1 in Peters et al. [50].

Faithfulness and sparsest representations. It is well-known that the DAG G is not always identifi-
able from X, and there is a well-developed theory on what can be identified based on X under certain
assumptions. This leads to the concepts of faithfulness and sparsest representations, which we briefly
recall here; we refer the reader to [60, 48, 50] for details. Let Z(P) denote the set of conditional
independence relations implied by the distribution P, and let Z(G) denote the set of d-separations
implied by the graph G. Then P is Markov to G if Z(G) C Z(P), and faithful to G if Z(P) C Z(G).
When both conditions hold, i.e. Z(P) = Z(G), then G is called a perfect map of P. Following
common convention, we will simply call P faithful when Z(G) = Z(P). When P is faithful to G,
the Markov equivalence class (MEC) of G is identifiable and can be represented by a CPDAG.



Definition 1. For any DAG G, the Markov equivalence class is M(G) = {G : Z(G) = Z(G)}

Since faithfulness may not always hold, there has been progress in understanding what can be identi-
fied under weaker conditions. One approach which we will use is the notion of a sparsest (Markov)
representation (SMR), introduced in [54]. A sparsest representation of P is a Markovian DAG G
that has strictly fewer edges than any other Markovian DAG G’, and such sparsest representation is
unique up to Markov equivalence class. Theorem 2.4 in [54] shows that if P is faithful to G, then G
must be a sparsest representation of P. This notion is closely related to the notion of minimality we
adopt in Definition 2 (cf. Lemma 4 in the Appendix). These ideas can be generalized and weakened
even further; see [31, 30] for details.

Parameters and the negative log-likelihood (NLL). For positive integers m, s, we will use ¢ €
¥ C R™and ¢ € 2 C R* to denote the model parameters for f = (f1,..., f,) and IV, respectively.”
Then we denote the distribution of X by P(X;,£). Let x € R denote one observation of X.
Given n i.i.d. samples X = (x1,...,%,) ' where x; ~ P(X;,¢), the negative log-likelihood and
expected negative log-likelihood can be written as:

(1, €) = —begP xi;0,€), L, &) = —Ellog P(x;1),€)], Q)

i=1
where the subscript n in ¢, is used to indicate the sample version of the log-likelihood.

Identifiability. Let 1/° (resp. £°) denote the model parameters for the ground truth f© (resp. N°), let
BY = B%(¢%) € RP*? denote the induced weighted adjacency matrix, and let G(BY) € {0, 1}P*?
denote the induced binary adjacency matrix. For example, in the general linear Gaussian model (6),
1 = B represents the adjacency matrix, and £ = () denotes the variance of the Gaussian noise. In
another case, if f; is approximated by a multilayer perceptron (MLP), with N; as Gaussian noise,
then ¢ includes all the parameters of the MLP, while & represents the variance of the Gaussian noise.

Additionally, (B);; = [B(¢)]i; = Y is the first hidden layer in f;

[74]. Thus, by our definitions, P(X;°,£0) is the true distribution. Here, there are two types of
identifiability questions:

1. Parameter identifiability: Is it possible to uniquely determine the e parameters (4°,€0) based
on observations from P(X;¢°,£%)? Formally, is there any (1h, &) # (1°, €9), such that
P(X,4°,€%) = P(X,4,€) almost surely?

2. Structural identifiability: Is it possible to uniquely determine the DAG G(B) based on
observations from P(X wo €%)? In other words, is there any (1/) £ ) # (¥, £9) such that

P(X,4°,¢%) = P(X, 4, ) but G(B®) # G(B(¢))).

In general, parameter identifiability implies structural identifiability since the ability to uniquely
determine parameter values often means that the structure they induce is also identifiable. However,
the converse is not generally true, i.e. structural identifiability does not always imply parameter
identifiability, as different parameter values can lead to the same structure. Classical results on
identifiability of SEMs include: linear SEM with equal variance [33], linear SEM with non-Gaussian
noises [57, 58], causal additive models with Gaussian noises [9], additive models with continuous
noise [51], and post-nonlinear models [70, 71, 25].

In models where parameter identifiability is possible, the population NLL £(¢), ) serves as a natural
choice for the score function because it attains a unique minimum at the true parameters (1%, £9).
However, this approach is not straightforward for nonidentifiable models, where multiple parameter
sets can induce the same data distribution P(X;1°, £9), leading to ambiguities in parameter or
structure estimation. In such cases, regularizing the log-likelihood can alleviate this issue. These
regularizers enforce specific characteristics like sparsity, guiding the model towards more meaningful
solutions (e.g. faithful or sparsest), despite the lack of identifiability.

4 General linear Gaussian SEMs: A nonidentifiable model

Although our results apply to general models, we begin by outlining the main idea with one of the
simplest nonidentifiable models, the Gaussian model. Our goal in this section is to theoretically show

2Given that ) describes all the parameters for the functions f, we will also use B(1)) to denote B(f) in (3).



how the NLL with nonconvex differentiable regularizers can lead to meaningful solutions such as
minimal-edge models and elements of Markov equivalent classes. We also discuss and prove the
scale invariance of NLL, making it amenable to CSL approaches and addressing concerns raised in
previous work [55, 42]. Then, in Section 5, we extend these results to general models.

4.1 Gaussian DAG models
A linear SEM (B, 2) over X with independent Gaussian noises N, a special case of (2), is well-

known to be nonidentifiable in terms of parameters and structure [see 2, for discussion]. We write the
model as follows:

X =B"X+ N, (6)
where B € RP*P is a matrix of coefficients with G(B) being a DAG, and N € RP is the vector of
independent noises with covariance matrix ) = diag(w?, . .. ,wf));‘

Given the model (6) it is easy to see that the distribution P(X) is Gaussian and is fully characterized
by the pair (B, 2). That is:
X~N(0,%), ©=%4(B,Q):=(~-B)""QI-B)" @)

where X is the covariance matrix of X. In the sequel, we use the subscript f to refer to a function. In
this case, X ¢ denotes a function with arguments (B, ) and returns the covariance matrix. Moreover,
we use O to denote the corresponding precision matrix (inverse of the covariance matrix):

0=0¢B,Q)=I-B)Q(I-B)". ®)

Let X = (x1,...,%,)" be niid. samples of X. Then, let the sample covariance matrix be
Y= % > x;%; . The sample NLL function is given by:

1. 1 1 o«
(,(B,Q) =—=log H P(x;; B,Q) = 3 log det Q — logdet(I — B) + B Tr(X6(B,)) + const.
n
i=1
The corresponding population NLL function is

{B,Q)=—-Exlog P(X;B,Q) = %logdetQ —logdet(I — B) + %Tr(Z@(B, )) + const.

The full derivation can be found in Appendix C.1. Here, it is important to note that the distribution of
X is fully determined by either the precision matrix © or the covariance matrix 3.

4.2 Equivalence and nonidentifiability

Our goal is to identify (B, 2): Unfortunately, the model is inherently nonidentifiable in terms of both
parameter and structure. This means that multiple pairs (B, 2) for model (6) can induce the same
data distribution P(X) given in (7), thus resulting also in the same precision matrix ©. To address
this, we define the equivalence class £(©) as the set of all pairs (B, §2) such that © ;(B, Q) = O.

£(0) = {(B,Q): 0,(B,Q) = O}. ©)

It is worth noting that the size of £(0) is finite and at most p!, which corresponds to the number of
permutations for p variables [2]. For more comprehensive details on this class, see Appendix C.2.

This ambiguity naturally leads to the question: which pair (B, €2) should we estimate? Since any pair
would be indistinguishable based only on observational data, a natural objective is to estimate the
“simplest” DAG, for example, a DAG that induces the precision matrix © with the smallest number
of edges. In other words, our goal is to estimate the matrix B that has the minimal number of nonzero
entries in the equivalence class. Let sp = [{(¢,7) : B;; # 0}].

Definition 2 (Minimality). (B, Q) is called a minimal-edge I-map* in the equivalence class £(©)
ifsp < s5,Y(B,Q) € £(O). The set of all minimal-edge I-maps in the equivalence class £(O) is
referred to as the minimal equivalence class Ein(©):

Emin(0) = {(B, Q) : (B, ) is minimal-edge I-map, (B,Q2) € £(O©)}.

*In terms of notation given in Section 3, we have parameters 1) = B and ¢ = (w?, ... ,wf,), and parameter

spaces ¥ = RP*P 2 =RZ.
“This generalizes the classical definition for DAGs [e.g. 63] to refer to the entire model with the distribution
and graph encoded by the matrix B and the error variance €2.




In the sequel, for brevity, we will often refer to such models as “minimal models”.

Unlike faithfulness, which may not always hold, the minimal equivalence class £y, (©) is always
well-defined. Moreover, as detailed in Lemma 4 in the Appendix, Definition 2 is closely related
to the SMR assumption [54]: Under the SMR assumption (and hence also faithfulness) for G, we
have M(G) = Enin(0), i.e., Emin(O) is the Markov equivalence class of G. However, there could
be multiple pairs (B, ) within £n,in(0). Nevertheless, our goal is to recover one element from
Emin(©). The elements in £,i, (O) not only represent the “simplest” DAG model for X in terms of
edge count, but also bear a deep connection to classical notions such as Markov equivalence. For
example, under faithfulness, all these elements describe the same independence statements.

Lemma 1. Let X follow model (6) with (B°,Q°) and ©° = ©(B°, Q). Assume that P(X) is
faithful to G° == G(B°). Then M(G°) = Emin(6°).

Recall our convention that this means that M(G?) = G(E,in(©°)), i.e. the DAG structures contained
in Emin (0°) coincide with M(G?). Thus, under the faithfulness assumption, recovering &in (0°)
is the same as recovering the MEC, which is the usual goal in causal discovery. Moreover, we
emphasize that these apply generally: For non-Gaussian X following the model specified in (2), the
same conclusion can be made; see Lemma 3 in the Appendix. Finally, we note that the commonly
used LS loss does not have the same minimizers as the log-likelihood when the noise variances are
different; see Appendix C.3.

4.3 Regularization

In order to distinguish elements in £(O) from the minimal elements in Ein (©), we need to somehow
account for the number of edges when evaluating the score function. The common approach to this
is to use BIC, or equivalently the ¢, penalty. Although both approaches effectively penalize the
number of nonzero entries in B, their non-differentiability makes them unsuitable for differentiable
structure learning. The £, penalty, while amenable to differentiable approaches,’ is not effective in
precisely counting the number of edges, and also biased in parameter estimation®. To mitigate these
shortcomings alternatives such as the smoothly clipped absolute deviation (SCAD) penalty [16] and
the minimax concave penalty (MCP) [69] have been proposed. We choose to use a reparametrized
version of MCP, termed quasi-MCP, defined as follows:
. 2 §

quasi-MCP: a5 (t) = A[(Jt] — %)]l(\ﬂ <d)+ 5]1(|t| > 0)] (10)
Here, 1(-) is the indicator function; corresponding plot can be found in Appendix C.5. Similar to
MCP, quasi-MCP is a symmetric function that takes on a quadratic form between [0, §] and remains
constant for values greater than §. The function is smooth, and for values |¢| > §, it approximates the
behavior of the ¢, penalty, thus serving to penalize the number of non-zero coefficients in B.

The score function in (1) can be naturally written as
S(B,Q,)V(LX) :‘gn(ng)—’_p)\,ﬁ(B) (1)
where py s(B) = Z#j Px,s(Bi;). Then, the optimization problem can be written as
I]Igliglzl (B, \,6,X) subjectto h(B)=0, Q>0. (12)
It is worth noting that for any B, the corresponding optimal € that minimizes s(B, ; A, §, X) can

be easily be expressed in terms of B as Q¢(B) (see Appendix C.1). Therefore, we can always plug
Q¢ (B) into (12) to profile out 2.

4.4 Provably recovering minimal models

Solving problem (12) requires minimizing ¢,,(B, €2) and p) s simultaneously. To study the behavior
of these minimizers, let us define the set of global minimizers,

Onas = {(B*, Q") : (B*, Q") is a minimizer of (12)}. (13)

5 Although ¢; is nonsmooth, standard smoothing techniques can be applied to ¢; regularizers as in [73, 4].
8See Appendix C.4 for examples.



Ideally, we would like O, » s = Emin(©0), however, it is unclear whether there exist values of A and
d such that any optimal solution (B*, 2*) lies within £,i, (©). The following theorem provides an
affirmative answer to this question. In the sequel, we say that a property S(z) holds for all sufficiently
small 2 > 0 if there is some fixed € > 0 such that for every = < ¢, the property S(x) holds.

Theorem 1. Let X follow model (6) with (B°, Q%) and ©° = ©¢(B°, Q). Let X be n i.i.d. samples
from P(X), and O,, » s be defined as in (13). Then, for all sufficiently small \,6 > 0 (independent
of n), it holds that P(Oy, x5 = Emin(©°)) — 1 asn — oo.

In other words, we can always guarantee that O, » s = Emin(©°) by taking ), § sufficiently small,
which is easily accomplished in practice. In the following, we use the superscript 0 to denote ground
truth parameters. Additionally, we can assume that B® always belongs to &y, (©°), ensuring that our
reference to the ground truth aligns with the simplest or minimal representation within the equivalence
class. Moreover, by Lemma 1, under the faithfulness assumption, Theorem 1 can be interpreted as
recovering the Markov equivalence class M (G?):

Theorem 2. Consider the setup in Theorem I and assume additionally that P(X) is faithful to
G := G(B°). Then, for all sufficiently small X, > 0 (independent of n), it holds that P(O,, » 5 =
M(G®)) = Lasn — .

Theorem 2 indicates with properly chosen hyperparameters, the optimal solution from optimization
(12) will produce a graph that adheres to the same independence statements as G°. This implies that
the structure learned through the optimization process accurately reflect the underlying causal or
conditional independence structure of underlying data generating process.

Remark 1. Although we use quasi-MCP (mainly for its simplicity), it turns out MCP or SCAD can
also be used. See Corollary 1 in Appendix A for details.

4.5 Scale invariance and standardization

It is known that the LS loss is not scale-invariant, i.e. re-scaling the data (and in particular, standard-
izing it) can drastically change the structure [33], a fact which Reisach et al. [55] use to argue that
differentiable DAG learning with the LS Loss is also not scale-invariant. Here we show that by using
a different score—in this case the log-likelihood—fixes this and results in (provable) scale invariance.
Thus, the choice of score function is crucial if certain properties such as scale invariance are desired.
The following result restates the well-known fact that Gaussian DAGs are invariant to re-scaling (i.e.
re-scaling does not change the support for any (B, 2) € £(0)) using our notation:

Lemma 2. Let X ~ N(0,X), suppose X is a positive definite covariance matrix and let © = %71,
suppose D is a diagonal matrix with positive diagonal entries. Then G(E(0)) = G(E(DOD)).

Lemma 2 has appealing consequences for standardization. Given raw data X, denote its standardized
version by Z (cf. Appendix C.6). Ideally, structure learning algorithms will output the same structure
whether X or Z is used as input, and Lemma 2 suggests that re-scaling X will not alter the structure
of the DAG that is recovered from optimizing (12). The following theorem formalizes this:

Theorem 3. Under the same setting as Theorem 1, the solutions to (12) are scale-invariant. That is,
foranyn > 0, let

Onas(X) ={(B*, Q") : (B*,Q") is a minimizer of (12) with data X},

Onas(Z) ={(B*,Q") : (B*,Q") is a minimizer of (12) with data Z},
where Z is the standardized version of X. Then, for all sufficiently small A, § > 0 and all n, we have
G(On6(X)) = G(On r6(Z)). Moreover, for all sufficiently small X,5 > 0 we have

P [G(On25(X)) = G(Onrs5(Z)) = G(Emin(©5(B°, Q%)) = 1 asn — .

Thus, even on finite samples, the set of DAG structures G(O,, » 5(X)) derived from the raw (un-
standardized) data X will always be the same as G(O,, x 5(Z)), which is derived from standardized
data Z. As a result, standardizing Gaussian data does not affect the recovered DAG structure if the
optimization problem (12) can be solved exactly.

Remark 2. Theorem 3 applies to global optimization of the objective (12). Of course, in practice,
algorithms can get stuck in local optima, but the global solutions (even for finite samples n) will
always be scale invariant.



5 Nonconvex regularized log-likelihood for general models

The results in the previous section are not specific to Gaussian models, although this helps with
interpretability in a familiar setting. We now extend these results from linear Gaussian SEMs to more
general SEMs. Here, we assume that X follows model (2) and the induced distribution is denoted by
P(X ;40 £9). Let us define the equivalence class &(1°, £°),

EWY,€%) ={(¥,€) : P(x:9,€) = P(x;9°,€°), Vo € RP}.

That is, £(¥°, €0) is a set of pairs (¢, £) that induce the same distribution P(X; 1%, £9). As a result,
any pair (¢, £) within this equivalence class will be a minimizer of the NLL £(%), £). Analogously to
Definition 2, we can also define the collection of minimal elements in the equivalence class £ (¢°, £9).

Definition 3. (1), €) is called a minimal-edge I-map in the equivalence class E(V°,£°) if sp(y) <
SB(F) V(1p, &) € EWY°, £0). We further define

Emin(w07£0) = {<¢7f) : ("/}75) is minimal_edge I'map’ (1/)76) S g(wovgo)}

Here, it is crucial that our concept of minimality concerns s B(¥)> which is the number of nonzero
entries in the weighted adjacency matrix B(v), rather than the number of nonzero entries in the
parameter ¢ itself. Therefore, sp(y) essentially counts the number of edges in the adjacency matrix.

Assumption A. (1) |€(4)°,€°)| is finite. (2) B(w) is L-Lipschitz w.rt. b, i.e. 1EGI=DCelz <,

Assumption B. For any a such that £(y°, £°) < q, the level set {(1),€) : £(1, &) < o} is bounded,
where £(1), £) is the expected NLL defined in (5).

Assumption A(1) is relatively mild; it requires that the equivalence class contains only finitely many
points. This assumption is satisfied by Gaussian models, generalized linear models with continuous
output [66], binary output [74, 13], and most exponential families. It is also obviously satisfied by
any identifiable model since |€ (¥, £%)| = 1. Assumption A(2) is a mild continuity requirement
on B(v). Assumption B simply guarantees that the optimization problem has a minimizer, and is
standard [7]. More discussions about the assumptions are included in Appendix C.7. Without this
type of assumption, score-based learning is not even well-defined.

Similar in spirit to Theorem 1, we can show that by combining the NLL with quasi-MCP for
appropriate ), §, solving the following problem, we recover elements of &y, (19, £9):

pmin L (1,6) +pas(B(¥))  subjectto  h(B(y)) =0, (14)

where p) () is quasi-MCP defined in (10). Next, define its set of global minimizers.
Ons = {(@*,&) : (v*, &) is minimizer of (14)}.

Theorem 4. Let X follow model (2) with parameters (1)°, £°) and let X be n i.i.d. samples from
P(X;90 £9). Under Assumptions A-B, for all sufficiently small \,§ > 0 (independent of n), it holds
that P(Op x5 = Emin(¥°,€°)) — 1asn — oo

Theorem 5. Under the setting in Theorem 4 and assuming that P(X; £°,4°) is faithful with respect
to G° == G(B(Y")). Then, for all sufficiently small \,6 > 0 (independent of n), it holds that
P(Oprs = M(G%) = 1lasn — oo

6 Experiments

To solve (12) and (14), we employ the augmented Lagrangian algorithm [5] from NOTEARS [73, 74],
modifying their least squares score with ¢; penalty into the log-likelihood with MCP (10). We
compare our approach to relevant baselines, e.g. NOTEARS [73], GOLEM [41], DAGMA [4],
VarSort [55], FGES [52] and PC [59]. For our variation of NOTEARS that employs a score function
based on the NLL with MCP, we name it as LOGLL-NOTEARS. The suffixes ‘POPULATION’ and
‘SAMPLE’ denote the use of the population and sample covariance matrix, respectively. Full details of
the experiments are given in Appendix D. Open-source code implementing these methods is available
at https://github.com/duntrain/dagrad.


https://github.com/duntrain/dagrad

Our primary empirical results are shown in Figures | and 2. We use the structural Hamming distance
(SHD) as the main metric to evaluate the difference between the estimated graph and the ground truth
graph. Lower SHD values indicate better estimation accuracy. Given that the model specified in (6)
is nonidentifiable, we compare the CPDAGs of the estimated graph and the ground truth graph.

In Figure 1(a), we observe that using the NLL+MCP achieves the best performance for the different
types of graphs and ranks second best for sparse graphs {ER1, SF1}. In Figure 1(b), standardizing
X significantly impacts the performance of GOLEM, NOTEARS, and DAGMA; the SHD values
are not any better than an empty graph, exactly as predicted by prior theory. The performance of
LOGLL-NOTEARS-SAMPLE and LOGLL-NOTEARS-POPULATION are also affected by standardization,
but these methods remain robust and continue to make meaningful discoveries. It is important to
note that this observation does not contradict our Lemma 2. The challenges arise because solving
the optimization problems (12) and (14) to find global solutions becomes inherently difficult as p
increases.To verify the scale invariance property in Theorem 3, we also conduct experiments on small
graphs and include exact method that solve (12) and (14) to global optimal, see Figure 5.

In Figure 2, we replicate the Figure 1 in [55], providing a more direct comparison between various
methods applied to raw data (X) and standardized data (X standardized). We include VarSort
(referred to as sortnregress in [55]) as a baseline. Notably, for smaller graphs (p = 10), both LOGLL(-
NOTEARS)-SAMPLE and LOGLL(-NOTEARS)-POPULATION exhibit the scale-invariant property
alongside PC and FGES, in alignment with Lemma 2. This contrasts sharply with other methods,
which completely deteriorate. For larger graphs (p = 50), standardizing the data mildly degrades the
performance of LOGLL(-NOTEARS)-SAMPLE and LOGLL(-NOTEARS)-POPULATION. This can be
attributed to the increased complexity of optimization as the size of the graph grows.

In Figure 3, we use a concrete toy example to investigate two key factors in the implementation: (1)
the impact of random initialization, and (2) the upper limit for Jy that can be applied according to
Theorem 1. We generate 10° initializations Biandom With weight for each edge uniformly sampled
within [—5, 5], and perform optimization using LOGLL-NOTEARS starting from these points. The
“maximal §" is the theoretical maximum dg that ensures the validity of Theorem 1. We computed
the SHD and the distances between the estimated M (Bey) and M(B°). The red line in Figure 3
represents the average SHD and distances. The distribution of these 10° estimated SHD and distances
is visualized using dots of varying sizes, where larger dots indicate a higher frequency of points. In
some cases where SHD takes a value of —1, this value is used to indicate that the estimated B, does
not form a valid DAG, which is an artifact of thresholding and affects < 0.5% of models. For the
remaining models, the optimization (12) can typically be solved very close to a globally optimal, and
according to Theorem 2, the SHD should ideally be zero, which is consistent with the figure.

Our results are not limited to the linear model with Gaussian noise. In Appendix E.3, we provide
additional experiments on a logistic model (binary X ;) and neural networks. Further details on the
experimental settings and additional experiments can be found in Appendix D and E.

7 Conclusion

Continuous score-based structure learning is a relative newcomer to the literature on causal structure
learning, which goes back several decades. It has attracted significant attention due to its simplicity
and generality, however, its theoretical properties are often misunderstood. We have sought to
fill in this gap by studying its statistical aspects (to complement ongoing computational studies,
e.g. [41, 65, 4, 13, 14, 43]). To this end, we proposed a fully differentiable score function for
structure learning, composed of log-likelihood and quasi-MCP. We demonstrated that the global
solution corresponds to the sparsest DAG structure that is Markov to the data distribution. Under
mild assumptions, we conclude that all optimal solutions are the sparsest within the same Markov
equivalence class. Additionally, the proposed score is scale-invariant, producing the same structure
regardless of the data scale under the linear Gaussian model. Experimental results validate our theory,
showing that our score provides better and more robust structure recovery compared to other scores.

We hope that this work stimulates further statistical inquiry into the properties of CSL. For example,
we have focused on parametric models, and left extensions to nonparametric models to future work.
Certain assumptions such as the finiteness of the equivalence class and the boundedness of the level
set of the log-likelihood become more interesting in this regime. We have mentioned already that
extensions to richer data types including interventions is an important direction. It would be of great



interest to explore ways to relax our assumptions to expand our statistical understanding of CSL in
broader scenarios.
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Figure 1: Results in terms of SHD between MECs of estimated graph and ground truth. Lower is
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SUPPLEMENTARY MATERIAL
Markov Equivalence and Consistency in
Differentiable Structure Learning

A Preliminary Technical Results

In this appendix, we include various technical results used to prove the main theorems of the paper.
Proofs can be found in Appendix B.

The following corollary supports Remark 1. In the main paper, we use quasi-MCP (10) as a penalty
in the optimization problems (12) and (14) for simplicity. However, similar conclusions hold when
MCP or SCAD is used as the penalty term.

Corollary 1 (MCP/SCAD). Under the same setting as Theorem 1. Let optimal solutions collection
be

Onaa = {(B*, Q%) : (B*, Q") is minimizer of (12) with py 5(t) replaced by pﬁ‘\/{fp(t) or pngD(t)}

Then, for all sufficiently small \,a > 0 (independent of n), it holds that O, 5 , = min(@o) as
n — 0o, where MCP p%aCP() and SCAD pfSAD(~) are defined in Appendix C.5.

The following lemma is a generalization of Lemma 1. Even for the general model, under the
faithfulness assumption, all elements in the minimal equivalence class Enpin(°, £Y) belong to the
same Markov equivalence class, as is the case in the general linear Gaussian model (6).

Lemma 3. Consider that X is generated by (2) with (1°, £9). Assume that P(X; €9, 4°) is faithful
to GO := G(B(4")). Then

M(G?) = G(Emin(1°,€) = {G(B(W)) : ($,€) € Emin(1°,€°)}

where B(1) is the adjacency matrix implied by the parameterization (1), €), see (3). M(G°) is the
Markov equivalence class of GV, see Definition 1.

Under the Sparsest Markov representation assumption, all elements in the minimal equivalence class
are also in the same Markov equivalence class. It is important to note that the faithfulness assumption
is stronger than the Sparsest Markov representation assumption. Specifically, if P is faithful with
respect to G, then the pair (G, P) satisfies the Sparsest Markov representation assumption.

Lemma 4. Ifa pair (G, P(X; B,Q)) satisfies Sparsest Markov representation (SMR) (see Definition
4), then M(G) = G(Enin(0)) = {G(B) : (B, Q) € Enin(©)} where M(G) is Markov equivalence
class of G (see Definition 1).

The following lemma provides the formulation for the standardization of X, along with its covariance
and precision matrices.

Lemma 5 (standardization). Let X ~ N (0,%), 02 := Var(X;) and D = diag(o1,...,0,). Then
the standardization of X, corresponding covariance matrix and precision matrix can be expressed as

Xga =D HX —EX), Cov(Xgq)=D'SD"! [Cov(Xsq)] * = DOD

The following lemma establishes an useful identity that holds for any adjacency matrix of a DAG,
which is used in the derivation of the log-likelihood function for the model in Equation (6).

Lemma 6. If B is adjacency matrix of a DAG, then logdet(I — B) = 0.

The following lemma provides a condition under which the optimization problem (12) is well-defined,
ensuring that (B, Q) > —oo for any (B, Q).

Lemma 7. For any (B,Q), if Q@ > 0, then 3 == ¥ (B, Q) is positive definite. Moreover, if X is
generated by Equation (6) with (B°,QP), then (B, ) > —oo for any (B, Q).



The following lemma is used in the proof of Theorem 1. It justifies that the loss of every element in
Aj is strictly greater than the loss of the ground truth, i.e., (B®, Q).

Lemma 8. Under the same setting and notation as in the proof of Theorem 1, see Section B.1. If
for any (B,Q) € £(OV), it holds that dist(B, A3) > 0, there exists o > 0 such that {(B,) —
¢(B% Q% > a forall (B,Q) € As.

B Detailed Proofs

B.1 Proof of Theorem 1

Proof. Tt suffices to consider the population case, i.e., £,, (B, Q) is replaced by its population counter-
part £(B, 2). By Lemma 7, we have

{(B,Q) > —oc0
Also, py s(B) > 0 for any B. Consequently, optimization problem (12) is well-defined.
By convention, we assume that (B%, Q%) € £, (0). Now, consider the case where p 5(BY) = 0,
which is equivalent to B = 0, since ¢(B,2) > ¢(B° Q°) and py s(B) > pxs(B°) for any B.
Therefore, for all A > 0 and 6 > 0, B is the unique optimal solution to optimization problem (12),
proving the conclusion.

In the subsequent proof, we assume that |1, (0°)| = 1, that is, Emin (0°) = {(BY,Q°)}. This
assumption simplifies the proof because any element of &, (©°) is indistinguishable based on the
value of ¢(B, ) and the penalty for the chosen (4, A), as shown below. Our goal is to identify one
element via optimization problem (12), which significantly simplifies the argument.

First, let us define

T

:1+A where 7 :=

5o 1B;;| Ymin - min \[EO(W)]

min min
(B.Q)EE(O°) {(i,5)|Bi;#0} T {(i,0)|[BO(m)]:; 0}

ij

with any A > 0. (a) is due to the fact that each element in equivalence class £(O°) is one-to-one

associated with §0(7r), see Section C.2 or [2] for detailed discussion. Then, for any A > 0 and
0 < & < o, consider the set A1 = {(B,Q) | prs(B) = pr.s(B°)}. For any (B,) € A1, we have
(B,Q) ¢ £(0%)\ {(B°,Q°)}. This follows from the fact that

p)\75(B) = %553 > /\?5830 = p)\v(;(BO) VY(B,Q) € 5(@0) \ {(BO,QO)}.

As a consequence, this implies that £(B?, Q%) < ¢(B,Q),V(B,) € A;. Therefore,
0(B%,Q°% + pys(B%) < 6(B,Q) +prs(B)  V(B,Q) € A

Next, we define Ay = {(B, Q) | pr.s(B) > pa.s(B%)}. Since £(B°, Q%) < {(B,Q), it follows that
for all (B, Q) € A,, the following inequality holds:

¢(B°, Q% + prs(B°) < £(B,Q) +prs(B) Y(B,Q) € A,.

Therefore, we need to examine the set A3 = {(B,Q) | prs(B) < pas(B°)}. For (BY,QY) to
achieve the minimum value of the score function, it is crucial that the following condition is satisfied:

0(B°,Q°%) + pas(B%) < €(B,Q) +prs(B)  V(B,Q) € As.
This condition guarantees that the ground truth parameters (B°, Q°) correspond to the optimal
solution by comparing their score with any other parameters in the subset As.

It is important to note that py s(t) = Ap1,s(t), Vt. Thus, a necessary and sufficient condition for this
to hold is:

A< min {B,Q) — 2(30790)
(B.2)€As p1,s(B°) —p1,s(B)
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Note that for all (B,(2) € As, we have p1 5(B°) — p1,5(B) < s, with equality achieved when
B = 0. Therefore, the denominator on the RHS cannot be arbitrarily large. Moreover, since
(B,§) € Aj, it follows that (B, Q) ¢ £(0°), as A3 N E(O°%) = (.

We define the distance from B to the set A3 as:
dist(B,A3) = inf ||B — B|s.
(B,Q2)€A3

)

For all (B, Q) € £(0°), it turns out that dist(3, A3) must be positive due to the design of dy, giving:

dist(B, A3) >  min min |B;;| — do
(B,Q)€&(0°) {(i,5)|Bi; #0}
T = 2 s
I AT 1 AT T

By Lemma 8, there exists some o > 0 such that (B, Q) — ¢(B°,Q°) > « for all (B,Q) € As.
Consequently, we have:
(B, Q) — ((B°, Q)

1mn
(B,.0)eAs p1,5(B°) —p1s5(B)

Thus, we can define

. UB,Q)—((B° Q)
0 (B.)eAs p1,5(B°) —p1s(B)

In summary, forall 0 < A < Agand 0 < & < Jy, for any (E,SA)) € Enin(©Y), and for all
(B, Q) & Emin(0°), the following holds:

U(B, Q) +prs(B) < (B, Q) +pxs(B).
This concludes the proof. O

B.2 Proof of Theorem 2
Proof. Here, ©¢(B°, Q") = ©°. From Theorem 1, we know that when n — oo
On,)\,é = gmin(60)~

Given the additional assumption that p(X) is faithful with respect to GV := G(B°), by Lemma 1, we
have

M(G®) = £0in(0°) = {G(B) : (B, Q) € Emin(0°)}.
Note that
{G(B) : (B,Q) € Emin(0)} = {G(B) : (B,Q) € O, 55}

Thus, we conclude that
M(GO) = On)\,g. asn — oo

This completes the proof. O

B.3 Proof of Theorem 3

Proof. In this proof, we use the notation introduced in Section C.6. Note that when X is used in (12),

we essentially compute the sample covariance matrix S based on X as follows:
o 1 - T N N
= X =L (e )l X L (s )

and plug it into the negative sample log-likelihood function. The same procedure applies to Z:

~

1 —~ ~ ~ ~ _
Sar = D7 X = Lyl )] (X = Lo ) D

— D '$p-1.
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Denote © = (fl)_l and Oy = (f)std)_l = DOD. For O, by applying Theorem 1, there exist
AW

o > 0and J;" " > 0 such that forany 0 < A < A\y""" and 0 < § < ;" ", we have
Onr6(X) = Enin(©). For DOD, we apply Theorem | again, and there exist )\Eld’” > 0 and
534" > 0 such that forany 0 < A < A\j%" and 0 < § < 5", we have O,, » 5(Z) = Enin(DOD).

We can select 6y = min{Aé(r)aW’”, 634"} and Ag = rnin{A)\f)aw’”7 AS9™Y in optimization (12) to ensure
that Oy, » 6(X) = Emin(©) and Oy, » §(Z) = Enin (DO D) hold simultaneously.
By applying Lemma 2, we conclude that:

G(O0n25(X)) = G(Emin(0)) = G(Emin(DOD)) = G(O, 1 5(Z)).

Furthermore, as n — oo, we have 3 — X and © — ©. Therefore, Smin((:)) — Emin(O), and

~

gmin(®std) — gmin((_)std) asn — oQ. Thus,
G(On5(X)) = G(Emin(©)) = G(Ona5(Z)).  where n — oo

Note that we use n — oo to indicate we consider the result in population level. O

B.4 Proof of Theorem 4

Proof. This proof shares many similarities with the proof of Theorem 1. First, when n — co, we
consider the result at the population level. Thus, £, (1, &) — £(v,€), and we will focus on (¢, £) in
the following. As a result, we only work with (v, §) instead of £,, (1), £).

By convention, we can always assume that (19, £9) € Epnin (¥, £°).
Now, consider the case where py s(B(¢°)) = 0, which implies that B(¢)°) = 0. Since X ~
P(X,4°,£9), we have

040, €%) < (v, 8),

and thus
00, €%) + pas(B(W°)) <L, &) + pas(B(¥)  V(1h,6) € ¥ x B, VA >0,¥6 > 0.

Therefore, (1°, £°) is the optimal solution to optimization (12).

As we iterate, we can assume that |Epin (10, €9)| = 1, meaning Ein (¥, £°) = {(¥°,£°)}. This
assumption simplifies the proof because any element in &, (107, £°) is indistinguishable based on
the value of £(1, £) and the penalty for the chosen parameters (d, A). Our goal is to find one element
by solving the optimization problem (14), and this assumption simplifies the argument significantly.
First, we define

-

T1+A

do = [B(4)lij-

min min
(,£)€€(4,8°) {(4,9): B(¢h)i; #0}
It is important to note that, under Assumption A (1), since |£ (29, £°)] is finite, we have 7 > 0.

Then, for any A > 0 and 0 < § < &g, consider the set

A1 ={(,€) | prs(B(¥)) = pas(B¥"))}.

It is clear that for any (v, £) € Ay, we musthave (1, €) ¢ £(2p°, £0), since forany (1, &) € E(1°, £9),
we have py s(B()) > pa.s(B(¥°)). As aresult,

LW, €%) < L(y,€)  V(¥,€) € Ay

Therefore,
00, 6%) + pas(B(Y?)) < L4, &) + pas(B())  V(1,€) € Ay

Next, we consider the set Ay = {(¢,€) | pas(B(®)) > prs(B(yY))}, and we know that
0(9°, €9) < £(3, €). Therefore,

U0, €%) + pas(BW®)) < L(v,€) +pas(B(W)  V(¥,) € Aa.
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Consequently, we need to check Az = {(¥,€) | pas(B(¥)) < pas(B(¥°))}. For (¢2,£°) to be
the minimizer of (14), we require that the following condition holds:

U, €%) + pas(BWY)) < L1, &) +pas(BW)  ¥(¥,) € As.

This condition ensures that the ground truth parameters (1%, £9) correspond to the optimal solution
by comparing their score with that of any other parameters in the subset As.

It is also worth noting that py 5(t) = Ap1 s(t) for all ¢. Therefore, a necessary and sufficient condition
for this to hold is:

0, ) — £(y°,€°)

A B A Da (B0 — prs(B())

Note that for (¢,&) € As, we have p1 5(B(¢°)) — p1.s(B(¥)) < g B(y0)- Therefore, the de-
nominator on the RHS cannot be arbitrarily large. Moreover, for any 0 < (5 < &o, the following

holds:

T<|IB(°) = B(W)ll2 < LIW° = vl V(1,€) € 4s.

1+A
The second inequality follows from Assumption A (b). As a consequence,

TA

10.8) = .0 2 19° = lle 2 75y

Thus, we obtain

AT

{0 |11, &) — (W°, )|z > m} = Ay.

First, note that A3 is a nonempty set. Otherwise, the conclusion would hold immediately. Let us

select any (1, &) € Az # (), and define As = {(¢,€) | £(), &) < (1), €)}. Then,
inf  4(¢,&) = inf (), &) > inf (), ).

(¥,§)€A3 (¥,6)€AsNAs (¥,§)€A4NAs

It is important to note that A4 N As is nonempty, since (¢,§) € A4 N As. By Assumption B
and the properties of £(1), ), we know that A5 is a bounded and closed set, and Ay is a closed set.
Consequently, A4N A5 is compact. Furthermore, for all (v, £) € £(¢°, £°), we have (v, €) ¢ AyNAs.
All of this leads to the following conclusion:

inf ((,€) > min 0$,€) = nf Ly, &) > (0,0

(,§)€As (¥,£)€A1NA5 (¥,§)€AsNAs

As a result, we define \g as follows:

0, §) — £(¥°,£°)

0= Bk Pra(BW) — pis(BD)

> 0. O

B.5 Proof of Theorem 5

Proof. The proof is combination of Lemma 3 and Theorem 4, similar to Proof of Theorem 2. O

B.6 Proof of Lemma 1
Before proving the result, we introduce the definitions of the Sparsest Markov representation assump-
tion and restricted faithfulness, along with a few useful theorems.

Definition 4 (Sparsest Markov representation [54]). A pair (G°, P) satisfies the Sparsest Markov
Representation (SMR) assumption if (G°, P) satisfies the Markov property and |G| > |G| for every
DAG G such that (G, P) satisfies the Markov property and G ¢ M(G).

In other words, the SMR assumption asserts that the true DAG G is the (unique up to Markov
equivalence) sparsest DAG satisfying the Markov property.
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Definition 5 (Restricted-faithfulness [53, 54]). A distribution P satisfies the restricted-faithfulness
assumption with respect to a DAG G if it is Markov to G and following two conditions hold:

* Adjacency-faithfulness: for all (j, k) € E and all subsets S C [p|\{j, k} it holds that
X L Xy | Xs

* Orientation-faithfulness: for all triples (j, k,1) with skeleton j — | — k and all subsets
S C [pI\{J, k} such that j is d-connected to k given S it holds that X; L X, | Xg

Theorem 6 ([53]). If a distribution P is faithful to G, then such distribution P also satisfies the
restricted-faithfulness assumption with respect to G.

Theorem 7 (Theorem 2.4 in [54]). Let (G, P) satisfy the Markov property. Then the restricted-
faithfulness assumption implies the SMR assumption.

Proof. First, by Theorem 6, the faithfulness assumption implies the restricted faithfulness assump-
tion. Second, by Theorem 7, the restricted faithfulness assumption implies the Sparsest Markov
representation assumption. Furthermore, note that for any (B, ) € G(Emin(0°)), the distribution
P(X) is Markov to G(B), since (B, ) € G(£(OY)). According to the definition of the Sparsest
Markov representation assumption, all sparsest DAGs that satisfy the Markov property must belong
to the same Markov equivalence class. In our case, this means G(E,in (0°)) = M(G?). O

B.7 Proof of Lemma 2

Proof. For X ~ N(0,%),let ©® = DOD, and denote the inverse of © as > = (0)~! = D12 DL,
It follows that X := D~'X ~ A(0,X). Now, consider the following least squares regression for
je{l,...,pyand S C {1,...,p}\ {j}. Let B € RISI. Then the following relationships hold:

Bs; :argmﬁinEHXj - BT Xs|% = Bs; = ZgéESj

Bs; =argminE||X; — 7 Xs|3 = Bs; = Zss s

S5e =([D7'SD ss)™! = DssEgeDss

$s; =[D7'ED']s; = Dg58s; D5}

ﬁSj :igéiSj = DSSE;%'DSSD;;ESJ'D;; = DSSﬁSij_jl

As a consequence, supp(3s;) = supp(f3s;). Note that for all (B, Q) € £(O), we know from Section

C.2 that there exists a m € P such that B = B(w). Moreover, B can be recovered by least squares
regression using X with its topological sort [2, 13] that is consistent with 7. For such a 7, we can
find a pair (B,Q)) € £(DOD), where B has the same topological sort as 7, and it can be recovered
by least squares regression on X. We have shown that, for the same .S, j, supp(8s;) = supp(8s;)-

Therefore, supp(B) = supp(B). O

B.8 Proof of Lemma 3

Proof. The proof is the same as Lemma 1. O

B.9 Proof Lemma 4

Proof. This follows directly from the definition of the Sparsest Markov Representation (SMR)
assumption. Since for all (B, Q) € Enin(©), G(B) is Markovian to P and G(B) is the Sparsest,
by Definition 2, all G(B) must belong to the same Markov equivalence class by the definition of
SMR. O

B.10 Proof of Lemma 5

Proof. X4 = D71(X — EX) is based on definition of standardization.
Cov(Xga) = Cov(D™H(X —EX)) = D" 'Cov((X —EX))D"' =D 'ED™!
[Cov(Xua)] ' = [D'ED7 "' = DX'D = DOD. O
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B.11 Proof of Lemma 6

Proof. Detailed proof can be found in [41], Appendix Section D. O

B.12 Proof of Lemma 7
Proof. From the definition of ¥ (B, 2):
Y4(B,Q) = (-B)~"Q( - B)™' = (I-B)~ Q2?1 - B)™!,
where Q1/2 = diag(wy, .. .,w,). Itis clear that ¥(B, Q) is positive semidefinite, as
2"S(B, Wz = ||QV2(I - B)'z|2 >0, VzeRP
Next, we just need to show that Q'/2(I — B)~'z # 0 for all = # 0.
QY2 (I-B)y 240 (I —-B) 240z #0.

Here, w? > 0 for all j, so /2 is invertible. As (I — B) is a full rank matrix, then (I — B)~" is also
a full rank matrix, it indicates that (B, ) is positive definite matrix.

Since Q° > 0, it follows that 3° is positive definite. By Lemma 6, we have:
1 1
(B, Q) =3 log det Q — logdet(I — B) + 3 Tr(2°0(B, Q) + const.
1 1
=5 logdet Q + o Tr(2°0(B, Q) + const.

>(B,Qs(B)) = {(B)

where Q(B) and ¢(B) are defined in Equations (15) and (17), respectively. The last inequality
follows from Section C.1. Next, we need to prove that {(B) > —oo.

Z(B) :% log det diag(([ - B)TEO(I — B)) + const.

Il
N |
7=

log E||X; — B} X||3 + const.

~
Il
i

logE||(e; — B;) " X||3 + const.

~
Il
-

N |
=

log(e; — B;) "%%e; — B;) + const.

~
Il
-

I
N |
=

log ||(6j - Bj)”%Amin(ZO) + const.

IV
N |

~
Il
-

> log Amin(ZO) > —00

N |
(7=

~
I
A

Here, e; € R? is a unit vector with the j-th position equal to 1 and all other positions being zero, and
Amin (X0) is the minimum eigenvalue of X0, Since X is positive definite, we have A, (X°) > 0.

Because B is the adjacency matrix of a DAG, it follows that B;; = 0, which implies |le; — B;|| >
llejl| = 1. As a result,

UB,Q) > (B) > —occ. O

B.13 Proof of Lemma 8

Proof. Note that for a fixed B, the corresponding optimal Q¢ (B) = diag((I — B)'¥°(I — B))
is the solution with respect to ¢(B, ). Therefore, without causing confusion, we take Q(B) =
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diag((I — B)"X°(I — B)) and consider the log-likelihood as a function of B only, i.e., /(B), for
simpler representation. See Equation (17) in Section C.1 for details. It is clear that 0 € As, so we
define Ay = {B | £(B) < £(0)}. Note that £(0) is finite.

0) > £(B) =Y log(e; — B;)'2%(e; — By)

P
> Zlog Hej - BjHZAmin(ZO)

p
=log | (Amin(Z%))” [ ] lle; — B; |
j=1
This indicates that

. 2 exp(£(0))
I = 817 < 372 (oo

Moreover,

exp(£(0))
AP

min

P
lex — Bill* < [T les — BslI* <

j=1

Vke{1,...,p}

This implies that By must be bounded, and therefore every B in A4 is bounded. It is clear that
argminge 4, £(B) € Ay. Thus, we need to show that mingec 4, £(B) = minpea,na, ((B) >
¢(BY). Define

o 1 . .
As = {B | dist(B, £(0%)) > 3 Berg?(})O)dISt(B7A3)}

It is easy to see that A3 C As. Then,

min  4(B)> min {(B).
BeA3NAy BeAsNA;

Note that A4 N Aj is closed, bounded, and nonempty (0 € A4 N A5), and £(B) is a continuous
function of B. Consequently, there exists at least one minimizer of £(B) in A4 N A5. Combining this
with the fact that B ¢ A4 N As for all B € £(0°), we conclude that:

min /(B) > min {(B) > {(B°). O
BeAs BeA4sNA;

B.14 Proof of Corollary 1

Proof. By Theorem 1, we know there exists Ag > 0 and dg > 0. For MCP, it can be transformed into
quasi-MCP, by reparameterization from Section C.5. Then, combining these results together.

do

0<>\:>\me<A0,0<5:a)\mcp<50:>O<Amcp<>\o,0<a</\
mcp

We could simple set ag : f\—‘; and (Amep)o = Ao. For SCAD, we just requires the following is satisfied
to satisfies the pattern in the proof of Theorem 1.

A2 y(a+1)

0 < alsad < 8p, 0 < Zscad 5 <o

One simple choice is to let

ap = ()\scad)U < min{\/%, V Ao, 1}

This completes the proof of Corollary 1. O
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C Additional Examples and Details

In this appendix, we provide the additional details of derivations, examples, concepts, and discussions
referenced in the main paper. These include:
* The derivation of the log-likelihood function for the model in Equation (6) (Appendix C.1).
* A brief introduction to the characterization of the equivalence class £(0) (Appendix C.2).

* Examples demonstrating that the optimal solution for the least squares loss differs from the
optimal solution of the log-likelihood (Appendix C.3).

* An example illustrating the estimation bias when the ¢; penalty is applied (Appendix C.4).
* The formulations for quasi-MCP, MCP, and SCAD (Appendix C.5).
The standardization of the random variable X and the dataset X (Appendix C.6).

A detailed discussion of Assumptions A and B (Appendix C.7).
C.1 Log-likelihood of Model (6)

In this subsection, we detail the negative log-likelihood of the model in Equation (6).

1 n
(n(B,Q) == ~log [ [ f(xi: B,9)
i=1

3 ﬁ ! x] O(B,2)x;
=——1o o (X1 O(B.)x;
n gi=1 (2m)P/2(det (B, Q)72 P 5

_b 1 1Sy _
=3 log 27 + 5 log det ¥(B, Q) + 5 ;xi O(B,2)x;

no T
i=1 % X

:% logdet(I — B)" QI —B)™* + %Tr(@(B, Q)(Z “)) + const.

n

1 1 a
=3 log det Q — logdet(I — B) + 3 Tr(XO(B,Q)) + const.

1 ~
logw? t3 Tr(Q~Y(I — B)"S(I — B)) — logdet(I — B) + const.

I
N
7=

-
I
=

Il
N
7=

I
A

2 . —logdet(I — B) + const.

1N (I = B)TS(I — B))s
j=1 J

J

It is easy to know that for any fix B, the optimal solution of (w;‘ )2 can be written as:

;) =[(I - B)'S(I - Bl

Therefore, optimal solution €2 ¢(B) for any fixed B can be written as:
Q4 (B) = diag((I - B)'S(I - B)) (15)

Let us define profile sample log-likelihood ¢,,(B) as function of B with such optimal Q(B) plugged
in

1 ~
(n(B) =3 log det diag((I — B)"S(I — B)) — logdet(I — B) + const.
1, 1
=5 log EHXJ — X Bj||3 — logdet(I — B) + const.

Where X = (X1,...,X,) = (X1,...,X,) | and corresponding profile population log-likelihood

(16)

1
4(B) =3 log det diag((I — B)"S(I — B)) — logdet(I — B) + const.
a7
1
=3 logE|| X; — BjTX|| — log det(I — B) + const.
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C.2 Equivalence class £(0)

We provide a brief introduction to the equivalence class £(©), which has been extensively studied in
[2]. We adopt the notation from [2], and further details can be found in that work.

Definition 6 (topological sort). a topological sort of a directed graph is an ordering on the nodes,
often denoted by <, such that the existence of a directed edge X}, — X; implies that X}, < X; in
the ordering.

Let P denote the collection of all permutations of the indices {1, ...,p}. For an arbitrary matrix
A and any 7 € P, let P, A represent the matrix obtained by permuting the rows and columns of A
according to 7, such that (PrA);j = ar(iyr(j)-

A DAG B is said to be compatible with permutation 7 if P B is a lower-triangular matrix, which is
equivalent to saying that X;, — X in B implies that 7—*(k) > 7~'(). Similarly, 7 is also called
compatible with B.

For any positive definite matrix © and © € P, the matrix P,© represents the same covariance
structure as O, up to a reordering of the variables. The Cholesky decomposition of P, (©) can be
uniquely written as:

P,O=(I-L)DY(I-L)" =064(L,D),
where L is strictly lower triangular and D is diagonal. By Lemma 8 in [2], the following holds:
P.©(L,D) =0O(P,L, P.D) vr e P.
Therefore,
© =04(P,-1L,P,-1D).
For each 7, we define:
B(r) == P, L,
Q(r) == P, D.

This suggests that for any m € P, there exists a pair (B(r), (r)) € £(O), where B(r) can be
uniquely determined based on the permutation 7 and © [2]. It is important to emphasize that different

permutations, 7, # 72, can still result in the same pairs, i.e., (B(m), Q(m)) = (B(m2), Q(m2)).
Furthermore, this indicates that for any (B, {2) € £(©), there exists at least one permutation 7 such

that (B, Q) = (B(r),Q(r)). Moreover, it turns out that the collection of pair of (B(), Q(r)) forms
the entire equivalence class £(0).

Lemma 9 (Lemma 1, 2). Suppose ¥ is a positive definite covariance matrix and © = X~1. Then,
£(0) ={(Py 1L, Py 1D): P,© = O(L,D),x € P}
={(B(x),(n)) : m € P}

This result indicates that the size of £(©) is at most p!, which is large but finite.

C.3 LS loss vs. log-likelihood

The following examples show that when the variances are unequal, the LS loss will not in general
have the same minimizers as the log-likelihood. The first example is just Example 1 in [33]. Suppose
(X1, X>) is distributed according to the following linear SEM with unequal variances:

X
Xi=e, Xy= —71 te, e ~N(01), e~ N(0,1/4).

w6 ) (o) e en= (s )

and also

Thus

£(0°) = Enin(©°) = {B°, B, }
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where

0 0 10
s (B m=(Y)

Moreover, £(B°, Q°) = (B, 1), since both SEM represent the same covariance.

But it turns out that E[|| X — B X||?] < E[||X — (B°) " X||?]: More precisely, it is easy to check
that

E[|X - B) X|*) = Te(( - B1) "2°(I - By)) =1,
E[|X — (B®)"X|]") = Tr((I — B°)"5°(I - B%)) = 5/4,

and moreover B; is the global minimizer of the LS loss E[|| X — BT X ||2]. It follows that when the
variances are different, the log-likelihood and LS loss have different global minimizers.

Similar calculations can be carried out for d > 2, but are tedious owing to the size of £(©). For
example, here is an example of an SEM over 3 nodes such that the LS loss has a different set of global
minimizers, but also the LS-global minimizer has more edges than the sparsest Markov representation:

0 0 -3/10 7T 0 0 7T 0 =2
B°=(0 0 -2 ], @=(0 3 0, 2=5,B°2)=(0 3 -5]|.
0 0 0 0 0 2 -2 -5 10
For this model, LS loss selects the following SEM with 3 edges:

0 0 0
By=| —-1197 0 -1.589].
—0.7532 0 0

We have BY € £,i,(0°), but By ¢ E,in(0°).

C.4 Estimation bias under ¢;

We provide an example showing that when the ¢; penalty is applied, the estimation becomes biased.
Therefore, 1 should not be used. Consider the following linear Structural Equation Model (SEM):

{Xl :N(Oal)
XQ = X1 +N(O,O’2)

If the topological sort is known, i.e., X1 — X5, and an ¢; penalty is used for minimizing the negative
log-likelihood:

minlog E[[| Xz — aX|[3) + log E[|| X1[|3] + Ala|
Ideally, we would expect a = 1 to be the minimal solution to the loss function. However, the problem
is equivalent to:
log((1 — a)* 4+ 0?) + )

It is clear that @ = 1 is not the minimal solution to the loss function, as the derivative at ¢ = 1 is
nonzero for any A > 0, indicating that the ¢, penalty leads to a biased estimator. This bias does not
occur when using MCP or SCAD with appropriate hyperparameters.

C.5 quasi-MCP, MCP and SCAD

We present the formulas for quasi-MCP, MCP, and SCAD, and demonstrate that quasi-MCP and
MCP are equivalent.

12 )
quasi-MCP  pys(t) = A {<|t| - 2(5) 1(Jt| <o)+ 5]1(|t| > 6)}
MCP t2 Aa
MCP pOP() = 1(f < an) (Nt - ) 1 2 a0 2
2 2 2
SCAD  p$CAP(1) = AtfL(t] < A) + L(A < 1] < a)\)%\ L1l > Aa)w
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Plot of p,,s(t)

— Paslt)

Pr.s(t)

Figure 4: The plot of py 5(t) with A =2,0 =1

It is worth noting that if we set § as a) in quasi-MCP, then py o (t) = pM P (t). In another way, if

Aa
MCP

we set @ = ¢ in MCP, then py'&" (t) = px.a(t). Thus, quasi-MCP and MCP are equivalent to each
DY

other.

C.6 Standardization of X and X

We present the formulas for the standardization of X and the standardization of the corresponding
dataset X.

Let 07 = Var(X;) and D = diag(o1,...,0,). Denote the standardized version of X as X,
which can be expressed as:

Xga = D7HX - EX).
For X € R"™ P, we can write X = (X;;) = (X1,...,%,)" = (X1,...,X,), and define sample
average for node j as /i;
1 n
ﬁj:E;Xz‘j Vi € [pl.
Next, we define the sample variance for node j as

- S
nilz(xij_ﬂj)-
i=1

The diagonal matrix of sample standard deviations is then

/\2_

D= diag(a1,...,0p).
Finally, we standardize X by subtracting the sample means and scaling by the inverse of D:

Z = [X_]-n'(ﬁla--wﬁp)]D_la

where 1,, € R" is an n-dimensional vector with all entries equal to 1.

C.7 Discussion of Assumption A, B

In this subsection, we provide a more detailed discussion of Assumptions A and B.
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First, it is important to emphasize that if py ;5 is replaced by the ¢, penalty in (12) or (14), then
Assumptions A and B can be omitted, and all the results still hold. In this case, the proof would
be significantly simplified. However, the use of the differentiable quasi-MCP, in contrast to the ¢
penalty, introduces substantial complications, necessitating some additional assumptions that are
fundamentally different from the results in [8]. Specifically, Assumptions A and B are exactly what
is required to make the problem suitable for gradient-based optimization.

Assumption A is not restrictive and is satisfied by all identifiable models, including linear Gaussian
models, generalized linear models with continuous output [66], binary output [74, 4], and most
exponential families. However, the requirement for the finiteness of the equivalence class can be
relaxed. What is truly needed is that the minimal nonzero edge has sufficient “signal,” i.e.,

min min B ii >0
(1,€) EE(10,€0) {(i,7): B()s; 0} Bl

This is trivially true when |£(¢9, £0)] is finite. When |€(1?, £9)] is infinite, each | B(1)|;; could be
positive, but it is possible lim inf(y, ¢)c g (yo ¢0) ming( ). p(y).,, 20} |B(v)|:5 = 0, because | B(v))|;;
can be arbitrarily small. The {y penalty deals with this with its discontinuity at zero, whereas the
continuity of quasi-MPC makes this more challenging. This is the cost of differentiability, which we
argue is worthwhile

Assumption B is a standard assumption in the optimization literature [7] and is generally quite weak.
Moreover, it is almost necessary because quasi-MCP cannot exactly count the number of edges in
B(v)). The magnitude of the quasi-MCP penalty does not directly reveal the number of edges. This is
the trade-off for replacing the ¢ penalty with a fully differentiable sparsity-inducing penalty. Finally,
it is worth noting that this assumption can also be relaxed: what is truly required is that for any € > 0,
there exists § > 0 such that

Ui, &) = £(4°,€%) > 6 forall {(v,€) | dist((¥,€),E(¥°,€7)) > €}

In other words, we require a loss gap when (¢, £) is not in £(¢)°, £°). This can be inferred from
Assumption B.

The following is the proof when p, s is replaced with the ¢, penalty.
Proof when p, s is replaced with ¢;:

Proof. We can also assume that |Epin (¥, £%)| = 1, meaning Epin (¥°, €°) = {(¥°,£%)}. In other
words, there is a unique element in the minimal equivalence class. This is because any element in
Emin (¥, €9) is indistinguishable based on the score function, i.e., the value of £(1, ¢) and the penalty
for the number of edges in B(t)). Our objective is to find this unique element by solving equation
(12) in the paper, which simplifies the proof.

When sp(y0y = 0, the result is straightforward:

0, ) + sp(poy < L, &) + Sp(y).-

Now, let us consider the more general case where sp(y0) > 0 and divide the parameter space into
three regions:

A=A, | sBw) > st A2 ={(1,€) [ spw) = spwol,  As = {1, 8) | sBw) <spwo}-
Case 1: Consider A;. Since £(¢°, %) < £(¢),€), the following holds for any A > 0:
00, %) + Asp(poy < £(1,€) + Aspry) V(1. &) € Ay

Case 2: Consider A,. Since |Epnin(¥°,€°)| = 1, it follows that for all (¢,&) € £(°,£%) and
(¥, &) # ($°,€°), we have sp(y) > sp(y0). Therefore, for all (1), £) € A,, it holds that £(¢°,£Y) <
£(3), €). Consequently, for any A > 0:

O(°, %) + Asprpoy < L(1h, &) + Aspyy  V(¥,€) € As.
Case 3: Consider As. We need to prove that:

O(°, %) + Asprpoy < L(1h, &) + Aspyy  V(¥,€) € As.
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This is equivalent to showing that there exists a positive A such that:

\ o L8 — 1)

SB(y°) ~ SB(y)

(1,€) € As.

Since s p(y0) is the minimal number of edges in the equivalence class, any (¢, ) € A3 corresponds
to B(1) with a number of edges strictly less than spg(y0). This implies that:

U, &) = L(W°,€") >0 Y(y.) € As.

Furthermore, we have 1 < sp(yo) — $p(y) < SB(y0), Which implies that there exists a small but
positive A that satisfies the inequality.

O

D Experiment Details

In this section, we provide all the details about the experiments. These include: (1) the types of
graphs used, (2) the process for generating the samples, (3) the baseline methods we compare against
and where to find the code for these methods, (4) the implementation details of our method and how
to replicate the results, and (5) the metrics used to evaluate the estimation.

D.1 Experimental Setting

In this section, we outline the process for generating graphs and data for Structural Equation Models
(SEMs) in (2). For each model, a random graph G is generated using one of two types of random
graph models: Erds-Rényi (ER) or Scale-Free (SF). The models are specified to have, on average, kp
edges, where k € {1,2,4}. These configurations are denoted as ERk or SFk, respectively.

* Erds-Rényi (ER), Random graphs whose edges are add independently with equal probability.
We simulated models with p, 2p and 4p edges (in expectation) each, denoted by ER1, ER2,
and R4 respectively.

* Scale-free network(SF). Network simulated according to the preferential attachment process
[3]. We simulated scale-free network with p, 2p and 4p edges and g = 1, where S is the
exponent used in the preferential attachment process.

Linear SEMs. Given a random DAG B € {0, 1}?*? from one of these two graph models, edge
weights were assigned independently from Unif([—1.5, —0.5] U [0.5, 1.5]) to obtain a weight matrix
B € RP*P, Given B, we sampled X = B X + z € R? according to:

s Gaussian noise with unequal variance (Gauss-NV): z; ~ N(0,02),i = 1,...,p where
o; ~ Unif[0.1,0.7]

We chose to set o;, the noise variances in our models, to be relatively smaller compared to the settings
used in previous studies such as [73], [41], and [4]. This decision aims to mitigate the potential
exploitation of accumulated variance along the topological sort, as highlighted in [55].

Generalized Linear Model with Binary Output Given a random DAG B € {0, 1}?*? from one
of these two graph models, edge weights were assigned independently from Unif([—1.5, —0.5] U
[0.5,1.5]) to obtain a weight matrix B € RP*P. Given B, we sample X; according to the following

X; = Bernoulli(exp(B, X)/(1 +exp(B; X))) j=1,....p

where B; is j-th column of B. The corresponding negative log-likelihood function:

s(B;X) = 1, (log(1, + exp(XB)) — X; o (XB))
=1

where X = (X7J) = (Xl, . 7Xn)T = (Xl, .. .,Xp)

S|
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Nonlinear Models with Neural Networks. We primarily follow the nonlinear setting described in
Zheng et al. [74]. Given GG, we simulate the SEM as follows:

Xj = fi(Xpagj)) + N; Vi € [pl,

where N; ~ N(0,0?) and o; ~ Uni[0.1,1]. Here, f; is a randomly initialized MLP with one
hidden layer of size 100 and sigmoid activation. It is worth noting that the score function used in
nonlinear-NOTEARS [74] is least square loss:

p
S X) = 5= i = OO,
=1

where each ﬁ is an MLP with one hidden layer of size 30 and sigmoid activation.

Simulation We generated random datasets X € R™*? by sampling rows i.i.d. from the models
described above. For each simulation, we produced datasets with n samples across graphs with p
nodes.

* Linear Model: p = {10, 20, 50, 70,100}, k = {1, 2,4}, n = 1000 and graph types = {ER,
SF}.

* Generalized Linear Model: p = {10, 20,40}, k = {1,2}, n = 10000 and graph types =
{ER, SF}.

* Nonlinear Model: p = {10, 20,40}, k = {1, 2}, n = 1000 and graph types = {ER, SF}.

For each dataset, we applied several structural learning algorithms, including fast greedy equivalence
search (FGES [52]), constraint-based methods (PC [60]), NOTEARS [73, 74] (using least squares
loss), GOLEM [41] (using NLL with ¢; penalty), VarSort [55], causal additive models (CAM
[9]), LOGLL(-NOTEARS/DAGMA)-SAMPLE (utilizing the sample covariance matrix i), LOGLL(-
NOTEARS/DAGMA)-POPULATION (using the population covariance matrix ¥) and exact method
(EXACT-SEARCH). Implementation details are provided in the following paragraph. After running
the algorithms, a post-processing threshold of 0.3 was applied to the estimated matrix Beg to prune
small values, following the methodology in [73, 74].

Implementation The implementation details of baseline are listed below:

» Fast Greedy Equivalence Search (FGES [52]) is based on greedy search and assumes
linear dependency between variables. The implementation is based on the py-tetrad
package, available at https://github.com/cmu-phil/py-tetrad. We use BIC as the
score function with default parameters.

» PC [60] is constraint-based method and based on uses conditional independence induced by
causal relationships to learn those causal relationships. The implementation is based on the
py-tetrad package, available at https://github. com/cmu-phil/py-tetrad. We use
Fisher-Z test with o = 0.5.

* NOTEARS[73, 74] is the continuous DAG learning algorithm using least square loss with /1
regularization. It is implemented in python: https://github.com/xunzheng/notears.

* GOLEM [41] is implemented using Python and TensorFlow. The code is available
https://github.com/ignavierng/golem.

* VarSort [55] is based on the observation that variances tend to accumulate along the topolog-
ical sort. It uses Lasso [61] to recover the coefficients. The code is implemented in Python
and is available https://github.com/Scriddie/Varsortability.

*» DAGMA[4] is a continues DAG learning algorithm with better accuracy and faster computa-
tional speed. It also use least square loss with ¢; penalty as NOTEARS. The implementation
is available at https://github.com/kevinsbello/dagnma.

 Causal additive model (CAM [9]) learns an addititve SEM by leveraging efficient nonpara-
metric regression techiques and greedy search over edges. The code is implemented in R,
and avaiable at https://rdrr.io/cran/CAM/man/CAM.html
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* LOGLL(-NOTEARS/DAGMA )-SAMPLE/POPULATION is our approach, which modifies the
original NOTEARS or DAGMA algorithm by replacing its scoring function. Instead
of using the least squares loss with an ¢; penalty, it employs a log-likelihood function
that includes a quasi-MCP penalty, as defined in (10). For LOGLL(-NOTEARS/DAGMA )-
SAMPLE, we use the sample covariance matrix 3 in the score function. In contrast, LOGLL(-
NOTEARS/DAGMA)-POPULATION uses the true covariance matrix ¥ as a baseline approach.
In this paper, LOGLL-NOTEARS refers to solving (12) using NOTEARS with NLL and quasi-
MCP as the score function, while LOGLL-DAGMA refers to solving (12) using DAGMA
with NLL and quasi-MCP as the score function.

* EXACT-SEARCH is used to indicate that the optimization problem (12) is solved exactly.
This approach is feasible only for small graphs, where we attempt to calculate all possible
configurations B(w) as defined in Section C.2. These calculations can be performed using
Cholesky Decomposition or Ordinary Least Squares (OLS). The label POPULATION signifies
that the operation is based on the population covariance matrix X, while SAMPLE denotes
that it is based on the sample covariance matrix S\. The Structural Hamming Distance
(SHD) for EXACT-SEARCH is calculated on an average basis. This involves identifying the
set Mpin(©) or Mmin((:)), calculating the SHD for each DAG within this set, and then
computing the average SHD.

D.2 Implementation of LogLL(-NOTEARS/DAGMA)-population/sample

Linear model There are two main challenges in solving (14). The first challenge is that (12) is a
highly nonconvex optimization problem and is sensitive to initialization. If we randomly initialize or
set the initialization to zero, as done in [73, 74, 41], LOGLL-NOTEARS/DAGMA often gets stuck at a
local optimal solution. The second challenge arises from Theorem 1, where we are advised to select
Aand d such that 0 < A < Ag and 0 < § < dg. Theoretically, smaller values for A and § should be
used to adhere to the theorem’s guidelines, however, in practice, solving the optimization problem
(12) to global optimality is not always feasible.

To address the first challenge, we adopt the approach from Ng et al. [41]. We first run NOTEARS
(with least squares loss and ¢; penalty) or DAGMA (with least squares loss and ¢; penalty) to obtain
a "good" initialization point. Then, we apply LOGLL(-NOTEARS/DAGMA )-POPULATION/SAMPLE to
obtain the final output.

To address second challenge, we use warm starts. We begin with larger values for A and § and
solve (12) using LOGLL-NOTEARS/DAGMA to obtain an initial Bey. We then reduce A and § by a
factor of v < 1 and use the previous output as the starting point for the next iteration of LOGLL-
NOTEARS/DAGMA. This process is repeated until the negative log-likelihood ¢,, ( Best, $2est) begins to
increase. This iterative approach helps to refine the solutions gradually, ensuring that each step starts
from a potentially better approximation, as formally outlined in Algorithm 1.

In Algorithm 1, we detail the complete implementation of LOGLL(-NOTEARS/DAGMA)-SAMPLE. By

replacing 3 with X and substituting ¢,, with ¢, this algorithm is adapted to the full implementation of
LOGLL(-NOTEARS/DAGMA)-POPULATION.

It turns out that LOGLL-DAGMA outperforms LOGLL-NOTEARS in our experiments. Therefore, we
present the results from LOGLL-DAGMA.

Nonlinear model We utilize LOGLL-NOTEARS, which uses the same optimization framework in
[74] with replacement of least square loss to negative log-likelihood loss, we keep other hyperparam-
eter unchanged. The score function (negative log-likelihood) we use

d
s (%) = 53 og (e — FOI?)
i=1

Here fz is ¢-th MLP with one hidden layer of size 40 and sigmoid activation.

Standardized data Z Although it has been shown that the log-likelihood score is scale-invariant
for the linear model with Gaussian noise (see Theorem 3), it was observed that using standardized
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Algorithm 1: Full Implementation

Input: Sample covariance 5, decay factor v € (0,1), and ), 0, initial point ( By, (i), initial
loss i, (typically very large)
// initial point (Bipn,Q2i,) is obtained from NOTEARS or DAGMA
Output: (Beg, Qest)
1 while True do

2 Solve LOGLL-NOTEARS or LOGLL-DAGMA with input (Bj,, (i), and get output (Boyt, Qout)
3 Calculate £,,(Bout, Qout)
4 if £, > £, (Bour, Qour) then
5 Ein — ‘en(Boul» Qout)
6 A=A
7 0« o
8 (Bim Qin) — (Bouta Qout)
9 else

10 | return (Bj,, Qi)

11 end

12 end

data Z makes solving the optimization problem (12) significantly more challenging. For the LOGLL-
NOTEARS implementation, the LBFGS-B algorithm fails to produce meaningful solutions. As a result,
we replaced LBFGS-B with ADAM [27], an optimizer better suited for handling the difficulties
of standardized data, to solve the subproblem in NOTEARS. Alternatively, directly using LOGLL-
DAGMA is another effective way to address this challenge. Empirically, we find that setting v = 0.8,
A = 0.4, and § = 0.2 usually serves as a good choice for the parameters in our optimization
procedures.

D.3 Metrics
We evaluate the performance of each algorithm with the following three metrics:

e Structure Hamming distance (SHD): A standard benchmark in the structure learning
literature that counts the total number of edges additions, deletions, and reversals needed
to convert the estimated graph into the true graph. Since our model specified in (6) is
unidentifiable, the Structural Hamming Distance (SHD) is calculated with respect to the
completed partially directed acyclic graph (CPDAG) of the ground truth and B.y. We utilize
the code from Zheng et al. [75].

* Times: The amount of time the algorithm takes to run, measured in seconds. This metric is
used to evaluate the speed of the algorithms.
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E Additional Results

E.1 Linear Model (SHD)

E LogLL

PC 1 Baseline
Countiuous

Combinatorial

FGES :ﬁ: ) e

NOTEARS: —
GOLEM [ T — I
] —
8 DAGMA S E— .
=
g e —— —

LogLL_sample E
LogLL_population E
Exact_sample] 0 E ]

Exact_population- |
0 5 10 15 20 25
Structural Hamming Distance (SHD)

Figure 5: Structural Hamming Distance (SHD, with lower values indicating better performance)
between Markov equivalence classes (MEC) of recovered and ground truth graphs for ER-2 graphs
with 8 nodes. Here Exact-search is added to illustrate Theorem 3. Standardization does not affect
the DAG structure if the optimization (10) can be solved globally. Both Exact-sample and Exact-
population produce the same DAG structure for raw data X and standardized data Z. When the
population covariance matrix is known, Emin (0°) = M(GY), resulting in an SHD of zero. The poor
performance of Exact-sample can be attributed to the lack of thresholding applied to the coefficients
recovered from Ordinary Least Squares (OLS). Since ¥ is only an approximation of ¥, coefficients
derived from OLS based on different permutations 7 may shift from zero to nonzero, even though
such coefficients might be very small. However, since Exact is impractical for real-world applications,
we use this example primarily for illustrative purposes, and thus no threshold is applied to this
method.
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Figure 6: Comparison of raw (orange) vs. standardized (green) data. Structural Hamming Distance
(SHD, with lower values indicating better performance) between Markov equivalence classes (MEC)
of recovered and ground truth graphs for ER-2 graphs with 5 nodes
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Figure 7: Comparison of raw (orange) vs. standardized (green) data. Structural Hamming Distance

(SHD, with lower values indicating better performance) between Markov equivalence classes (MEC)
of recovered and ground truth graphs for ER-2 graphs with 20 nodes
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Figure 9: Graph: structure Xy — X7, X2 — X;. For 0 < § < dp, the estimated (Beg, Qest) €

Emnin(0°) because SHD and distance are closed to 0.
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E.2 Linear Model (Time)
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Figure 10: Results in term of Time. Lower is better. Column: k& = {1,2,4}. Row: random
graph types. {ER,SF}-k = {Scale-Free,Erds-Rényi } graphs with kd expected edges. Here d =
{10, 20, 50, 70,100}, n = 1000. Standard error is removed for better visualization. It is for different
methods on raw data X
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Figure 11: Results in term of Time. Lower is better. Column: k& = {1,2,4}. Row: random
graph types. {ER,SF}-k = {Scale-Free,Erds-Rényi } graphs with kd expected edges. Here d =
{10, 20, 50, 70,100}, n = 1000. Standard error is removed for better visualization. It is for different
methods on standardized data Z



E.3 Nonlinear Model (SHD)
E.3.1 Neural Network

MEC Structural Hamming Distance by Method
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Figure 12: Structural Hamming distance (SHD) between Markov equivalence classes (MEC) of
recovered and ground truth graphs. LOGLL (i.e. LOGLL-NOTEARS) stands for NOTEARS method
with log-likelihood and quasi-MCP, L2 (i.e. NOTEARS) stands for NOTEARS method with least
square and /.

E.3.2 General Linear Model with Binary Output (Logistic Model)
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Figure 13: Structural Hamming distance (SHD) for Logistic Model, Row: random graph types, {SF,
ER}-k= {Scale-Free,Erds-Rényi } graphs. Columns: kd expected edges. NOTEARS_LOGLL (i.e.
LOGLL-NOTEARS) uses log-likelihood with quasi-MCP, NOTEARS use log-likelihood with ¢;. Error
bars represent standard errors over 10 simulations.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We are confident about this point.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: This is the last section of main paper.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We include all the important assumptions.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the detailed discussion in the appendix.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: It is simple adaption of open source code. We will release our the code.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: It is included in the experinments section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We include the error bar to illustrate this point.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: We run the algorithm on personal computer. It should be easy to replicate the
results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification:
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:
Justification: We mainly focus on the theoretical findings.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This is unrelated to the topic of paper.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: We cite the related paper.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

42



	Introduction
	Related work
	Preliminaries
	General linear Gaussian SEMs: A nonidentifiable model
	Gaussian DAG models
	Equivalence and nonidentifiability
	Regularization
	Provably recovering minimal models
	Scale invariance and standardization

	Nonconvex regularized log-likelihood for general models
	Experiments
	Conclusion
	Preliminary Technical Results
	Detailed Proofs
	Proof of Theorem 1
	Proof of Theorem 2
	Proof of Theorem 3
	Proof of Theorem 4
	Proof of Theorem 5
	Proof of Lemma 1
	Proof of Lemma 2
	Proof of Lemma 3
	Proof Lemma 4
	Proof of Lemma 5
	Proof of Lemma 6
	Proof of Lemma 7
	Proof of Lemma 8
	Proof of Corollary 1

	Additional Examples and Details
	Log-likelihood of Model (6)
	Equivalence class E()
	LS loss vs. log-likelihood
	Estimation bias under 1
	quasi-MCP, MCP and SCAD 
	Standardization of X and X
	Discussion of Assumption A, B

	Experiment Details
	Experimental Setting
	Implementation of LogLL(-NOTEARS/DAGMA)-population/sample
	Metrics

	Additional Results
	Linear Model (SHD)
	Linear Model (Time)
	Nonlinear Model (SHD)
	Neural Network
	General Linear Model with Binary Output (Logistic Model) 



