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Abstract
The escalating challenge of misinformation,001
particularly in political discourse, requires ad-002
vanced fact-checking solutions; this is even003
clearer in the more complex scenario of multi-004
modal claims. We tackle this issue using a mul-005
timodal large language model in conjunction006
with retrieval-augmented generation (RAG),007
and introduce two novel reasoning techniques:008
Chain of RAG (CoRAG) and Tree of RAG009
(ToRAG). They fact-check multimodal claims010
by extracting both textual and image content,011
retrieving external information, and reasoning012
subsequent questions to be answered based on013
prior evidence. We achieve a weighted F1-014
score of 0.85, surpassing a baseline reasoning015
technique by 0.14 points. Human evaluation016
confirms that the vast majority of our generated017
fact-check explanations contain all information018
from gold standard data.019

1 Introduction020

In the age of digital information, rapid dissemi-021

nation of news, both genuine and fabricated, has022

become a defining feature of public discourse. The023

phenomenon of fake news – which more precisely024

denotes misinformation, disinformation, or a com-025

bination of both (Aïmeur et al., 2023) – is particu-026

larly prevalent on social media: false information027

spreads six times faster than the truth on platforms028

like Twitter (Vosoughi et al., 2018). This trend029

poses a critical challenge to the democratic process030

since it makes voters increasingly prone to mak-031

ing decisions based on incorrect information. The032

matter is further aggravated by visual information,033

which provides yet another widespread and conse-034

quential source of fake news. For instance, fake035

news stories that include images spread further than036

those containing only text (Zannettou et al., 2018).037

A potential solution to these issues is provided by038

automated fact-checking systems. They have bene-039

fited from the development of large language mod-040

els (LLMs), leading to improvements in detection,041

Figure 1: An overview of the fact-checking pipeline con-
trasting the baseline Sub-Question Generation approach
from the RAGAR: Chain of RAG and RAGAR: Tree
of RAG approach followed by a veracity explanation
generated by a Veracity Prediction module.

labeling, and generation of veracity explanations 042

(Das et al., 2023). More recently, multimodal ap- 043

proaches have complemented textual information 044

with image representations to assess their cross- 045

modal consistency through unified embedding rep- 046

resentations (Yao et al., 2023a). Another active line 047

of research deploys retrieval-augmented generation 048

(RAG), whereby LLMs access up-to-date external 049

information at inference time. They convert the 050

input claim into phrase queries, pass them onto a 051

search engine, and use the retrieved information to 052

assess veracity (Asai et al., 2024; Zeng and Gao, 053
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2024). It however remains to be determined if more054

elaborate reasoning techniques can be beneficial055

in this setting. Moreover, RAG-based approaches056

have so far mostly been applied to text. This raises057

the additional question of their use in the more058

challenging scenario of multimodal fact-checking.059

Addressing this gap, we introduce RAGAR –060

RAG-Augmented Reasoning techniques, which we061

apply to multimodal fact-checking in the political062

domain (see Figure 1 for a high-level overview).063

We rely on a multimodal LLM to verbalize the064

textual and visual elements of a claim, and use065

RAG responses to motivate successive steps in de-066

termining veracity. The system is underpinned by067

elaborate reasoning strategies instantiated in two068

distinct approaches: Chain of RAG (CoRAG) and069

Tree of RAG (ToRAG). We evaluate them using a070

multimodal fact-checking dataset as well as human071

annotation of generated explanations.072

Our contributions are as follows. (1) We in-073

troduce two novel reasoning techniques for multi-074

modal fact-checking, reaching a weighted F1-score075

of 0.85. (2) We provide two complementary strate-076

gies for multimodal input: during claim generation,077

we verbalize image content with respect to the asso-078

ciated text; during retrieval, we look up image cap-079

tions and use them as further evidence. (3) We run080

a multi-rater annotation of generated fact-check ex-081

planations, showing that the vast majority of them082

include all information from the gold standard. To083

our knowledge, this is the first study to incorporate084

multimodal LLMs in a RAG-based reasoning ap-085

proach applied to multimodal fact-checking for the086

political domain.087

2 Related Work088

2.1 Retrieval-Augmented Generation (RAG)089

for Fact-Checking090

To combat hallucination in text generation, current091

fact-checking pipelines often implement a RAG ap-092

proach, wherein an LLM retrieves data from exter-093

nal sources to enhance its response and move past094

its knowledge cutoff. Peng et al. (2023) present095

LLM-Augmenter, which combines external knowl-096

edge integration and automated feedback mecha-097

nisms. Chern et al. (2023) assess the factuality098

of LLM-generated text on multiple tasks and do-099

mains, e.g. for Knowledge Based Question An-100

swering they use Google Search API to extract101

relevant knowledge and then parse the result. Pan102

et al. (2023) rely on LLM’s in-context learning,103

and use Chain of Thought (Wei et al., 2022) rea- 104

soning to guide the model in complex tasks such as 105

fact-checking on the web. Zhang and Gao (2023) 106

propose Hierarchical Step-by-Step (HiSS) prompt- 107

ing, which splits a claim into sub-claims, creating 108

a hierarchy, and verifies each one through multi- 109

ple question-answering steps using web-retrieved 110

evidence. Xu et al. (2023) propose SearChain. It 111

creates a Chain of Query (CoQ) reasoning chain, 112

where each question follows from the knowledge 113

gathered in the previous question; uses information 114

retrieval (IR) to verify the answer at each node; and 115

prompts the LLM to indicate missing information, 116

which is handled by an IR call. 117

Our RAGAR approaches are conceptually sim- 118

ilar, but they use a more sophisticated reason- 119

ing framework with multiple rounds of sequen- 120

tial question-answering, elimination (in the case 121

of ToRAG), and verification. We also extend do- 122

main coverage through multimodality, and propose 123

a zero-shot (rather than few-shot) approach. 124

2.2 Multimodal Fact-Checking using LLMs 125

Multimodality is generally underexplored in fact- 126

checking (Alam et al., 2022), but several recent ap- 127

proaches have been proposed. Guo et al. (2023) use 128

LLM-agnostic models to generate textual prompts 129

from images and then guide LLMs in generating 130

responses to Visual Question Answering queries. 131

Yao et al. (2023a) construct a multimodal dataset 132

using fact-checking websites, and then develop a 133

fact-checking and explanation generation pipeline. 134

It encodes and reranks each sentence in the doc- 135

ument corpus in relation to the claim, and uses 136

a CLIP (Radford et al., 2021) encoding for im- 137

ages; the similarity between an input claim and the 138

provided images is then computed. An attention 139

model is used for multimodal claim verification, 140

and BART (Lewis et al., 2020) for explanation gen- 141

eration. In concurrent research, Pan et al. (2024) 142

propose the Chain of Action prompt. It splits an 143

input query into sub-questions and uses a “Miss- 144

ing Flag” indicator to fill in or correct the answers 145

generated by internal LLM knowledge via RAG. 146

Our RAGAR approaches similarly use a multi- 147

modal LLM (GPT-4V; OpenAI, 2023) to add con- 148

text to the textual claim, but employ a different set 149

of reasoning techniques. We furthermore introduce 150

a multimodal RAG component during evidence 151

retrieval, using captions of matching images to pro- 152

vide the LLM with relevant meta information. 153

2



Figure 2: A detailed overview of the Multimodal Fact-checking pipeline

3 Dataset154

The aim of our study is to explore the potential of155

multimodal LLM-based RAG and reasoning for po-156

litical fact-checking. Given the substantial compu-157

tational and financial costs of running multimodal158

LLMs through multiple rounds of reasoning, we159

evaluate our approach on a well-controlled and160

balanced dataset, so as to minimize noise while161

maintaining the validity of our experiments.162

We specifically rely on a carefully selected sub-163

set of the MOCHEG dataset (Yao et al., 2023a).164

MOCHEG provides 21,184 multimodal claims165

sourced from two fact-checking websites, Politi-166

Fact1 and Snopes.2 Each instance contains an input167

claim extracted from the title of the fact-checking168

source, and an associated image extracted from the169

web page that addresses the claim. The dataset170

further provides a summary of the fact-check in the171

form of a “Ruling Outline”, which we consider for172

evaluating LLM-generated explanations.173

We start from the test set containing 2,007 mul-174

timodal claims and filter it in two steps. First, we175

select the 794 claims that were fact-checked by176

PolitiFact, since our focus is on political claims; by177

contrast, Snopes provides fact-checks for a variety178

of domains. Second, we filter this set down to 300179

test samples randomly selected from the supported180

and refuted classes, for a balanced final dataset with181

150 multimodal claims in each of the two classes.182

In this process, we purposefully discard the NEI183

(Not Enough Information) instances. During the184

creation of MOCHEG, some ambiguous cases were185

outright discarded, while the labels mixture, un-186

1https://www.politifact.com/
2https://www.snopes.com/

proven, and undetermined were aggregated under 187

NEI. This class is potentially unstable in two re- 188

spects: fact-checking websites update their labels 189

as new evidence emerges (Yao et al., 2023a), which 190

by definition affects this class more prominently; 191

and the fact-checking intentions behind mixed la- 192

bels such as half-true and mixture are compara- 193

tively unclear, leading prior studies to exclude them 194

(e.g. Vo and Lee, 2019). We adopt the same deci- 195

sion given our focus on an initial validation of novel 196

reasoning techniques. 197

Although we only retain instances that are unam- 198

biguous in the dataset, our model may still struggle 199

to retrieve information of sufficient quality to fact- 200

check them. We account for this by allowing it to 201

generate a failed label when it fails to retrieve rele- 202

vant information. We reserve an extension of our 203

study to the NEI class, as well as the connected is- 204

sue of improving retrieval quality, for future work. 205

4 Multimodal Fact-Checking Pipeline 206

Our fact-checking pipeline comprises four parts: 207

(i) Multimodal Claim Generation, which analyzes 208

both the textual claim and associated image to for- 209

mulate a new claim incorporating both; (ii) Multi- 210

modal Evidence Retrieval, which extracts evidence 211

from the web for a question posed by the LLM; 212

(iii) LLM-based and RAG-augmented Reasoning 213

for fact-checking, our reasoning approach to fact- 214

check a claim; and (iv) Veracity Prediction and 215

Explanation. The pipeline is shown in Figure 2. 216

4.1 Multimodal Claim Generation 217

Given an input claim as text, an associated image, 218

and the date of the claim, the claim generation 219

module generates a response verbalizing the infor- 220
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mation contained in both the textual claim and the221

image. We use GPT-4V as our multimodal LLM222

given its strong performance across tasks. Note223

that our aim is not to determine the best-performing224

model on our task, but rather to evaluate different225

reasoning techniques. We therefore use the same226

model across experiments.227

The generated response is divided into two sec-228

tions: claim, which contains the original text claim;229

and image context, which contains the details rel-230

evant to the claim extracted from the image by231

GPT-4V. The image context expands on the infor-232

mation from the textual claim by e.g. identifying233

the speaker that the claim is quoting, extracting nu-234

merical information from figures, and highlighting235

relevant textual data mentioned in the image. More236

generally, the contextualization provides details on237

whether the image is relevant to the text claim.238

While directly encoding images is a potential239

alternative to our approach, we decide against it240

to allow our Chain of RAG and Tree of RAG241

approach to be multimodal-agnostic. This deci-242

sion ensures that our reasoning methods can also243

be replicated with LLMs that are not inherently244

multimodal. Multimodal Claim Generation is the245

only section of our pipeline requiring a multimodal246

LLM; all remaining parts, including our RAGAR247

approaches, can be implemented using other LLMs248

and possibly extended to different tasks.249

4.2 Multimodal Evidence Retrieval250

The fact-checking questions generated by the LLM-251

based or RAG-augmented reasoning techniques252

serve as input for the multimodal evidence retrieval253

module. It helps answer each question by retrieving254

relevant text snippets from websites and further255

analyzing details associated with the image.256

The query to the multimodal evidence retrieval257

is a question generated by an LLM-based or RAG-258

augmented reasoning technique (presented in detail259

in Section 4.3). For text-based evidence retrieval,260

we use the DuckDuckGo Search tool provided by261

LangChain3. We retrieve the top 10 results from262

the API and use them to answer the question. We263

temporally restrict the search by only collecting264

articles published in the two years before the claim265

was fact-checked by PolitiFact, so as to provide266

the LLM with facts relevant to the time-frame of267

the fact-check. To mimic a real-time fact-checking268

scenario, we remove search results that originate269

3https://www.langchain.com/

from www.politifact.com, www.snopes.com, 270

and www.factcheck.org, since it is likely that 271

they already contain answers to the claim and 272

would thus impact the fairness of the experiment. 273

We also remove the following social media web- 274

sites due to potentially biased or unreliable in- 275

formation: www.tiktok.com, www.facebook.com, 276

www.twitter.com and www.youtube.com. 277

Most images in our dataset contain faces of 278

politicians, pictures from political events, govern- 279

ment buildings etc. In such cases, the image itself 280

may not provide much additional information be- 281

yond the text claim. However, it is useful to de- 282

termine the metadata associated with the image, 283

which may indicate when or where the claim was 284

made. For this purpose, we use SerpAPI4 to con- 285

duct a reverse image search over the images asso- 286

ciated with the claims. We extract the captions for 287

the images from the first 10 results and use them as 288

additional information for GPT-4V. This allows the 289

model to not only analyze the image when answer- 290

ing an image-based question, but also incorporate 291

meta-information about it and in that way better 292

contextualize the answer. We demonstrate a few 293

examples of this in Appendix A.3. 294

4.3 LLM-Based and RAG-Augmented 295

Reasoning for Fact-Checking 296

4.3.1 Baseline: Sub-questions with Chain of 297

Thought at Veracity Prediction 298

(SubQ+CoTVP) 299

As a baseline reasoning-based approach, we em- 300

ploy sub-question generation followed by Chain of 301

Thought veracity prediction (SubQ+CoTVP). This 302

baseline is based on recent approaches to fact- 303

checking relying on LLMs (Pan et al., 2023; Chern 304

et al., 2023) as discussed in Section 2.1. We adapt 305

the approach to handle multimodal claims as well. 306

4.3.2 RAG-Augmented Reasoning: Chain of 307

RAG (CoRAG) 308

The first novel reasoning approach we propose is 309

Chain of RAG (CoRAG). It builds upon general 310

RAG approaches by using sequential follow-up 311

questions – augmented from the RAG response – 312

to retrieve further evidence. In other words, we fol- 313

low a decomposed setup, guiding the LLM towards 314

asking questions based on the previously gener- 315

ated question-answer pairs. The “Chain” in “Chain 316

of RAG” is thus to be interpreted as a chain of 317

4https://serpapi.com/
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Figure 3: Chain of RAG and Tree of RAG pipeline

Algorithm 1 Chain of RAG (CoRAG)
1: Input: Claim C, Image Context I , Image Captions IC
2: Q← GenerateFirstQuestion(C, I)
3: QAPairs← [] ▷ Initialize an empty list for Q-A pairs
4: counter ← 0
5: followUpNeeded← True
6: while counter < no_of_steps and followUpNeeded do
7: if QuestionAboutImage(Q) then
8: A← ImageQA(Q, I, IC) ▷ Using image, question, and captions
9: else

10: A← WebQA(Q) ▷ Standard evidence retrieval
11: end if
12: QAPairs.append((Q,A)) ▷ Store the Q-A pair of this iteration
13: followUpNeeded← FollowupCheck(Q,A)
14: if followUpNeeded then
15: Q← FollowupQuestion(QAPairs)
16: end if
17: counter ← counter + 1
18: end while
19: return QAPairs ▷ Returns the list of Q-A pairs

question-answer pairs that are iteratively generated.318

This is unlike the traditional Chain of Thought,319

wherein a single prompt handles the entire process320

of creating questions, answers, and follow-up ques-321

tion in one go. Moreover, CoRAG follows a zero-322

shot approach, i.e. the LLM is not provided with323

any example question-answer pairs to influence the324

reasoning process. An overview of the process is325

provided in Algorithm 1 as well as Figure 3.326

The input to the CoRAG module is the claim and327

image context from the multimodal claim genera-328

tion module (§4.1). The LLM is first prompted to329

generate a question that is intended to answer an as-330

pect of the claim. The generated question is passed331

to the multimodal evidence retriever (§4.2), which332

obtains evidence to inform the RAG answer. Once333

the answer is generated, the CoRAG process under- 334

goes a follow-up check (effectively an early termi- 335

nation check). The follow-up check prompt (see 336

Appendix A.5) takes as input the LLM-generated 337

claim as well as all the generated question-answer 338

pair(s), and checks whether enough information 339

has been gathered to answer the claim. If the re- 340

sponse from the follow-up check is “True”, it asks 341

a follow-up question. The follow-up question is 342

intended to ask for further information, building on 343

top of the previous question-answer pairs such that 344

the claim can be fully addressed. 345

A follow-up check occurs after each question- 346

answer generation step. If the follow-up check 347

prompt finds sufficient evidence in the questions 348

and answers generated up until that point, it ter- 349
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Algorithm 2 Tree of RAG (ToRAG)
1: Input: Claim C, Image Context I , Image Captions IC
2: BestQAPairs← [] ▷ Initialize an empty list for best Q-A pairs
3: Questions← GenerateFirstQuestions(C, I) ▷ Generates three questions
4: counter ← 0
5: followUpNeeded← True
6: while counter < no_of_steps and followUpNeeded do
7: QAPairs← [] ▷ Initializes an empty list for question-answer pairs
8: for Q in Questions do
9: if QuestionAboutImage(Q) then
10: A← ImageQA(Q, I, IC) ▷ Using image, question, and captions
11: else
12: A← WebQA(Q) ▷ Standard evidence retrieval
13: end if
14: QAPairs.append((Q,A))
15: end for
16: (BestQ, BestA)← QAElimination(QAPairs)
17: BestQAPairs.append((BestQ, BestA)) ▷ Stores the best Q-A pair of this iteration
18: followUpNeeded← FollowupCheck(BestQAPairs)
19: if followUpNeeded then
20: Questions← GenerateFollowupQuestions(BestQAPairs) ▷ Generates three follow-up questions
21: else
22: break
23: end if
24: counter ← counter + 1
25: end while
26: return BestQAPairs ▷ Returns all collected best Q-A pairs

minates and passes the evidence to the veracity350

prediction and explanation generation module. We351

also set a constraint of a maximum of six questions352

(i.e six number of steps), after which the CoRAG353

process terminates even if it does not have enough354

evidence for the fact-check. We determined this355

threshold in preliminary experiments on 80 sam-356

ples, which indicated that this was the highest num-357

ber of question-answering steps required for the358

LLM to obtain enough information to address even359

the more challenging claims.360

4.3.3 RAG-Augmented Reasoning: Tree of361

RAG (ToRAG)362

In a similar way to how a traditional Tree of363

Thought (Yao et al., 2023b) extends Chain of364

Thought through branching, Tree of RAG (ToRAG)365

extends our CoRAG approach by creating question366

branches at each reasoning step. The best question-367

answer branch is selected at each step. An overview368

is provided in Algorithm 2 as well as Figure 3.369

The input to the ToRAG approach is the claim370

and image context from the multimodal claim gen-371

eration module (§4.1). Upon receiving this input,372

the ToRAG approach branches into three, each373

branch asking a unique question to fact-check the374

claim.375

Once the three starting questions have been gen-376

erated, the ToRAG approach uses the evidence re-377

triever (§4.2) to obtain information and generate an-378

swers for each question. The three question-answer379

pairs are then passed into an elimination prompt,380

from which only one question-answer pair is cho-381

sen as candidate evidence. The model is prompted 382

to perform this elimination based on relevance, de- 383

tail, additional information, and answer confidence 384

(see Appendix A.6). 385

The candidate evidence then serves as the basis 386

for the follow-up question. Three follow-up ques- 387

tions are generated simultaneously based on the 388

candidate evidence. The evidence retriever fetches 389

answers to these questions, and the LLM generates 390

the answers. New candidate evidence is chosen by 391

the elimination prompt and is added to the exist- 392

ing list of candidate evidence. This list, therefore, 393

stores only the best of the three question-answer 394

pairs obtained at each step. Upon gathering suffi- 395

cient information to fact-check the claim as deter- 396

mined by the follow-up check prompt or reaching 397

a maximum of six candidate evidence question- 398

answer pairs, the ToRAG process terminates, and 399

the list of candidate evidence is passed to the ve- 400

racity prediction and explanation generation mod- 401

ule. A few examples of the question-answer pairs 402

generated by our LLM-based and RAG-augmented 403

reasoning approaches can be seen in Appendix A.4. 404

4.4 Veracity Prediction and Explanation 405

The veracity prediction and explanation module 406

(henceforth referred to as “veracity prediction” for 407

brevity) generates a veracity label of supported 408

or refuted based on the information available in 409

the question-answer pairs. Moreover, it generates 410

a failed label when it deems to have insufficient 411

information in the question-answer pair to either 412

support or refute the claim. 413
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APPROACHES SUPPORTED (F1) REFUTED (F1) # FAILED WEIGHTED F1
SubQ + CoTVP 0.66 0.77 50 | 22 0.71
CoRAG + StandardVP 0.74 0.81 31 | 15 0.77
CoRAG + CoTVP 0.73 0.82 38 | 14 0.77
CoRAG + CoTVP + CoVe 0.78 0.83 21 | 8 0.81
ToRAG + StandardVP 0.82 0.86 16 | 5 0.84
ToRAG + CoTVP 0.82 0.85 19 | 9 0.83
ToRAG + CoTVP + CoVe 0.84 0.86 9 | 4 0.85

Table 1: F1 Results of the Correctness of Veracity Predictions evaluation. The # FAILED column contains the
number of supported | refuted claims that were predicted as failed.

We experiment with three variants of veracity414

prediction prompts (see Appendix A.7). (i) The415

standard veracity prompt (StandardVP) takes the416

claim and evidence pairs as input, and outputs the417

veracity rating and the explanation without any418

induced reasoning. (ii) The zero-shot Chain of419

Thought veracity prediction prompt (CoTVP) uses420

the “Lets think step by step” phrase to guide the421

model to follow a chain of thought reasoning ap-422

proach. (iii) The Chain of Verification (Dhuliawala423

et al., 2023) veracity prediction prompt (CoVe) first424

constructs verification questions based on the LLM-425

generated fact-checked explanation. The answers426

to these questions are generated using RAG, and427

are passed – along with the LLM-generated fact-428

check – to a correction check prompt. In case429

of corrections to the original LLM-generated fact-430

check, a new fact-check is generated along with a431

new veracity label if necessary. The CoVe veracity432

prediction approach is thus able to verify the fact-433

checked explanation generated by the CoRAG and434

ToRAG methods with the intended goal of captur-435

ing and correcting hallucination.436

5 Evaluation and Results437

We now present two evaluations employed across438

the set of 300 multimodal claims. In Section 5.1,439

we analyze system performance based on the cor-440

rectness of veracity predictions. In Section 5.2, we441

zoom into explanation generation by conducting a442

human annotation study to compare the generated443

and gold explanations.444

5.1 Correctness of Veracity Predictions445

In this evaluation setup, we categorize the predic-446

tions into two primary outcomes: correct or in-447

correct. Specifically, when the language model’s448

prediction matches the actual label (for instance,449

predicting supported when the actual rating is sup-450

ported), the prediction is deemed correct. Con-451

versely, if the model predicts refuted or failed when452

the actual rating is supported, the prediction is con- 453

sidered as incorrect. Table 1 shows the results of 454

all of our approaches for this evaluation criterion. 455

The worst-performing approach is the 456

SubQ+CoTVP baseline, with a weighted F1 457

of 0.71. The best-performing approach is 458

ToRAG+CoTVP+CoVe, with a weighted F1 of 459

0.85. The middle spot is occupied by the CoRAG 460

implementations; the strongest among those is 461

CoRAG+CoTVP+CoVe, with a weighted F1 of 462

0.81. Regarding class-level performance, the 463

scores are consistently higher for the refuted rather 464

than supported class. 465

The SubQ+CoTVP baseline lags behind our RA- 466

GAR approaches by up to 0.14 weighted F1 points. 467

We attribute its poor performance to the inability of 468

the veracity prediction module (CoTVP) to gain se- 469

quential and contextual information. Since the sub- 470

questions generated by SubQ+CoTVP are based 471

solely on the claim, the questions queried during 472

evidence retrieval do not follow from one another. 473

Amongst RAGAR approaches, applying CoTVP 474

to the question-answer pairs generated by either 475

CoRAG or ToRAG approaches did not show im- 476

provement over StandardVP. We attribute this to the 477

very strong internal reasoning capabilities of GPT- 478

4. However, we are able to improve performance 479

by combining the CoVe approach, especially in 480

the case of CoRAG. Incorporating CoVe with the 481

result from CoRAG+CoTVP shows a performance 482

improvement of 0.04 F1 points and especially im- 483

proves the classification of supported claims. In- 484

corporating CoVe on top of the ToRAG+CoTVP 485

leads to a minor improvement compared to CoRAG. 486

This indicates that the QA elimination prompt in 487

ToRAG successfully eliminates erroneous or irrele- 488

vant question-answer pairs. 489

5.2 Evaluating Explanation Generation 490

We evaluate explanation generation by compar- 491

ing the LLM-generated fact-checked explanation 492
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Figure 4: Number of 1/2/3 ratings received for explanations by each approach

with the corresponding “Ruling Outline” from the493

MOCHEG dataset. We recruit three volunteer an-494

notators, aged 21–24 and with near-native English495

proficiency. They are asked to rate the explanations496

generated by each of the approaches on a scale from497

1 to 3, where 3 indicates that all information in the498

gold explanation is present in the generated expla-499

nation, while 1 indicates that all information in the500

gold explanation is missing from the generated ex-501

planation. The complete annotation instructions502

are provided in Appendix A.1.503

We randomly sample a set of 50 claims, divided504

into 25 supported and 25 refuted. For all annotated505

claims, the gold veracity label and the predicted506

veracity label match. We measure inter-annotator507

agreement using Krippendorff’s α (Hayes and Krip-508

pendorff, 2007). The scores are in the range of 0.53509

to 0.75 depending on the evaluated approach, with510

the mean at 0.60. We consider this to be sufficient511

agreement given the nature of the task.512

As can be seen in Figure 4, the annotators pro-513

vide a rating of 3 for an overwhelming majority of514

explanations generated across methods. This shows515

that the generated explanations indeed cover all the516

points noted in the PolitiFact fact-check. Addition-517

ally, the explanations generated by SubQ+CoTVP518

led to significantly more ratings of 1 than any other519

method, which indicates that it omitted or did not520

accurately elaborate on certain points.521

Regarding class-level trends, explanations in the522

supported class are rated as 2 more often than those523

in the refuted class (see Appendix A.2). This indi-524

cates that certain information was missing from the525

generated explanation; more generally, this trend526

reflects the lower F1 scores on this class (§5.1), sug-527

gesting its higher difficulty. From a qualitative per-528

spective, the annotators anecdotally reported that 529

the generated explanations included some points 530

from the PolitiFact ruling outline, but also provided 531

additional information. Overall, however, the ma- 532

jority of the ratings being annotated as 3 across the 533

different approaches lends credence to the quality 534

of the explanation and to the efficacy of the un- 535

derlying system in retrieving relevant evidence to 536

fact-check the claim. 537

6 Conclusion 538

This paper introduces and tests two new methods 539

for political fact-checking using large language 540

models (LLMs): Chain of RAG (CoRAG) and Tree 541

of RAG (ToRAG). These methods tackle misinfor- 542

mation in political discussions, focusing on mul- 543

timodal claims, and show notable improvements 544

over traditional fact-checking approaches that use 545

sub-question generation with LLMs. CoRAG uses 546

a step-by-step questioning strategy for thorough 547

claim examination, while ToRAG extends upon this 548

by following a branching strategy with evidence 549

elimination thereby enhancing veracity prediction. 550

We evaluate these methods in two ways. In terms 551

of correctness of generated veracity label, we see 552

an increase of 0.06-0.14 F1 points when using the 553

RAGAR framework with StandardVP, CoTVP, and 554

CoVe veracity prediction prompts compared to the 555

baseline SubQ+CoTVP. For explanation generation, 556

the quality of RAGAR-generated explanations was 557

consistently rated higher than the baseline method. 558

Our study shows that RAG-augmented reasoning 559

(RAGAR) techniques are effective in multimodal 560

political fact-checking, improving both the accu- 561

racy of veracity predictions and the quality of de- 562

tailed fact-check explanations. 563
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7 Limitations564

We experimented with three tools for extracting565

relevant web results for natural language questions;566

DuckDuckGo Search, You.com5 and Tavily AI6.567

Across the three tools, we notice that the search568

results may occasionally vary when prompted with569

the same questions multiple times. This variance in570

results, even though the question remains the same571

or similar, is problematic since it affects the final572

result and makes it hard to compare approaches.573

Additionally, due to budget constraints, we are un-574

able to provide variance estimates requiring mul-575

tiple runs of our RAGAR approaches. While we576

acknowledge the use of a closed-source LLM as a577

potential shortcoming due to comparatively more578

limited control over model behavior, we opted for579

the best-performing model available to us given580

the complexity of the addressed task. Finally, as581

also noted in the paper, our main aim was to assess582

the viability of novel reasoning techniques rather583

than retrieval quality, which led us to exclude NEI584

instances from our experimental setup. Further585

work extended to these cases is needed to more586

comprehensively understand the performance of587

our proposed approach.588

8 Ethics Statement589

We conducted an experimental study aimed at ex-590

amining multimodal fact-checking by prompting591

LLMs, and note that some of the core steps of592

this approach may also be replicated by the gen-593

eral public. Our RAGAR approach obtained clear594

improvements over the examined baseline in the595

evaluation setup we defined. However, the exper-596

iments presented here are not sufficient to make597

general claims about the performance of our ap-598

proach in other settings. Given the sensitive nature599

of political news in particular, we caution against600

using the RAGAR approach for general political601

fact-checking or implementing it on a large scale602

at this stage.603
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A Appendix 733

A.1 Instructions to Annotators 734

The instructions to annotators for the evaluation of the Explanation Generation Task is provided in Figure 735

5. 736

Figure 5: Annotation Instructions

A.2 Explanation Generation by Veracity Label 737

In addition to the overall ratings for the Human Annotation for Explanation Generation, we also provide 738

the ratings for specific classes. Figure 6 shows the human annotation ratings for the explanations of 739

supported claims. Figure 7 shows the human annotation ratings for the explanations of refuted claims. 740

Figure 6: Annotator ratings for explanations of supported claims

Figure 7: Annotator ratings for explanations of refuted claims
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A.3 Discussing Multimodal RAG741

We utilize reverse image search to extract captions of matching images from the web. We showcase the742

Image QA pairs for the examples in Table 2. The first example regarding Mike Pompeo showcases how743

GPT-4V is unable to identify the Afghan dignitary and the image context is unable to provide a name744

that could help fact-check the claim. However, using the image captions retrieved from the internet and745

prompting the evidence retrieval along with the image caption, GPT-4V is able to identify the Afghan746

dignitary as Mullah Abdul Ghani Baradar. The fact-check then continues to verify if Mullah Abdul Ghani747

Baradar was indeed ever the Afghan President or not. Similarly, in the third example with Joe Biden748

kneeling, the image captions extracted by reverse image search are able to add the additional information749

that Joe Biden was kneeling down to pose with dancers in Haiti. This information is crucial for the750

particular fact-check since it contextualizes the reason why Joe Biden was kneeling as well as detailing751

the event where the described act occurred.752

Table 2: Example table with claims, images, and QA.

Claim Image Generated Image Con-
text

Image QA

The man next to Mike
Pompeo in a November
2020 photo is the guy the
Trump administration
helped get out of jail in
2018 and who is now the
’president’ of
Afghanistan.

The image shows Mike Pompeo stand-
ing next to a man wearing traditional
Afghan attire and a face mask. The set-
ting appears to be a formal meeting room
with a painting on the wall, two gold-
colored chairs, and a table with water bot-
tles. Both individuals are standing apart,
likely adhering to social distancing guide-
lines prevalent during the COVID-19 pan-
demic. The background and attire suggest
the meeting is official in nature and likely
related to diplomatic or governmental af-
fairs. Claim stated in 2021.

Q. Who is the man standing next to
Mike Pompeo in the November 2020
photo?
A. Mullah Abdul Ghani Baradar

Says Joe Biden took a
knee during the national
anthem.

The image shows Joe Biden taking a knee,
but it does not provide evidence that this
act occurred during the national anthem.
Without additional context, the claim can-
not be confirmed solely based on this
image. The time frame of the claim is
’Claim stated in 2020’.

Is there a specific date and location
associated with the image of Joe
Biden taking a knee?
A. FILE - In this Monday, Oct. 5,
2020 file photo, Democratic presi-
dential candidate former Vice Pres-
ident Joe Biden and his wife Jill
Biden pose for a photo with dancers
as they visit Little Haiti Cultural
Complex in Miami.

The Trump
administration worked to
free 5,000 Taliban
prisoners.

The image shows individuals, presumed
to be Taliban prisoners, inside a bus with
a guard standing nearby, which poten-
tially correlates to the release of Taliban
prisoners. The context suggests this may
represent a prisoner release process.

Q. Were the individuals shown in the
provided image actually Taliban pris-
oners being released as part of the
agreement?
A.’Taliban prisoners are released
from Pul-e-Charkhi jail in Kabul,
Afghanistan, Thursday, Aug. 13,
2020

These were not chemical
irritants’ used to clear a
crowd. Pepper balls are
’not a chemical irritant.

The image shows law enforcement in pro-
tective gear amidst a haze that is consis-
tent with the use of some form of crowd
control substance, such as a chemical ir-
ritant. Visible smoke and the dispers-
ing crowd strongly suggest the use of
a substance to clear the area, counter to
the claim that no chemical irritants were
used. The presence of pepper balls would
depend on identifying specific items or
equipment in the scene that are known to
dispense pepper balls.

Can we identify the specific equip-
ment or methods used by law en-
forcement in the image to determine
if pepper balls or another substance
was deployed?
A. ... The caption snippets sug-
gest that teargas was used to clear
Lafayette Park for a photo opportu-
nity...
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A.4 Example Questions 753

In Table 3 and Table 4 we show the questions asked by each approach. 754

Table 3: Example of Question-Answers asked by SubQ+CoTVP, CoRAG and ToRAG

Claim: PPP on average provided a grant of around $11,000 per employee
SubQ+ CoTVP Q. What was the total amount of funds disbursed through the Paycheck Protection Program

(PPP) in 2020?
A.More than $511 billion
Q. What criteria were used to determine the amount of grant each business received per employee
under the PPP?"
A. ... determined based on the business’s average monthly payroll costs... approximately 2.5 times the
applicant’s average monthly payroll... only up to $100,000 of an employee’s annual compensation was
eligible for calculation.
Q. Were there any variations in the grant amount per employee based on the industry, location,
or size of the business?
A. ... mentions different aspects of grants, such as administration costs, the impact of public money on
grant receivers, and the employee retention credit, which suggests that grant amounts...
Q. How does the PPP define an "employee" for the purposes of calculating grants?
A. ...means individuals employed on a full-time, part-time, or other basis.

CoRAG Q. What was the average grant amount per employee provided by the Paycheck Protection
Program in 2020?
A. ...for self-employed individuals and employees, the PPP loans could cover up to $100,000 of
annualized pay per employee for eight weeks, with a maximum of $15,385 per individual."
Q. How does the maximum allowable amount of $15,385 per individual under PPP loans relate to
the average grant of around $11,000 per employee?
A. The maximum allowable amount of $15,385 per individual under PPP loans is derived from the limit
set for self-employed individuals and employees, which is based on up to $100,000 of annualized pay
for eight weeks...On the other hand, the average grant of around $11,000 per employee, as observed by
Square Capital, reflects the actual average loan amount disbursed to small businesses through the PPP.

ToRAG Q. What was the typical grant amount per employee provided by the PPP as of mid-2020?
A. ... the average size of a PPP loan approved during the first wave was $206,000, with 74% of the
loans approved being for amounts of $150,000 or less."
Q. What is the average monthly payroll cost per employee, as used in the PPP loan calculations,
and how does this figure relate to the reported average grant of around $11,000 per employee?
A. ...For a 24-week period, the maximum amount per individual is $46,154, or for an eight-week period,
it is $15,385.
Q. Can you provide the total number of employees covered by PPP loans up to mid-2020 and
the total amount of PPP funds disbursed by that time, to calculate the actual average grant per
employee?
A. ... average grant per employee can be calculated as $511 billion divided by 51 million employees,
which equals approximately $10,019.61 per employee.

Table 4: Example of Question-Answers asked by CoRAG and ToRAG

Claim: These 11 mass shootings involved an AR-15-style weapon.
CoRAG Q.Were AR-15-style weapons used in 11 mass shootings in the United States before 2021?

A. . . . confirms that AR-15-style rifles were used in the 2012 Aurora, Colorado...
Q. Can you list the specific mass shootings, aside from the 2012 Aurora, Colorado incident, where
AR-15-style rifles were reportedly used before 2021?
A. ... search results provided do not list specific mass shootings... stating that AR-15 rifles were used in 26
percent of the last 80 mass shootings...before 2021.
Q. Given the information that AR-15-style rifles were used in 26 percent of the last 80 mass shootings
before 2021, identify other incidents where these rifles were reportedly used.
A. ... occurred when a gunman, armed with an AR-15-style rifle and body armor, killed nine people and
wounded 27 others.
Q. Can you identify the specific characteristics or features that define an AR-15-style rifle as used in
these incidents?
A. 1. Chambering . . . 2. Controls 3. Fast and easy reloading. . .
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Claim: (Continued)
ToRAG Q. What are the specific dates and locations of the 11 mass shootings mentioned as involving an

AR-15-style weapon?
A. 1. Boulder, Colorado: March 22, 2021... 2. San Jose, California: May 26, 2021..."
Q. Were there any official reports or statements from law enforcement agencies confirming the use of
AR-15-style weapons in the Boulder, Colorado, and San Jose, California shootings?
A. Yes, there were official reports confirming the use of an AR-15-style weapon in the Boulder, Colorado
shooting. . .
Q. Can you provide details on the legal acquisition and ownership status of AR-15-style weapons by the
shooters in the remaining nine mass shootings mentioned?
A. 1. Sutherland Springs church shooting: ... goods retailer violated the law ... 2. Boulder supermarket
shooting: ... legally purchased the AR-15-style rifle ... 4. Pittsburgh synagogue shooting: ... like the AR-15
rifle used in the attack. 5. Las Vegas shooting: ... claim for selling AR-15s... 6. Orlando nightclub shooting:
... 7. San Bernardino shooting: ... 8. Sandy Hook Elementary School shooting: ..."

A.5 General Prompts in the RAGAR Approaches755

Figure 8: Prompt for initial question-generation, Follow-up Check and Follow-up Question common to all RAGAR
approaches

14



A.6 Prompts Specific to Tree of RAG 756

Figure 9: Prompt for QA Elimination

A.7 Prompts for Veracity Prediction 757

A.7.1 Standard Veracity Prediction Prompt 758

Figure 10: Prompt for Standard Veracity prediction
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A.7.2 Zero Shot Chain of Thought Veracity Prediction759

Figure 11: Prompt to get the CoT Veracity Prediction from the question-answer pairs and the claim

A.7.3 Chain of Verification Veracity Prediction760

Figure 12: Pipeline of the CoVe Veracity Prediction

16



Figure 13: CoVe Verification Questions prompt

Figure 14: CoVe Corrections Prompt
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