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Abstract

Pairwise Causal Discovery is the task of determining causal, anticausal, confounded
or independence relationships from pairs of variables. Over the last few years, this
challenging task has promoted not only the discovery of novel machine learning
models aimed at solving the task, but also discussions on how learning the causal
direction of variables may benefit machine learning overall. In this paper, we
show that Quantitative Information Flow (QIF), a measure usually employed for
measuring leakages of information from a system to an attacker, shows promising
results as features for the task. In particular, experiments with real-world datasets
indicate that QIF is statistically tied to the state of the art. Our initial results motivate
further inquiries on how QIF relates to causality and what are its limitations.

1 Introduction

It is well known that the concept of causality has been studied for centuries, stimulating discussions
among philosophers, legislators, economists, and computer scientists. One of the major objectives of
many studies is to estimate cause-and-effect relationships based on observational data. For instance,
using a sampled dataset are we able to determine that smoking causes lung cancer? Or that, studying
at a high prestige university implies a higher salary?

In this paper, we focus on the task of finding causal relationships between pairs of variables. As it was
shown by [[14], extracting such relationships is not only useful from a data exploration perspective,
but it may also help us understand some of the limitations of machine learning models. That is,
knowing the causal relationships between dependent and independent variables may help in choosing
a good machine learning approach (e.g., semi-supervised vs supervised learning).

The classic example of this setting may be phrased from the perspective of the owner of an ice cream
shop during the summer. In this season, such a person may notice both an increase in electricity bills
as well as sales. Although there is a strong association between both variables, the weather acts as a
confounding variable being the most likely cause of both other. Thus, when discovering cause and
effect relationships between pairs of variables we must differentiate four scenarios. In other, are we
able state that, (1) variable X causes Y, X — Y, or that (2) Y causes X, Y — X. If neither is the
case then either, (3) X and Y are related through some confounding effect Z, X «<— Z — Y, or (4)
the variables are independent, i.e., X L Y.

Motivated by the importance of the problem and its challenges, this paper focuses on exploring novel
features for causal discovery extracted using Quantitative Information Flow (QIF) [2]. QIF is an
information-theoretic framework that allows us to measure how much information flows through
a system. Originally, QIF was developed to measure information leakage in systems for security
purposes. This is done by using observable outputs of a channel or function to update our beliefs
about the channel input. To understand QIF, imagine you want to guess a 4-PIN password. There
are 10,000 possible combinations for that password. When we enter a randomly chosen password
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in the password-checker, we will likely get a message saying that the password is incorrect. In this
case, the password is the input, the password-checker is the channel and the message is the output.
By observing the channel output, we gain some information about the input, that is, we know that
the password we typed was incorrect and now we have "only" 9,999 possibilities left. This means
that the channel leaked some information about the true password. QIF is a framework employed to
measure how much information is leaked based o different attack strategies.

When approaching the causal discovery task, evaluations are performed in manually labeled real-
world datasets [12] or synthetic pairs of Variablesﬂ Whereas some datasets include all of the
four scenarios above, others are restricted to defining causal (X — Y) and anticausal (Y — X)
relationships. Currently, one of the most promising approaches to differentiate across the four
relationships above is Jarfo [8]] which computes several statistical measures of the cause-effect pairs
and trains a GradientBoosting model to predict the causal direction. As we show in this paper, not
only are QIF features, by themselves, able to proving promising results for caual discovery, combining
the features computed by the QIF framework with the Jarfo features yields the best results in most
of our tests. Overall, we also show that using the QIF features are a promising direction that needs
further exploration from the ML community.

The rest of this paper is organized as follows, in Section 2 we go over the related work and give
a brief overview of the QIF framework, in Section 3 we present our experiments and results and
Section 4 we discuss our results and propose future work.

2 Background and Related Work

Causality is the influence some set of events, or random variables, named causes have on the outcome
of other variables, the effects. There are several ways to model cause-effect relationships, but in
this paper, we will use causal graphical models (CGMs) pioneered by [20] and [13]], and functional
causal models (also known as structural causal models). In the domain of machine learning, we
can categorize previous work on CGMs into two overlapping sub-domains: causal inference and
causal discovery. In causal inference, the aim is to predict how changes on the cause variables affect
the response variables. Currently, this is mostly done via the do-calculus [13]. In contrast, causal
discovery is focused on identifying cause and effect relationships from observational data.

2.1 Causal Discovery

It is well known that general causal discovery, that is, uncovering full CGMs from several random
variables from observation alone is in general not possible. However, in some limited settings and
under some assumptions this is possible and previous endeavors have shown promising results. Such
efforts may be categorized as: constraint-based, score-based and methods based on algorithms that
exploit functional causal models.

Constraint-based algorithms focus on learning a set of causal graphs that satisfy the conditional
independence in the data. A famous algorithm is the Peter-Clark Algorithm [19] and its variant
introduced by [9]. This algorithm starts with a fully connected graph and tests for conditional
independence in order to select which edges to remove. The fast causal inference algorithm [20] and
its extensions presented by [5] and [21]] take unobserved confounders into account when generating
the graph.

Score-based algorithms replace the conditional independence tests with the goodness of fit tests,
that is, we want to maximize some score criterion. The Bayesian Information Criterion (BIC) score

[13] is a widely adopted metric, defined as: S(X,G’) = logP(X|0,G') — Zlog(n). Where, G’ is a
causal graph, X is the data, 6 is the maximum likelihood estimator of the parameters, J is the number

of variables and n the number of instances. Searching for a causal-graph with maximum score is a
NP-Complete problem, as shown by [4].

Algorithms based on functional causal model exploit the function y = f(x,€), where y is the
effect, x is the cause and € is some noise term. A famous algorithm is the LINGAM introduced
by [17] where we try to estimate some lower triangle matrix A such that = x A + ¢. There are
variations of the LINGAM algorithm such as ICA-LiNGAM [17] and DirectICA-LinGAM [[18]]
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2.2 Causal and Anticausal Machine Learning

One of the goals of machine learning is to exploit statistical associations or dependence between
endogenous variables to predict the value of other, exogenous, variables. Endogenous variables are
usually defined as X;, with ¢ being some arbitrary index, whereas the exogenous responses are Y.
For simplicity, let us focus on the pairwise setting, where we only have one X and one Y. In this
setting, the goal of supervised machine learning algorithms is to estimate some model, or hypothesis,
he : X — Y. Here, 0 captures a vector of model parameters, w1th one example of such a model

being a simple logistic regression model, i.e., y = hy(x) = m.

Within this supervised learning, researchers have defined what is known as causal and anticausal
learning. Consider the setting where we are trying to predict whether one has lung cancer, Y, based
on the average amount of cigarettes one smokes per year. It is well known that smoking causes
cancer, thus some real causal relationship f : X — Y exists and we are trying to estimate causes
from effects hy : X — Y. Now, consider a similar setting where we are still trying to predict lung
cancer, but from some x-ray image. Here, X is a feature associated with the number of dark pixels
in this image (usually related to cancer). There is no way some computer image caused cancer on
an individual, here, the image is an effect of having cancer, i.e., f : Y — X (the opposite of the
previous relationship). Nevertheless, via machine learning, we still aim to estimate hy : X — Y,
thus capturing an anticausal learning task.

Several papers have explored the causal or anticausal nature of supervised learning in different
settings. For instance, [14] showed semi-supervised learning is usually only beneficial in the causal
direction. Moreover, [10] explored anticausal learning in order to estimate the degeneracy of machine
learning models over time.

2.3 Quantitative Information Flow

Quantitative Information Flow (QIF) is an information theoretic framework that computes how
much information flows through a system. QIF was developed to study information security from a
perspective of attacks to a system. In order to understand QIF, consider the setting where an adversary
wants to know the value of some secret = in the domain of the random variable X. Given that the
attacker want’s to guess x, she/he may use some prior knowledge to guess this value. This prior
knowledge is determined by some prior probability mass function: 7,.. One possible, smart, strategy
would be to choose the most likely value of z, that is, the value with maximum probability. The
intuition is that if we only have one shot to guess the value x, then it is smart to choose the most
likely value. We call this the Bayes Vulnerability, defined as:

Vy(m) = maxm,. (1)

Bayes vulnerability measures one example of a strategy an attacker may take, there are other measures
that capture other definitions of information flow. For instance, Shannon’s Entropy can be viewed
as a measure that captures an attacker guessing random secrets sampled according to 7. Regardless
of the choice of attack, the work by [3] showed that we measure the flow of information flow from
system to attacker. The intuition is that for every possible action an adversary can perform, there is a
corresponding gain. That is, for every action w € W that the adversary can perform, there is some
associated gain for every x € X. This gain is defined by some gain function g : W x X — R where
an action w € W can be seen as a guess that the adversary could make about the secret, in which
case it is natural that W = X. For example, in the password checker problem, an action could be to
guess password a and the gain function then maps a gain for every value of x € X if we had taken
that action. We can also think of an action as not making a guess if we think the situation is too risky.
Now we can measure the threat of some adversary towards a secret as the expected gain for a optimal
choice of w € W. This is a prior g-vulnerability, defined as

Vy(m) = sup Y mag(w, ). ©)
wEWweX

Now, lets consider a channel C' that processes a secret x € X. A channel C'is a function C' : X —
DY, so that for each x in X , we have C(x) as a distribution on Y, giving the probability of each
possible output value y. Entry C(z,y) denotes P(y|z), the conditional probability of getting output
y given input . When a secret passes through a channel and output y is observed, some information



might be released, that is, observing output y of a channel might help us increase our knowledge
about secret . We can now compute the threat represent by the adversary given that the output was
observed. We call this new threat the posterior g-vulnerability, defined as

Vo(mC) = sup ¥ mCla,y)g(w, ). 3)
yey WEW i cx

Given both prior and posterior g-vulnerabilities, we can measure how much knowing y increases
our knowledge about secret x by comparing the computed vulnerabilities. This measure is called
g-leakage and can be computed in a additive or multiplicative manner, as follows:

£X(rpC) = ngf(i)c) 4
L (roC) = V,y(rvC) — Vy(r) )

The leakage functions return how much more vulnerable the secret is once the output y is observed.
As shown by [1]] we can compute the information flow in both directions, from X to Y, called direct
flow, and from Y to X, called reverse flow. In our experiments we used the QIF framework to
compute leakages in both directions and used those as variables to train classifiers to predict the
causal direction. We used the identity gain function defined as:

lLifw==x
gia(w, w) = { 0,ifw# = } ©)
to compute the Bayes Vulnerability and used an alternate version of the framework that, instead
of maximizing a gain function, minimizes a loss function. We used the following loss function to

measure the Shannon leakage:
Cy (’LU, '7;) = —log, w,. @)

Finally, we also measured the channel capacity which is a measure of how much information the
channel can leak independent of the prior and the gain function.

3 Experiments and Results

In this section, we provide our experimental setup and share some of the results obtained with models
trained using variables computed by the QIF framework.

Dataset: In our experiments, we use two datasets. The first is the cause-effect pairs from the
cause-effect pair challengeﬂ consisting of 20k datasets of synthetic pairs of variables labeled as
causal, anticausal, confounded, and independent. The second dataset consists of 99 real-world known
cause-effect pairs made available by [12]. This second set of data is called the Tuebingen dataset.
The dataset simply states the causal direction of variables, thus we randomized the pairs in order to
have two labels, causal and anticausal, of similar sizes (roughly 50 pairs).

Experimental setup: Our approach is similar to [8]] where we compute several statistical measures
from the relationship between the cause-effect pairs and train a machine learning model on those
statistics to predict the causal direction. To serve as a baseline we train a model on the features
computed by Jarfo 8] and compare the results of a model trained with features computed by QIF. We
also consider a third setting where we combine features from both approaches. We also point out that
we trained classifiers for solving two problems: predicting causal or anticausal and predicting all four
classes on the cause-effect pair challenge datasets. Finally, given that labels are of the same size, we
measure accuracy as a metric of performance (results are reported with 95% confidence intervals).

Model training: We tested different learning methods for classification and, on average, we found
the best results using the XGBoost classifier. We perform a 10-fold cross-validation in all of our
experiments and we test our predictions on a holdout test set containing 20% of the data.

QIF features: The QIF framework implementation we used has limitations where it needs relative
frequencies to measure the leakages. These relative frequencies can be quite tricky to compute when
we have continuous variables. In order to overcome these limitations, we adapted the framework to
use a Gaussian kernel estimated by the numerical variables pairs and use this kernel to compute the
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leakages. When we had a numerical variable and another non-numerical variable we used a simple
binning discretizer and optimized the number of bins in cross-validation. Finally, the features we
used were the Bayes vulnerability, risk, and Shannon leakages, such as multiplicative and additive,
the difference between direct and reverse leakages of those measures, and the channel capacity.

In our first experiment, we trained models on the challenge dataset. Given that in this dataset we
have all four classes, we present results for the four classes as well as for the causal vs anticausal
setting only. The results are shown in Figure[I] From the figure, we can see that in the problem where
we have to predict all four classes, the classifiers’ performances were quite similar, with the best
results found in the classifier using both QIF and Jarfo features. In the causal/anticausal setting, the
model using only QIF features performed significantly below the other two. However, it is important
to point out that in real-world datasets, using only QIF is as good as using several other features
explored by Jarfo. These numbers are shown in Figure [Id]

We computed the feature importance and Shapley additive explanations [[11]], which can be seen in
figure[2} The most important features were the difference between direct and reverse leakages for the
Bayes vulnerability, Shannon, and Bayes risk. A clear relationship on the Shannon leakage, where
high values have a positive impact and low values have a negative impact. The Bayes vulnerability
additive leakage difference also shows a moderate relationship where low values have a positive
impact and high values have a negative impact. That means that when the reverse leakage is higher, we
tend to predict causal orientation and when the direct leakage is higher, we tend to predict anticausal
orientation.

Our results in these initial experiments show that QIF measures are a prospective line of research for
the causal discovery task. Our goal in future experiments is to better understand how QIF relates, in a
theoretical sense, to other causal discovery approaches discussed in Section 2.
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Figure 1: Accuracy results for the challenge cause-effect pairs
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4 Conclusion and Future Work

In this paper, we studied the impact of trying to predict the causal direction of the cause-effect pairs
by using models trained on features computed by the quantitative information flow framework. We
used the features computed by Jarfo as a baseline and saw that our results were slightly better on the
real-world cause-effect pairs.

Initial promising lines of future work may be performed by expanding the set of gain functions used
by QIF. This allows one to compute other features which may improve results.

Before concluding, it is important to point out that we did experiment with different approaches
to estimate probability distributions for numeric datasets before using QIF (e.g., Kernel Density
Estimators [16] or Flow Models [7] [6]). In these settings, we found that results are mostly the same
as the binned categorization we performed. Thus, we believe that the QIF, as is, is a promising
approach for causal discovery and needs to be better understood theoretically (e.g., how the measure
relates to other causal discovery approaches such as LINGAM or ANM).
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