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Abstract

Producing large complex simulation datasets can often be
a time and resource consuming task. Especially when these
experiments are very expensive, it is becoming more rea-
sonable to generate synthetic data for downstream tasks.
Recently, these methods may include using generative ma-
chine learning models such as Generative Adversarial Net-
works or diffusion models. As these generative models im-
prove efficiency in producing useful data, we introduce an
internal tensor decomposition to these generative models to
even further reduce costs. More specifically, for multidi-
mensional data, or tensors, we generate the smaller tensor
factors instead of the full tensor, in order to significantly
reduce the model’s output and overall parameters. This re-
duces the costs of generating complex simulation data, and
our experiments show the generated data remains useful. As
a result, tensor decomposition has the potential to improve
efficiency in generative models, especially when generating
multidimensional data, or tensors.

1. Introduction

Producing complex simulation data is a vital step to un-
derstanding physical systems, in domains such as climate
science [3, 10, 12] and high energy physics [7, 8] . Un-
fortunately, performing the experiments to generate this
simulation data sometimes requires excessive amounts of
time and computational resources [7, 12]. For this reason,
we see generative models, such as Generative Adversar-
ial Networks (GANs) [4] and Denoising diffusion models
[6, 20], used for the generation of complicated simulation
data [1, 8]. This is especially useful as these datasets have
higher resolution, becoming more expensive to generate ex-
perimentally and using overwhelming amounts of comput-
ing power [1, 7, 8].
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To further accelerate this dataset generation, we intro-
duce an internal tensor decomposition for these genera-
tive models, to significantly reduce the model parameters
and increase overall efficiency. When generating multidi-
mensional data, or tensors, we instead generate the much
smaller tensor factors. Then after we generate these fac-
tors, we can combine them into the full generated tensor
[17]. By doing this, we significantly reduce the number of
parameters that are directly output by the model, reducing
the overall model parameters as well. In our experiments,
we show the viability of this internal tensor decomposition
by comparing it with standard generative models that output
the entire generated tensor. We make comparisons using the
widely used Fréchet Inception Distance (FID) [5], to quan-
tify how well the distribution of generated data matches the
distribution of original data. In our results, we see that
we can reduce the number of parameters by decreasing the
tensor decomposition rank, and still maintain similar per-
formance to the generative models with more parameters.
Our code is available at https://github.com/Pie115/GenTen-
GAN-Diffusion.

2. Preliminaries
2.1. Tensors & Tensor Decomposition
Tensors are multidimensional arrays. In other words, a
vector is a 1-dimensional tensor, and a matrix is a 2-
dimensional tensor. We will be looking at tensors of 3 or
more dimensions [9, 19].

2.1.1. Tensor Decomposition
Tensor decomposition is the process of expressing a tensor
using smaller factors. For example, a common method of
tensor decomposition is Canonical Polyadic Decomposition
(CPD) [9, 19]. CPD expresses a tensor as a sum of rank-one
tensors. A rank R decomposition of a third-order tensor
X ∈ RIxJxK would be expressed as: X ≈

∑R
r=1(ar ◦

br ◦ cr), where ar ∈ RI ,br ∈ RJ , cr ∈ RK , and ◦
denotes outer product.
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2.2. Generative Adversarial Networks
Generative Adversarial Networks (GANs) [4] are a type of
ML model that generates synthetic data. It utilizes two in-
ternal ML models: a generator and a discriminator. The
generator is trained to generate realistic images based on
a set of real data. The discriminator is trained as a binary
classification model to distinguish between the real dataset
and the generator’s output. By training these two models in
this way, the generator is encouraged to generate realistic
images that will fool the discriminator.

2.3. Diffusion Models
Denoising diffusion models [6, 20] are a class of generative
ML models, which like GANs, are used to generate new
data. Unlike GANs however, diffusion models do not need
to perform adversarial training. Instead, a neural network is
trained to reverse a process which denoises data that is cor-
rupted with varying amounts of Gaussian noise. New sam-
ples are then produced by iteratively denoising pure Gaus-
sian noise into a new image.

3. Methods
3.1. Tensor Decomposition in GANs
Utilizing tensor decomposition in GANs allows it to gener-
ate multidimensional data, while requiring far less parame-
ters. In Figure 1, we visualize an example of a GAN using
tensor decomposition to generate tensors.

Figure 1. Example GAN with internal tensor decomposition. The
GAN takes in a 1-dimensional random (N(0, 1) distribution) la-
tent vector and passes it through MLPs to generate tensor factors.
Then these tensor factors can be combined (using CPD in this fig-
ure) to produce the final generated tensor. In this figure, the gen-
erator produces three factor matrices of dimensions Ri×r , Ri×r ,
and Rj×r . Then we combine these factor matrices to produce the
final generated tensor of shape Ri×i×j .

The tensor in this example is of shape Ri×i×j , so gener-
ating the full tensor would require i2× j output parameters.

Generating the tensor factors [17] only requires (i+i+j)×r
output parameters, which is usually much less.

3.1.1. Generator
The generator loss is the average discriminator’s output on
the generated data. Since the discriminator outputs a deci-
mal value closer to 1 if it predicts generated data, and closer
to 0 if it predicts real data, the generator wants to minimize
this number. If the generator can minimize the discrimina-
tor’s average predictions on the generated data (closer to 0),
this means the discriminator is predicting real for the gener-
ated data. This hopefully means the generator is producing
data that is indistinguishable from the real data.

3.1.2. Discriminator
For the discriminator, we take in the tensor as input and
perform 2D convolutions on each slice. For example, the
Calorimeter data is of shape R25×51×51, with 25 ‘slices’
(each slice is a 2D matrix) and a height and width of 51.
Then the discriminator pools these outputs and passes this
through a dense layer and sigmoid layer to essentially per-
form logistic regression on the intermediate layer. If the out-
put is closer to 1, then it is predicting the input is generated
data, and if it is closer to 0 then it is predicting real data. For
the discriminator training, we use PyTorch’s Binary Cross
Entropy loss function to evaluate the discriminator’s ability
to distinguish between the real and generated data.

3.2. Tensor Decomposition in Diffusion Models
In our model, we adopt a denoising diffusion implicit model
(DDIM) framework. Compared to a standard denoising dif-
fusion probabilistic model (DDPM), DDIM gives us faster
sampling by using a deterministic non-Markovian process
[20]. Rather than requiring a full sequence of T diffusion
steps, DDIM allows us to generate high-quality samples us-
ing a reduced number of steps.

Since it has been shown that predicting the original sam-
ple x0 is theoretically equivalent to predicting noise ϵ [11]
we decided to use the former. Rather than having the model
learn to predict noise ϵ, we predict the clean sample x0 from
a noisy observation xt. This choice seems intuitive in our
setting, as the model ultimately produces factorized com-
ponents of the original sample, and predicting x0 allows for
direct comparison of these components or their reconstruc-
tion.

In order to explore how diffusion could be applied with
tensor decomposition, we decided to look into two different
approaches. First is factor to factor where the model learns
to directly denoise the factor matrices themselves. Second
is tensor to factor where the model operates on full tensors
and learns to output the factor matrices. Both of these ap-
proaches leverage CPD, but differ in how the denoising pro-
cess works and where factorization occurs. In the following
sections, we describe each method in detail.



3.2.1. Factor to Factor
In order to fully leverage tensor decomposition with diffu-
sion, instead of using one large model to generate an en-
tire tensor X ∈ RI×J×K , one natural approach would be
to split this process into three separate diffusion processes,
each responsible for one factor matrix of a CPD. In Figure
2 we visualize this process, illustrating how each factor ma-
trix is independently denoised in order to combine into one
tensor sample.

Figure 2. Factor to Factor diffusion sampling process. Each factor
matrix is independently denoised through its own diffusion pro-
cess, and the final tensor is obtained by combining the denoised
factors (using CPD).

To achieve this, we first use CPD to decompose the ten-
sors into three factor matrices. In this example, the fac-
tor matrices are of shape a ∈ Ri×r, b ∈ Ri×r, c ∈ Rj×r

where r is the target rank. These three factor matrices are
independently corrupted with varying amounts of Gaussian
noise and are then used to train three models in parallel.
During the sampling phase, we reverse this process. The
trained models start from pure Gaussian noise and progres-
sively denoise each factor matrix. In figure 3 we visualize
the denoising trajectory for each factor matrix.

In order to ensure that the models generate three factor
matrices that correspond to one another, we calculate the
loss as

Ltotal = Et,A0,B0,C0,ϵ

[
∥Apred − A0∥2

F + ∥Bpred − B0∥2
F + ∥Cpred − C0∥2

F

]
(1)

In doing so, we significantly reduce both the input and
output parameters when compared to operating on the full
tensor space. From i× i×j parameters to (i+ i+j)×r pa-
rameters. Similarly to how latent diffusion models operate
[16] which perform diffusion in a compressed representa-
tion space.

While this approach is intuitive and parameter efficient,
one major drawback lies in the cost of decomposing the ten-
sors ahead of time. At higher ranks, this decomposition be-

comes extremely computationally expensive. As a result,
despite reducing the number of model parameters, the over-
all pipeline can become less efficient. This motivates our
second approach.

3.2.2. Tensor to Factor
To avoid the need to decompose tensors before training our
model, we propose using a single model that operates di-
rectly on noisy tensors and learns to predict the three factor
matrices that reconstruct them. In Figure 4 we show this
new process. This removes the overhead of decomposition
while still reducing the output parameters.

To do this, we begin with full tensors from the train-
ing dataset and corrupt them with varying levels of Gaus-
sian noise. These noised tensors are then passed into a
single model that outputs three factor matrices, denoted
a ∈ Ri×r, b ∈ Ri×r, c ∈ Rj×r. In order to ensure
that the model generates three factor matrices that accu-
rately represent the original tensor, we first combine the
three predicted factor matrices by taking the outer product
X pred ≈

∑R
r=1(ar ◦ br ◦ cr), and compute the loss as

Ltotal = Et,X 0,ϵ

[
∥X pred − X 0∥2

F

]
(2)

From this, we are able to maintain the benefit of reduced
output parameters, but now without the need to decompose
the tensors ahead of time. As a result, the model can be
trained end-to-end directly on the data, making it more effi-
cient and scalable in practice.

3.3. Evaluation
For our evaluation, we choose to use the widely used
Fréchet Inception Distance (FID) [5, 18] to quantify how
well the distribution of our generated data matches that of
our real data.

3.4. Dataset
In our experiments, we use a publicly-available calorimeter
simulation dataset as our multidimensional simulation data
(https://zenodo.org/communities/mpp-hep). This data is es-
sentially 3D images (R25x51x51) of electron [13], neutral
pion [14], and photon [15] showers.

4. Experiments
4.1. Number of Parameters vs Performance
In this experiment, we visualize the trade-off between per-
formance and lower-rank tensor decompositions (less pa-
rameters). In Figures 5 & 6, we display the performance
(using the Fréchet Inception Distance) of our models with
different fractions of the full output parameters. We com-
pare these with the performance of a GAN & diffusion
model with the full output parameters (red dashed line). For
this comparison, we used a diffusion model without internal
tensor decomposition. For the GAN comparison, we used

https://zenodo.org/communities/mpp-hep


Figure 3. Progressive denoising of each factor matrix over time (from left to right). The three rows correspond to factor matrices A, B, and
C, respectively (from top to bottom).

Figure 4. Tensor to Factor diffusion sampling process. A single
model denoises a noisy tensor and predicts its corresponding factor
matrices. These predicted factors are then combined using CPD to
reconstruct the final tensor.

a high-rank tensor decomposition such that the output pa-
rameters match the full tensor. Ideally, we would compare
a GAN with no tensor decomposition, but this method out-
performed other full-parameter GANs in our experiments.

Figure 5. For the GANs, we display the Fréchet Inception Distance
(FID) versus the output parameters. Output parameters shown as
percent of full tensor (vs. smaller factor outputs).

For both GAN & diffusion plots, we notice a sharp de-
crease in the FID, followed by a plateau at around 10-20%
of the full output parameters. This indicates that we can
maintain similar performance (in terms of FID) while re-
ducing parameters with a lower rank tensor decomposition.

For diffusion we observe that the tensor to factor variant

Figure 6. For the diffusion models, we display the Fréchet Incep-
tion Distance (FID) versus the output parameters. Output parame-
ters shown as percent of full tensor (vs. smaller factor outputs).

achieves a remarkably lower FID than the factor to factor
variant across all ranks.

5. Conclusion
In these experiments, we show that tensor decomposition is
promising for reducing the output size for generative mod-
els such as GANs and diffusion models. This is especially
true as the output is multidimensional and higher resolution,
as these simulation datasets often are. We are able to sig-
nificantly decrease the output parameters and overall model
parameters by utilizing tensor decomposition, and still gen-
erate useful synthetic data.
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Appendix

Sample Images

Figure 7. We display some sample images. The first row is the
real data, the last row is a GAN using the full output parameters,
and the remaining rows are GANs using various rank decompo-
sitions. For each row, we display different 2D ”slices” of our 3D
Calorimeter data. For our data of shape (i, j, k), we display 2D
matrices of shape (i, j), (i, k), and (j, k).

Figure 8. We display some sample images. The first row is the
real data, the last row is a diffusion model using the full output
parameters, and the remaining rows are factor to factor diffusion
models using various rank decompositions. For each row, we dis-
play different 2D ”slices” of our 3D Calorimeter data. For our data
of shape (i, j, k), we display 2D matrices of shape (i, j), (i, k), and
(j, k).

Future Work

We plan to perform a wider variety of experiments and use
different performance metrics to further demonstrate how
useful the tensor decomposition is. This includes captur-
ing the utility of the generated images by using it as ad-
ditional training data in downstream ML tasks, as well as



Figure 9. We display some sample images. The first row is the
real data, the last row is a diffusion model using the full output
parameters, and the remaining rows are tensor to factor diffusion
models using various rank decompositions. For each row, we dis-
play different 2D ”slices” of our 3D Calorimeter data. For our data
of shape (i, j, k), we display 2D matrices of shape (i, j), (i, k), and
(j, k).

performing our experiments on a wider variety of datasets
(e.g. higher order). In addition, we want to explore other
tensor decomposition methods, such as Tucker [2], to see if
we can outperform CPD [9].
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