
Do LLMs have an Anti-exception Reasoning Ability for Planning

Anonymous ACL submission

Abstract001

Human-like planning aims to predict an ac-002
tion sequence given a task. The existing stud-003
ies have demonstrated the potentials of Large004
Language Models (LLMs) upon human-like005
planning. However, it has not been verified006
whether LLMs are capable of overcoming an007
exceptional situation. Therefore, we carry out008
a preliminary study on Anti-Exception Plan-009
ning (AEP) task. Specifically, we build AEP010
datasets using semi-artificial and automatic la-011
beling approaches. On this basis, we evaluate012
AEP performance of different LLMs (Vicuna,013
Qwen, LLaMA, GPT-4o and DeepSeek-R1)014
within the Generation-Retrieval-Ranker (GRR)015
framework. In addition, we propose a reverse016
engineering approach to enhance GRR. Experi-017
ments show that LLMs tackle exceptions less018
effectively. The success rate of exception attack019
is up to 93.64% at worst, although the reverse020
engineering-based GRR yields substantial im-021
provements. We will make all datasets publicly022
available to support future studies.023

1 Introduction024

Human-like planning is required to infer a step-025

wise action sequence (namely plan) that enables026

the accomplishment of a specific task (e.g., “brew-027

ing coffee”), where each action is embodied with028

a sentence (e.g., “grinding coffee beans”) (Huang029

et al., 2022; Lin et al., 2023; Guo et al., 2024). The030

recent studies have proven the potentials of LLMs031

in human-like planning (Ahn et al., 2022; Zhao032

et al., 2023; Shen et al., 2023; Hao et al., 2023;033

Yao et al., 2023; Wu et al., 2023; Yuan et al., 2023;034

Yang et al., 2023; Tang et al., 2023; Li et al., 2023;035

Guo et al., 2024; Liu et al., 2025; Wen et al., 2025;036

Hao et al., 2025; Li et al., 2025).037

Inspired by the autonomous intelligence (LeCun,038

2022), this paper extends the aforementioned re-039

search framework by supplementing an AEP task.040

AEP purposely imposes an exception upon the plan041

(namely exception attack), and meanwhile asks042

for solutions to handle or bypass the exception. We 043

show a pair of exception and solution in (1). 044

(1) Exception: Coffeemaker is broken. 045

Solution: Repair the coffeemaker. 046

It is difficult to systematically study AEP due to 047

the absence of an applicable dataset. To address the 048

issue, we construct AEP datasets using the open- 049

grounded planning benchmark corpus (Guo et al., 050

2024). Considering that semi-artificial data label- 051

ing is time-consuming, we develop a dual-agent 052

progressive labeling model. It enables efficient and 053

low-cost data annotation (2.5K instances per hour). 054

We evaluate the anti-exception capabilities of dif- 055

ferent LLMs, including Vicuna (Zheng et al., 2023), 056

LLaMA3.1-8B (Grattafiori et al., 2024), Qwen2.5- 057

7B (Yang et al., 2024), DeepSeek-R1 (Guo et al., 058

2025) and GPT-4o (Hurst et al., 2024). Evaluation 059

is performed at the zero-shot setting without using 060

Supervised Fine-Tuning (SFT). Two anti-exception 061

solution acquisition frameworks are used, includ- 062

ing GRR and reverse engineering-based GRR. Ex- 063

periments on AEP datasets demonstrate the crucial 064

aspects as follows. 065

• LLMs are less capable of generating prac- 066

ticable solutions to tackle exceptions. The 067

high success rates of exception attacks (Sec- 068

tion 4) expose the significant challenge in au- 069

tonomous intelligence enhancement. 070

• The reverse engineering approach substan- 071

tially improves the performance of anti- 072

exception solution acquisition. 073

2 Task Definition of AEP 074

Assume that T is a task objective, P is known to 075

be an effective plan for accomplishing T , and P 076

consists of n step-wise actions, i.e., P=[A1...An]. 077

Thus, AEP imposes an exception E upon the i-th 078

action Ai, and asks for the solution S to handle E 079
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Check out what is
trending on Twitter?

 
 Action 1:  Go to Twitter
 Action 2:  Open the ``Explore'' tab

 
 Action 3: Check the trending topics

PlanTask

Trending topics list fails to load
due to network connection error

Exception
Attack

Enable Wi-Fi to restore InternetSolution
Generation

Tail of action list

Figure 1: Example of AEP attacked from the tail.

before conducting Ai. We show an AEP example080

in Figure 1, where the exception E is used to disable081

the third action A3 in P .082

In this paper, we limit AEP to a game that suf-083

fers from a tail-end exception attack, in which the084

exception is uniformly imposed on the final action085

of P . This game avoids exception propagation086

to a wide range of subsequent actions. Note that087

exception propagation causes redundant solutions088

and, more seriously, the confusion on the alignment089

between exceptions and solutions. This makes it090

difficult to precisely evaluate AEP models.091

3 AEP Corpus092

We construct AEP corpus using the chapter “Wiki-093

How” (Zhang et al., 2020) of the publicly-shared094

benchmark OGP 1 (Guo et al., 2024), which con-095

tains about 7.5K pairs of tasks and plans, as well096

as a large action space that holds nearly 39K exe-097

cutable actions. Given an OGP sample (i.e., “task-098

plan” pair), we produce its aligned AEP instance by099

labeling exceptions and solutions for the tail-end100

action of plan. Both semi-artificial and automatic101

labeling strategies are used as follows.102

Semi-artificial Labeling— For a tail-end action103

An, we prompt GPT-4o (Hurst et al., 2024) to gen-104

erate m exceptions for disabling An. Both the task105

T and preceding actions (i.e., [A1...An−1]) in plan106

P are used as context during prompting GPT-4o.107

The annotators who major in linguistics assess108

the quality of exceptions in accordance with 1) their109

relevance to T and P , and 2) interference effect110

and reasonability. The quality level is labeled with111

scores raning from 0 to 3, where a score of “2” in-112

dicates a qualified exception that meets the quality113

criteria of relevance and practicability. A score of114

1OGP is the Open Grounded Planning dataset. It sup-
ports the human-like planning on multi-domain tasks such
as Life Skills, Robot and Tools. https://github.com/Shiguang-
Guo/Open-Grounded-Planning/tree/master/datasets.

“3” aligns with an exception that is not only quali- 115

fied but credible, where reliable evidence has been 116

found to prove its interpretability. In the same way, 117

we produce solutions for each qualified exception, 118

where quality criteria are revised as 1) relevance 119

to the exception, 2) practicability in handling the 120

exception, and 3) interpretability. We provide all 121

details of semi-artificial labeling in Appendix A, in- 122

cluding the assessment criteria, annotation scheme, 123

and training programme, etc. 124

By semi-artificial labeling, we produce about 125

4.4K AEP samples for 200 tasks that derive from 126

19 categories of life skills. There are 94.51% ex- 127

amples labeled as the qualified cases. Two groups 128

of well-trained annotators (3 members per group) 129

engage in quality assessment, who achieve a Kappa 130

value of 85.38% for agreement. 131

Automatic Labeling— Semi-artificial labeling 132

is time-consuming (10 tasks per hour). This makes 133

it difficult to efficiently construct a larger AEP 134

dataset. To solve the problem, we train two agents 135

to perform automatic labeling. One agent (namely 136

generator Gα) serves to generate AEP samples 137

(i.e., “exception-solution” pairs). The other agent 138

(viz., assessor Gβ) marks AEP samples with 0-3 139

scores for quality. A two-stage training process is 140

conducted to obtain agents. First, teacher-student 141

knowledge distillation (Hu et al., 2023) is applied 142

for pre-training, where Gα and Gβ learn from GPT- 143

4o in generating and assessing AEP samples, re- 144

spectively. Further, we perform Supervised Fine- 145

Tuning (SFT) to optimize agents, where the semi- 146

artificially labeled AEP samples are used. 147

Due to the involvement of closed-source GPT- 148

4o, the above automatic labeling suffers from the 149

increasing cost. To solve the problem, we propose 150

a progressive labeling approach as follows. 151

• Initialization: We initialize the generator Gα 152

and assessor Gβ by aforementioned distilla- 153

tion and SFT. Qwen-2.5 (7B) is used to form 154

Gα and Gβ . We also initialize a data pool D. 155

It is loaded with the qualified AEP samples 156

(score≥2) obtained by semi-artificial labeling. 157

• Data Expansion: We select K “task-plan” 158

pairs from OGP. Gα produces AEP samples 159

for the “task-plan” pairs. Gβ marks AEP sam- 160

ples for quality (0-3 scores). The qualified 161

samples are adopted to expand the pool D. 162

• Relearning: Using the expanded data pool D, 163

we fine-tune the generator Gα once again. 164
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Approch
Semi-artificial
GPT-4o
Agents (Gα+Gβ)

#Full-size
4,371
11,657
17,277

#Qualified
4,131
8,362
14,751

Table 1: Statistics in all AEP datasets. Semi-artificial
denotes the dataset obtained by semi-artificial label-
ing. GPT-4o refers to the dataset produced by GPT-4o,
which is also used for initialization during progressive
labeling. Agents align with the dataset constructed
by two agents Gα and Gβ in the 10-iteration progres-
sive labeling process. Full-size is the number of all
“exception-solution” pairs in a dataset, while Qualified
is the number of qualified instances (score≥2).

• Iteration: We iteratively expand D and use it165

to fine-tune the generator Gα. The goal is to166

progressively enhance Gα.167

During initialization, we use 500 tasks (11.6K168

exception-solution AEP instances) for distillation,169

while 200 tasks (4.1K AEP instances) for SFT. We170

select 100 new tasks (K=100) from OGP for each171

iteration of progressive labeling. The labeling pro-172

cess is excecuted for 10 iterations in total. Table 1173

provides the statistics in all datasets. Appendix B174

details the prompts used for distillation.175

4 Grounded AEP Models176

We follow Guo et al. (2024) to ensure groundedness177

when executing AEP task. Accordingly, an AEP178

model is forcibly to adopt the solution S that does179

exist in the solution space Č. We build Č by expand-180

ing the action space C of OGP with all the qualified181

solutions in our AEP datasets. Neither solutions182

nor actions in Č are given any kind of marks to ex-183

pose their particularity. This enables the black-box184

testing, and thus increases the challenge of AEP. In185

other words, an AEP model will struggle with not186

only distracting solutions but irrelevant actions.187

We construct our grounded AEP model with the188

Generation-Retrieval-Ranker (GRR) framework189

(Huang et al., 2024; Lee et al., 2024). Specifically,190

it runs as follows:191

• Generation: For an exception E , we prompt192

LLM to generate a solution S. Besides of E ,193

the input of LLM also comprises the task T194

and historical actions [A1...An−1] of plan P ,195

which serve as hints to imply the scenario.196

• Retrieval: Using S as query, we retrieve k197

most relevant candidates from solution space198

Č. Both semantically-similar solutions or ac- 199

tions in Č may emerge as candidates. 200

• Ranker: We rank the candidates according to 201

their semantic consistency with S, and adopt 202

the top-1 candidate in the ranking list. BGE- 203

based similarity (Chen et al., 2024) is com- 204

puted for semantic consistency analysis. 205

GRR fails to effectively ensure groundedness. 206

Instead, the free-style solution generation may oc- 207

cur in GRR because solution space Č is not exposed 208

to LLM. This easily causes the invalidation of solu- 209

tion retrieval and ranking. However, it is actually 210

hard to expose the whole space Č due to the large 211

data it contains (41K solutions and actions; 9 to- 212

kens per case in average). More importantly, even 213

if Č can be fed into LLM, the big data in Č makes it 214

difficult to perform out-of-redundancy prompting. 215

To address the issue, we develop a Reverse Engi- 216

neering based GRR (RE-GRR). It runs as follows. 217

• Reverse Engineering: RE-GRR regards each 218

case in Č as a potential solution, and uses 219

LLM to reversely generate the most possible 220

exception that can be handled by this solution. 221

This allows a referential “exception-solution” 222

mapping table B to be built over Č, where 223

exceptions in B are considered as entries. 224

• Reference Retrieval: Given an exception E 225

during performing AEP (i.e., testing stage), 226

RE-GRR uses E as query to retrieve ǩ similar 227

exceptions from the entries of B. By exploring 228

the one-to-one mapping relationship between 229

exceptions and solutions in B, RE-GRR fishes 230

out ǩ referential solutions from B. 231

• Reference based GRR: RE-GRR feeds ǩ ref- 232

erential solutions into LLM, and prompts it 233

to generate the most possible solution accord- 234

ing to the referential cases. In RE-GRR, the 235

retriever and ranker of GRR are not changed. 236

All the details of GRR and RE-GRR (e.g., LLM- 237

oriented prompting, retriever, ranker and parameter 238

settings of k and ǩ) are presented in Appendix C. 239

5 Experimentation 240

In our experiments, a variety of grounded AEP 241

models are evaluated, which use different LLMs as 242

solution generators. We intend to explore the varied 243

anti-exception capabilities of LLMs during solution 244
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Semi-artificial Labeling GPT-4o Dataset Progressive Labeling

Model SFT Set≥1 Set≥2 Set3 Set≥1 Set≥2 Set3 Set≥1 Set≥2 Set3

Generation-Retrieval-Ranker (GRR)

Vicuna-v1.5 (7B) w/o 55.93 58.08 83.73 77.75 81.13 93.64 65.98 68.05 86.36
Qwen-2.5 (7B) w/o 45.26 46.23 78.56 66.14 70.24 89.02 57.78 60.03 82.59
LLaMA-3.1 (8B) w/o 43.86 45.91 78.23 62.94 68.51 88.45 57.16 59.35 82.63
GPT-4o w/o 34.16 35.45 72.19 51.84 58.02 84.69 51.87 54.27 80.48
DeepSeek-R1 w/o 32.43 33.62 75.86 28.39 35.99 75.06 56.41 58.83 81.34
Qwen-2.5 (7B) w/ 33.84 34.91 71.66 48.80 55.59 84.07 46.90 49.21 77.95

Reverse Engineering based GRR (RE-GRR)

Vicuna-v1.5 (7B) w/o 41.59 43.75 85.02 58.67 66.91 88.34 63.33 66.67 86.80
Qwen-2.5 (7B) w/o 23.60 25.75 75.22 30.40 40.39 76.72 45.71 48.32 76.78
LLaMA-3.1 (8B) w/o 28.56 30.28 78.88 33.73 44.36 78.82 49.21 52.64 80.30
GPT-4o w/o 19.91 21.32 72.40 26.54 35.51 72.86 43.62 46.47 76.67
DeepSeek-R1 w/o 23.81 25.00 74.78 27.92 35.14 69.85 47.20 49.97 76.56
Qwen-2.5 (7B) w/ 19.94 21.12 71.66 26.00 35.10 72.76 43.38 46.09 76.58

Table 2: Performance on different AEP datasets. Symbol “w/” denotes that SFT is conducted, while “w/o” not.

generation. Therefore, the performance compari-245

son among AEP models is carried out within the246

same framework (either GRR or RE-GRR), where247

other components like retriever and ranker (except248

generator) are identical. Success rate γ of excep-249

tion attack is used as the evaluation metric. It is250

calculated as the proportion of successful excep-251

tion attacks in all AEP samples, where a success252

attack aligns with an ineffective solution (i.e., an253

out-of-vocabulary solution). A higher γ reflects a254

less strong anti-exception ability (Appendix D).255

Table 2 shows the performance of all grounded256

AEP models, where three AEP datasets are used257

for evaluation, including the ones obtained by semi-258

artificial labeling, GPT-4o and progressive labeling259

respectively. The columns of Set≥1, Set≥2 and Set3260

in Table 2 denote the data subsets involved in the261

experiments. Their contents are as follows.262

• Set3 only contains AEP samples that are not263

only practicable but credible (score=3).264

• Set≥2 expands Set3 with samples that are prac-265

ticable but uncertain in credibility (score≥2).266

• Set≥1 contains all the samples that hold a pair267

of relevant exception and solution, regardless268

of whether they are practicable (score≥1).269

It can be observed from Table 2 that, unfortu-270

nately, all LLMs achieves unsatisfactory perfor-271

mance in the most rigorous test that uses Set3. Al-272

though success rates of exception attacks have been273

brought down by LLMs in the relatively simple 274

tests (e.g., on Set≥2), they are still no less than 275

33.62% in the GRR framework. Nevertheless, we 276

found some encouraging results as follows. 277

• Performance of LLMs on the semi-arcificially 278

labeled data is slightly comparable to that of 279

progressive labeling. This gives a chance to 280

enhance AEP by SFT using a larger number 281

of automatically-produced instances. 282

• SFT works. It is proven by the performance of 283

fine-tuned Qwen-2.5 (7B) in Table 2, where 284

SFT is conducted using 8,362 AEP instances 285

produced by GPT-4o. 286

• Re-GRR allows LLMs to achieve better per- 287

formance (lower γ). This implies the possibil- 288

ity of methodology-based AEP enhancement. 289

6 Conclusion 290

We provide a preliminary study of anti-exception 291

solution acquisition for human-like planning. Ex- 292

periments show that LLMs are less capable of gen- 293

erating practicable and credible solutions, revealing 294

the challenge in autonomous plan refinement. Nev- 295

ertheless, it has proven that the optimized frame- 296

work like RE-GRR achieves substantial improve- 297

ments, illustrating the potential of methodological 298

innovation. In addition, the progressive labeling ap- 299

proach and its resultant AEP dataset are supportive 300

for the investigation of SFT-based approaches. 301
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Limitations302

The fine-tuned light-weight LLM Qwen-2.5 (7B)303

shows comparable performance with GPT-4o and304

DeepSeek-R1. Though, we suspect that the optimal305

performance of fine-tunable LLMs hasn’t yet been306

reached. This suspicion derives from the consider-307

ation that the most proper size of observable AEP308

instances for fine-tuning is not explored. Therefore,309

if a future study intends to use light-weight LLMs310

to form ideal baselines or backbones, a larger scale311

of training data needs to be produced. This will312

cause additional efforts in manual data labeling or313

cost in GPT-4o based automatic labeling. An alter-314

native strategy is to use our progressive labeling ap-315

proach, which enables the production of unlimited316

size of training data. This potentially contributes to317

pursuing the optimal performance of fine-tunable318

LLMs. In this case, the comparison experiment319

with closed-source LLMs like DeepSeek-R1 needs320

to be reformed as the test set is possibly changed.321
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INSTRUCTION:
You are an expert in task analysis and problem identification. Your role
is to generate realistic, domain-appropriate exceptions that might
occur during the execution of the final step of a task. 
exception is related to both task topic and previous actions in the task.
exception prevents the execution of the final step but can be resolved
with a single additional step.
IMPORTANT: 
- The exception must occur right before attempting the final step, not
during earlier steps.
- All previous steps have been successfully completed
- The exception happens when the person is about to execute the final
step
- The exception directly prevents the immediate execution of the final
step
- The exception does not relate to problems during previous steps
FORMATTING REQUIREMENTS:
1. Keep descriptions concise and brief (maximum 15-20 words)
2. Focus on one clear issue per exception
3. Avoid using "and" or "or" connectors that introduce multiple issues
4. Use simple, direct language without unnecessary details
OUTPUT FORMAT:
Return a JSON object with the following structure:
{
  "exceptions": [
    {
      "exception_description": "Brief description of the exception that
occurred"
    },
    ...additional exceptions...
  ]
}
Generate 2-5 different exceptions with diverse characteristics. Each
exception should:
1. Be directly related to the specific final step
2. Be appropriate for the task domain and categories
3. Present a realistic obstacle that prevents the immediate completion
of the final step
4. Be diverse in nature (different types of problems)
5. Be specific and focused on a single issue
--------------------------------------------------------------------------------
QUERY:
Task: {title}
Method: {method}
Categories: {category}
Previous Steps (already completed):
{previous_steps}
Final Step: {last_step}

Figure 2: Prompt of Generating Exception.

A Details of Semi-Artificial Labeling481

A.1 Prompt for Constructing AEP Datasets482

Our prompts comprise two components, includ-483

ing instruction and query. All prompts are config-484

ured for zero-shot settings, and the output format485

is restricted to JSON. Figure 2 and 3 illustrate the486

prompt templates for exception generation and the487

corresponding solution generation, respectively.488

A.2 Assessment Criteria489

To enable the manual quality assessment on the490

generated AEP instances, we establish specific 4-491

level quality criteria as follows, where the criterion492

for assessing exceptions is exhibited first, and then493

the criterion for solutions.494

INSTRUCTION:
You are an expert problem solver with extensive knowledge across
various domains. Your role is to generate effective single-step
solutions to resolve exceptions that occur during task execution.
Solution is related to the exception and resolves it in a single step,
allowing the final task step to be executed. 

FORMATTING REQUIREMENTS:
1. Keep solution descriptions concise and brief (maximum 15-20 words)
2. Each solution must be a single, atomic action (not a combination of
actions)
3. Avoid using "and" or "or" connectors that suggest multiple actions
4. Use imperative, direct language (start with a verb)
5. Focus on one clear, specific action per solution
IMPORTANT: Each solution must directly address and resolve the
specific exception mentioned in the query. 
Do not provide general solutions for other possible exceptions or
problems.
Focus only on solving the exact exception described in the query.
OUTPUT FORMAT:
Return a JSON object with the following structure:
{
"solutions": [
{
"solution_description": "Brief description of the single-step solution",
},
...additional solutions...
]
}
Generate 2-5 different solutions with diverse approaches. Each
solution should:
1. Be a single atomic action - not a sequence of actions
2. Be directly relevant to resolving the specific exception
3. Be realistic and practical
4. Be specific and actionable
5. Be diverse (different approaches to solving the same problem)
--------------------------------------------------------------------------------
QUERY:
Task Title: {title}
Task Method: {method}
Task Categories: {categories}
Previous Steps (already completed):
{previous_steps}
Final Step (that needs to be executed after solving the exception):
{last_step}
exception: {exception_desc}

Figure 3: Prompt of Generating Solutions.

# Criterion for Exceptions 495

• 0 point: The exception is irrelevant to the 496

“task-plan” pair. Irrelevance denotes the topic- 497

level difference or the distinction of entities. 498

• 1 point: The exception is related to the “task- 499

plan” pair, though it fails to disrupt the execu- 500

tion of the tail-end action of the plan. 501

• 2 point: The exception is related to the “task- 502

plan” pair. More importantly, it can disrupt 503

the tail-end action (i.e., a potentially effective 504

exception attack). Though the effectiveness is 505

determined intuitively because annotators are 506

unaware of the whole background knowledge 507

about it, and cannot find exact evidence to 508
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claim the interpretability.509

• 3 point: In addition to meeting the require-510

ment for 2 points, the exception needs to be511

logically justified. More importantly, it can512

be tackled by a single-step solution instead of513

inducing a chain reaction.514

# Criterion for Solutions515

• 0 point: Irrelevant solution to the exception.516

• 1 point: The solution is related to the excep-517

tion. Though it is obviously ineffective or518

impractical to solve the exception in a single519

step, the tail-end action of the plan cannot be520

executed afterward.521

• 2 point: The solution can effectively handle522

the exception in a single step, and thus enables523

the tail-end step to proceed without further in-524

tervention. More importantly, it is practicable525

but not unrealistic in practice. Nevertheless,526

the practicability is determined based on intu-527

ition. There is a lack of evidence provided by528

annotators to claim interpretability.529

• 3 point: In addition to meeting the require-530

ment for 2 points, the solution needs to be531

logically justified. More importantly, it is de-532

termined as the optimal solution by comparing533

multiple solution candidates.534

A.3 Annotation Scheme535

We recruit 6 annotators who major in linguistics536

and conduct a structured training phase followed537

by up to three rounds of trial annotation. Trial538

annotations proceeds as follows:539

• If the average Kappa value reaches at least540

75%, we proceed to the formal annotation541

phase.542

• If the threshold is not met after three rounds,543

a new group of annotators is recruited.544

Annotators are compensated $0.27 per sample545

during both the trial and formal annotation stages.546

In the formal annotation stage, the six annotators547

are divided into two groups of three, with each548

group assigned to label the same set of data. This549

setup enables the calculation of inter-annotator550

agreement within each group to assess labeling551

consistency.552

After the initial trial phase, we conduct two 553

rounds of formal annotation, with each group la- 554

beling 50 tasks per round. This results in a total of 555

200 annotated tasks, which constitute part of the 556

semi-artificially labeled dataset. After each round, 557

all annotated tasks are jointly reviewed by the three 558

annotators in each group. Annotators receive $0.14 559

for each reviewed sample. 560

Annotators are compensated based on their 561

agreement with the adjudicated results: 562

• Highest agreement: 50% of the total compen- 563

sation. 564

• Second-highest agreement: 30%. 565

• Lowest agreement: 20%. 566

A.4 Background of Annotators 567

Number Gender Age Major Grade
1 female 21 English junior
2 female 21 English junior
3 female 21 English junior
4 female 21 English junior
5 female 21 English junior
6 female 21 English junior

Table 3: Annotator background.

Number Iter1 Iter2 Iter3 Time
1 58.43 77.33 83.56 1.57
2 64.04 68.00 76.71 1.42
3 70.79 68.00 72.60 1.57
4 79.78 70.67 83.56 1.50
5 57.30 74.67 79.45 1.57
6 56.17 80.00 67.12 1.57

Table 4: Trial annotation details.

Table 3 outlines the demographic and aca- 568

demic profiles of the six annotators, including 569

gender, age, academic discipline, and educa- 570

tional level. 571

Table 4 reports annotator agreement with 572

the ground truth, quantified by Kappa value, 573

alongside the mean annotation time per in- 574

stance (in minutes) during the trial phase. 575

A.5 Q&A 576

We document the questions raised by annotators 577

during trial annotation, together with our corre- 578

sponding responses. 579
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INTRODUCTION:

You are a professional task execution evaluator. Please rate the

exception scenario according to the following criteria:

SCORING CRITERIA (0-3 points)

- 0 point: The exception is completely unrelated to the task topic

- 1 point: The exception is related to the task topic, but unrelated to

the historical steps

- 2 point: The exception is related to both the task topic and the

historical steps

- 3 point: Building on the 2-point requirements, the exception is

reasonable and would genuinely prevent the execution of the final step,

but could be resolved by adding a single intermediate step

Please return only a JSON format numerical score, for example:

{

  "score": 2

}

Do not explain your reasoning, only return the score. It must be an

integer between 0-3.

--------------------------------------------------------------------------------

QUERY:

Task Title: {title}

Task Method: {method}

Task Categories: {categories}

Previous Steps (already completed):

{previous_steps}

Final Step (to be executed after resolving the exception): {last_step}

exception: {exception}

Figure 4: Prompt of scoring exception.

Q1: When the procedure is unclear, it can be con-580

fusing, for example, regarding hair perming.581

If someone has never had a perm before, they582

might not be familiar with the subsequent care583

steps.584

A1: Indeed, there are many instances involving585

relatively uncommon world knowledge. An-586

notators are encouraged to rely on their gen-587

eral knowledge and judgment when assigning588

scores. If they are unable to resolve an issue,589

they may use a search engine as a supplemen-590

tary resource.591

Q2: It is difficult to determine which solution is op-592

timal. The evaluation feels highly subjective593

and lacks sufficient supporting information.594

A2: It is not strictly necessary to select the optimal595

solution; if it is hard to judge, assigning a596

maximum of 2 points is acceptable. However,597

annotators are still encouraged to identify the598

best solution when possible and assign it 3599

points.600

Q3: Some of the options seem like the same601

method phrased in four different ways. Can I602

just mark all of them as 2 points in this case?603

INTRODUCTION:
You are a professional solution evaluator. Please rate ALL solutions for
resolving an exception according to the following criteria:
SCORING CRITERIA (0-3 points)
- 0 point: The solution is unrelated to the exception
- 1 point: The solution is related to the exception but cannot fully
resolve it in a single step
- 2 point: The solution is related to the exception and can completely
resolve it in a single step, allowing the execution of the original last
step to complete the task.
- 3 point: Building on the 2-point requirements, this is the optimal
solution among all alternatives
IMPORTANT: Among all solutions for a single exception, at most one
solution can receive 3 points(There may not be 3 points).
If multiple solutions could potentially qualify for 3 points, you must
select only the absolute best one to receive 3 points.
All other solutions can receive a maximum of 2 points. It is not
necessary to have a solution with a score of 3. If you believe that none
of them are the optimal solution, then the highest score is only 2
points.
OUTPUT FORMAT
Return a JSON object with scores for each solution, using the solution
index as the key:
{
  "scores": {
    "0": 3,
    "1": 2,
    "2": 1,
    ...
  }
}
Do not explain your reasoning, only return the scores. Each score must
be an integer between 0-3.
--------------------------------------------------------------------------------
QUERY:
Task Title: {title}
Task Method: {method}
Task Categories: {categories}
Previous Steps (already completed):
{previous_steps}
Final Step (to be executed after resolving the exception): {last_step}
exception: {exception}

Solutions to evaluate:
{solutions}

Figure 5: Prompt of scoring solutions

A3: Yes. Treat this as if there is no single opti- 604

mal solution—simply assign 2 points to all of 605

them. 606

Q4: You mentioned that the criteria for assigning 607

2 points to an "exception" are strict—it’s only 608

when none of the provided solutions can re- 609

solve the exception in a single step. However, 610

taking the sunscreen article as an example, the 611

last "exception" was "clothes getting dirty." 612

While the solutions listed could address the 613

issue, dirty clothes don’t inherently prevent 614

achieving the core goal of "sun protection" 615

(they might mainly affect aesthetics or will- 616

ingness to wear them). Thus, I believe this 617

exception wouldn’t render the final step un- 618

executable, so I’d keep the score at 2. This 619

is where I’m conflicted: based on your addi- 620

tional clarification, it seems like a 3, but based 621

on yesterday’s scoring rules, I’m inclined to 622

stick with 2. Am I misunderstanding some- 623

thing here? 624

A4: Avoid over-interpretation during scoring. In 625

this task, "dirty sunscreen clothing" does qual- 626

ify as an exception that disrupts the original fi- 627

nal step (disregard tangential factors like core 628
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INSTRUCTION:

You are an expert in task analysis and exception resolution. Your role is

to analyze whether a given action could be a solution to a specific

exception that might occur during a task.

INSTRUCTIONS:

1. Carefully analyze the action in the context of the task.

2. Determine if this action could reasonably solve a specific exception.

3. If the action could be a solution, describe a specific exception that

this action would address in 10-15 words maximum.

IMPORTANT GUIDELINES:

- Be realistic about whether the action actually solves a exception or is

just a regular task step.

- Focus on realistic, concrete exceptions that could naturally occur

during the task.

- Your response should be a concise exception description, nothing else.

- Do not include any explanations, analysis, or additional text.

OUTPUT FORMAT:

"A concise description of the specific exception this action would

solve"

Please analyze the following action and determine if it could be a

solution to an exception in a task. 

--------------------------------------------------------------------------------

QUERY:

Task Context:

- Task Title: {title}

- Task Categories: {categories}

- Previous Steps: {previous_steps}

- Final Step: {last_step}

Action: {action}

Figure 6: Prompt of reverse engineering.

purpose or aesthetics). If any solution can629

resolve it in a single step, assign 3 points; if630

none can, assign 2.631

B Details of Distillation632

We adopt Qwen2.5-7B as the base model for train-633

ing the distilled models, Gα and Gβ . The super-634

vised fine-tuning (SFT) dataset is constructed from635

the AEP dataset, which includes both the GPT-636

4o-generated dataset and a semi-artificial labeling637

dataset.638

For Gα, the training objective is to generate639

high-quality exceptions and corresponding solu-640

tions. For Gβ , the objective is to produce reliable641

scoring outputs. Both models are first pretrained642

on GPT-4o-generated data, followed by fine-tuning643

with high-quality semi-artificial labeling data.644

INSTRUCTION:
You are an expert in exception resolution and solution selection. Your
role is to analyze a set of reference solutions from similar exceptions
and select or create the best solution for the current exception.
Please help me analyze and select the best solution:

1) First, evaluate each reference solution. Which ones would be most
helpful for addressing the current exception? Explain your reasoning
briefly for each.
2) Based on your analysis, select the most appropriate solution from
the reference solutions.
SCORING CRITERIA (0-3 points)
- 0 point: The solution is unrelated to the exception
- 1 point: The solution is related to the exception but cannot fully
resolve it in a single step
- 2 point: The solution is related to the exception and can completely
resolve it in a single step, allowing the execution of the original last
step to complete the task.
- 3 point: Building on the 2-point requirements, this is the optimal
solution among all alternatives
You should choose the solution that you believe can achieve the highest
score.
OUTPUT FORMAT:
Return a JSON object with the following structure(You must strictly
output your choices in the given JSON format):
{
"solution": "the selected solution"
}
After outputting the solution you have chosen, do not provide any
further explanation.
--------------------------------------------------------------------------------
QUERY:
- Title: {title}
- Categories: {categories}
- Previous Steps (already completed): 
{previous_steps}
- Final Step (to be executed after resolving the accident): {last_step}
- Current Exception: {exception}
- Reference Solutions:
{reference_solutions}

Figure 7: Prompt of selecting reference solutions.

C Details of AEP-oriented GRR 645

For Gα, the training data comprises instruction- 646

query pairs as depicted in Figure 2 and Figure 3. 647

For Gβ , the instruction-query format is illustrated 648

in Figure 4 and 5. In both cases, the models are 649

trained to generate outputs in strict JSON format 650

to ensure structural consistency and avoid arbitrary 651

or malformed responses. 652

To enable large language models (LLMs) to gen- 653

erate solutions for exceptions, we propose two 654

methods: GRR and RE-GRR. 655

GRR Method: We prompt the LLM to generate 656

an initial solution, which is subsequently used to 657

retrieve a similar solution from a pre-constructed 658

solution library. The generation prompt is shown 659

in Figure 8. 660

For the retrieval component, we use BGE-M3 as 661

the embedding model. We precompute embeddings 662

for all actions and solutions in the library. The 663
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INSTRUCTION:
 You are an expert exception solver with extensive knowledge across
various domains. Your role is to generate the most effective single-
step solution to resolve an exception that occurs during task execution.
    Solution is related to the exception and resolves it in a single step,
allowing the final task step to be executed. 
    FORMATTING REQUIREMENTS
    1. Keep solution description concise and brief (maximum 15-20
words)
    2. The solution must be a single, atomic action (not a combination of
actions)
    3. Avoid using "and" or "or" connectors that suggest multiple actions
    4. Use imperative, direct language (start with a verb)
    5. Focus on one clear, specific action
    DIRECT RELEVANCE
    IMPORTANT: Your solution MUST directly address and resolve the
specific exception mentioned in the query.
    DO NOT provide general solutions for other possible exceptions or
problems.
    Focus only on solving the exact exception described in the query. 
    SCORING CRITERIA (0-3 points)
    - 0 point: The solution is unrelated to the exception
    - 1 point: The solution is related to the exception but cannot fully
resolve it in a single step
    - 2 point: The solution is related to the exception and can completely
resolve it in a single step, allowing the execution of the original last
step to complete the task.
    - 3 point: Building on the 2-point requirements, this is the optimal
solution among all alternatives
    You should generate the solution that you believe can achieve the
highest score.
    OUTPUT FORMAT
    Return a JSON object with the following structure:
    {
      "solution": "Brief description of the single-step solution"
    }
    The solution should:
    1. Be a single atomic action - not a sequence of actions
    2. Be directly relevant to resolving the specific exception
    3. Be realistic and practical
    4. Be specific and actionable
    5. Be the most effective approach to solving the exception
--------------------------------------------------------------------------------
QUERY:
Task Title: {title}
Task Categories: {categories}
Previous Steps (already completed):
{previous_steps}
Final Step (to be executed after resolving the exception): {last_step}
exception: {exception}

Figure 8: Prompt of GRR.

generated solution is also embedded using the same664

model, and we compute cosine similarity to retrieve665

the top-5 (k = 5) most similar solutions. The most666

similar solution is then selected as the result.667

RE-GRR Method: We first use GPT-4o to gener-668

ate a set of potential exceptions that each solution669

might address (one-to-one mapping relationship670

between exceptions and solutions). The prompt for671

this step is shown in Figure 6. These generated ex-672

ceptions are then embedded using BGE-M3 to form673

an exception-to-solution retrieval index. During in-674

ference, the embedding of the current exception675

(generated via BGE-M3) is used to retrieve the top- 676

5 (k = 5) most similar generated exceptions and 677

their corresponding solutions. 678

To enhance decision quality, we prompt the 679

LLMs to select the most appropriate solution from 680

these five candidates. The model is also instructed 681

to articulate its reasoning process, thereby improv- 682

ing the reliability of the selection. The selection 683

prompt is shown in Figure 7. 684

D Details of Evaluating 685

To facilitate evaluation, we construct three types 686

of sets for each dataset: Set≥1, Set≥2, and Set3. A 687

solution with a score of at least 1 is added to Set≥1, 688

and similarly for the other sets. Notably, the sets 689

are constructed separately for each exception. This 690

design ensures that LLM-generated solutions are 691

not only relevant to the corresponding exceptions 692

but also satisfy the specified scoring criteria. Here 693

is an example for AEP: 694

{ 695
"title": "How to Watch Sports on Apple 696

TV", 697
"steps": [ 698

"Establish your viewing criteria.", 699
"Review your free options.", 700
"Review your paid options.", 701
"Review third -party apps.", 702
"Check out the \"Sling TV\" app." 703

], 704
"exceptions_and_solutions ": [ 705

{ 706
"exception_description ": "Sling TV 707

app not installed on Apple TV 708
device", 709

"single_step_solution ": [ 710
{ 711

"solution_description ": " 712
Install Sling TV app via 713
App Store on Apple TV", " 714
score": 3 715

}, 716
{ 717

"solution_description ": "Use 718
Siri voice command to 719
search and install Sling 720
TV", "score": 2 721

}, 722
{ 723

"solution_description ": " 724
Redownload Sling TV from 725
Purchased section in App 726
Store", "score": 1 727

}, 728
{ 729

"solution_description ": " 730
Install Sling TV via Apple 731
TV remote app on paired 732

iPhone", "score": 2 733
} 734

], 735
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"selected_action ": "Install Sling736
TV app via App Store on Apple737
TV",738

}, ...739
]740

}741

In this example, we design the exception “Sling742

TV app not installed on Apple TV device” for the743

step “Check out the ‘Sling TV’ app”. This excep-744

tion hinders the successful execution of the final745

step. To resolve this exception, we generate mul-746

tiple candidate solutions and assign scores to each747

based on predefined evaluation criteria. Each solu-748

tion is then added to the corresponding exception-749

specific set according to its score.750

After obtaining a solution via either the GRR751

or RE-GRR method, we evaluate its effectiveness752

by calculating the win rate across different sets. If753

the generated solution does not match any of our754

designed solutions (ground-truth), it is classified as755

a win for the exception (i.e., the solution is invalid).756

If the solution exists in the set and has a score of 1,757

then both Set≥2 and Set≥3 are considered wins. If758

the score is 2, then Set≥3 alone is considered a win.759

Notably, a higher win rate indicates poorer solution760

quality and weaker model capability in handling761

exceptions.762
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