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Figure 1. We introduce a new method for stylization of novel views using text prompts. The output of our method is a stylized 3D Gaussian

Splatting model of which we show renders here. Our method allows stylization control of both appearance and shape. Using the same

prompt, our method can produce different stylizations with variable shape alteration, allowing for more striking shape and color stylization

compared to GaussCtrl [87]. We show multiple stylizations of the same scene. Code online.

Abstract

Exploring real-world spaces using novel-view synthesis

is fun, and reimagining those worlds in a different style

adds another layer of excitement. Stylized worlds can also

be used for downstream tasks where there is limited train-

ing data and a need to expand a model’s training distri-

bution. Most current novel-view synthesis stylization tech-

niques lack the ability to convincingly change geometry.

This is because editing geometry while maintaining multi-

view consistency is very challenging. In this work, we pro-

pose a new autoregressive 3D Gaussian Splatting styliza-

tion method. As part of this method, we contribute a new

RGBD diffusion model that allows for strength control over

appearance and shape stylization. To ensure consistency

across stylized frames, we use a combination of novel depth-

guided cross attention, feature injection, and a ControlNet

conditioned on composite frames for guiding the stylization

of new frames. We validate our method via extensive quali-

tative results, quantitative experiments, and a user study.

1. Introduction

As humans, we want to explore worlds and stories beyond

what we experience in our daily lives for entertainment or

education. Our history of art reflects this; we started with

paintings on stone walls, moved on to pigment on can-

vas, mastered the art and technicalities of photography, and

then invented moving pictures. When this was not enough,

we created better ways of experiencing these worlds by ei-

ther adding a sense of depth as with stereoscopes or Sen-

sorama [29, 83] or by allowing freedom and control over

viewpoint [7]. More recently, these experiences have been

realized by simulating a world using computer generated

graphics. Realism is achieved with work by artists to make

textures and models, and then work by graphics researchers

to allow real-time renders of these complex and detailed
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worlds for them to come alive. This also enables the cre-

ation of new kinds of worlds that are no longer necessarily

‘real’ but still detailed and immersive enough to convince

viewers and players that they are real.

However, this all comes at a cost. While building 3D

representations of structures and objects by hand – often in

the form of meshes – allows for full artistic control, it re-

quires expensive artistic skill and time. Recent work aims

to cut down the effort needed to bring real objects into the

virtual world. This could involve reconstructing a 3D model

of an object from one [63] or a collection of images [75, 89].

A more convenient approach is to render novel views of a

scene using image-based rendering [32, 43, 54]. The only

requirement for these methods is a dense collection of im-

ages with camera poses obtained via either SLAM [94, 96]

or SfM [74]. The most recent of these methods, 3D Gaus-

sian Splatting [43] (3DGS), uses primitives that can be

rendered in real-time using conventional rasterization tech-

niques, allowing almost-seamless integration into existing

rendering pipelines. While this gives us realism with little

effort, we are limited by what we can capture in the real

world. The next challenge is to change these captures to

allow for the exploration of, and immersion in, stylized ver-

sions of those worlds.

There are many works on altering captures of the real

world. The simplest problem is editing or stylizing 2D im-

ages, where many recent methods excel [40, 48, 69]; there,

stylization is often controlled using language prompts and

example images. A more challenging setting is stylizing

3D representations. Since existing 2D generative and styl-

ization models are powerful and mature, they are often used

as a building block for 3D editing. These 2D models of-

ten lack explicit understanding of geometry, the ability to

output a representation of modified geometry, and strength

control over appearance and shape stylization. Because of

this, modification is often superficial and limited to texture

changes, especially since multi-view consistency is required

and is easily broken when stylization requires geometry ed-

its.

To tackle these challenges, we introduce a new method

for stylizing 3D Gaussian Splats. Our method is informed

by the geometry present in the input 3DGS model and al-

lows strength control over appearance and shape styliza-

tion. Our method operates on renders of a 3DGS, produc-

ing frame-by-frame stylization for arbitrary camera trajec-

tories. We show that 3DGS models made from those styl-

ized frames are qualitatively and quantitatively superior to

existing methods. We highlight our contributions as:

1. an autoregressive pipeline for stylizing 3D Gaussian

Splatting models of scenes given text prompts,

2. an RGBD stylization diffusion model conditioned on a

text prompt and an RGBD image with separate controls

over geometry and appearance,

3. a ControlNet conditioned on warped frame composites

for propagating previous frame stylization,

4. and depth-informed feature sharing for consistent frame-

to-frame stylization.

2. Related Work

Novel-View Synthesis (NVS) is a popular task in computer

graphics where, given an image or a collection of posed im-

ages of a scene, an image is output from an arbitrary view.

Early approaches construct lumigraphs [28] – volumes that

capture the behavior of light as it passes through a scene

– that can be used to render novel views. Subsequent ap-

proaches aim to reconstruct textured geometry [10, 32, 59]

to utilize traditional rendering pipelines, multiplane images

for layered rendering [77, 79], and learned networks for

combining multiple image fragments [33, 67]. More recent

methods render novel views volumetrically using implicit

functions that learn a radiance field of a scene via gradient

descent [54]. An alternate approach [43] is to optimize a set

of 3D Gaussian primitives that can be rendered down to im-

ages via splatting in real-time. Subsequent work uses regu-

larization during optimization [11, 14, 17, 62], models raw

capture [55], improves rendering time [15, 27, 34, 51, 56],

improves training speed and/or quality [2, 56, 66, 92], esti-

mates camera parameters [3, 85], or incorporates semantic

understanding [44, 64].

2D Image Stylization Early image stylization approaches

first extract low level image features such as gradients,

edges, and local segments [47] and then place brush

strokes [30, 36, 52], build mosaics [46], apply artistic

dithering [58], or place cubist blocks [16]. While these

methods are capable of limited styles, follow-up work al-

lows the use of templates or reference images [61, 95].

Given the simple explicit library of edits, local edits

throughout the image are globally consistent, and such

brush strokes or texture abstractions can be propagated

through video [37, 84].

Learned stylization has expanded the library of avail-

able styles by conditioning generation on example im-

ages [40, 48]. Recent diffusion models [38, 71] have im-

proved fidelity and resolution, allowed for stylization [86],

enabled text-based image editing [5], and provided genera-

tion conditioned on depth, keypoints, or edges when com-

bined with ControlNets [93]. Latent Diffusion models gen-

erate images by progressively denoising a 2D latent map

using a U-Net and then decoding the latent into the full im-

age. A ControlNet mirrors the architecture of a diffusion

model’s U-Net and is trained to influence the denoising pro-

cess of the diffusion model. It first encodes a control con-

dition and then shares intermediate features across to the

diffusion model at every layer during the denoising process.

Consistent Stylization 2D stylization can vary dramati-

cally depending on the input image, and so stylization
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Figure 2. Method Overview a) Our pipeline takes as input a novel view synthesis model, in this case a 3D Gaussian Splatting (3DGS)

model, and first renders a set of representative images and their depth maps {IR, DR}. b) Our pipeline stylizes rendered images autore-

gressively. We use a novel RGBD diffusion model (Section 3.1) conditioned on the input RGBD render {ISi , D
S
i }, a stylization prompt,

and stylization noise parameters that modulate the strength of appearance and shape stylization. For every subsequent frame, we warp

previously stylized frames {ISj , D
S
j } to the current frame and form a composite {ICij , D

C
ij}. We use a Warp ControlNet (Section 3.2) con-

ditioned on the warped composite and a validity mask to guide the RGBD stylization of the current frame {IRi , DR
i } to produce {ISi , D

S
i }.

During diffusion we use depth-informed feature sharing (Section 3.3) to propagate deep stylization features. c) We then retrain a 3DGS

model using newly stylized frames {IS , DS}.

consistency from one frame to another is a challenge.

While multiple frames can be generated or edited simul-

taneously as in video diffusion models [4, 39] or 2D-based

3D scene generation [26], these models are often expen-

sive in terms of training time, inference time, and memory

usage. There are also difficulties in acquiring suitable 3D

training data. The problem is especially prevalent for NVS

stylization, where captions may also be required for the

data. Some methods including Instruct-NeRF2NeRF and

Instruct-GS2GS [31, 82], SNeRF [57], and VicaNeRF [18]

gradually stylize a collection of images by alternating be-

tween modifying individual frames and NVS optimization.

These methods require lengthy offline processing and pro-

duce results with either limited shape alteration or blurry

textures. Score Distillation Sampling [60] has been used

to generate 3D scenes from 2D models [60, 70, 78], but

it often produces hazy results, even when used for styl-

ization as in our early experiments. Other NVS styliza-

tion methods achieve multi-view consistency by sharing

latent information in intermediate stages through cross-

attention as in GaussCtrl [6, 87], direct feature injection as

in DGE [13, 35], flow- or depth-based warping [1, 20, 22],

or warp-friendly noise representations [9]. These methods

may suffer by sharing erroneous information from multiple

views with complex geometry. In contrast, we use depth-

guided feature sharing that respects the scene’s geometry

and leads to more consistent stylizations. G3DST [53]

train generalizable modules for stylizing NeRFs but ex-

hibits limited stylization beyond texture changes. 3D scene-

level stylization is possible via 3D noise representations as

in ConsistDreamer [12, 45], Gaussian-embedded features

[50], or Gaussian primitive tracing [50]. Notably, Consist-

Dreamer’s stylizations are surface-level with local texture

modification. In contrast, our method makes dramatic and

controllable geometry changes to the 3DGS scene.

3. Method

Our method takes as input a depth-regularized 3D Gaussian

Splatting (3DGS) model of a scene from which we render a

set of RGB and depth images using poses from a represen-

tative camera trajectory. It also takes in a stylization prompt

and two values indicating the strength of both appearance

and geometry stylization. The intermediate output of our

model is a set of consistently stylized RGBD frames. We

use these stylized frames to train our output stylized 3DGS

model. In Section 3.1 we describe our 2D RGBD diffu-

sion model that allows for appearance and shape styliza-

tion strength control using separate denoising of color and

depth. When stylizing every new frame in the sequence, we

composite the original render and projections of selected

previously stylized frames as input to an RGBD-informed

Warp ControlNet (Section 3.2) to guide stylization of new

frames. We use a mixture of depth-informed feature-sharing

strategies to share feature information across from stylized

frames to the current frame (Section 3.3) to encourage con-

sistent stylization. Our method is outlined in Figure 2.
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Figure 3. For the same prompt, we vary stylization strength for geometry. a) We show the output of our RGBD model for the same

stylization prompt but with varying depth stylization strengths. Note how the depths change when we ask for higher depth stylization but

the overall color gamut does not. b) We show the effect of shape stylization in output 3DGS models from our method.

3.1. Geometry and Appearance Stylization

Our RGBD diffusion model takes as input an image ren-

der IRi , the rendered depth map DR
i , a prompt, and style

strength parameters for both depth and color, and outputs

stylized color ISi and depth DS
i . Following previous diffu-

sion stylization methods, during inference we progressively

apply noise to our inputs before denoising with prompt con-

ditioning. Starting at diffusion time t = 0, we first add

Gaussian noise to get to time t = Tnoise, and then use DDIM

inversion to get to noise level Tmax. This latent is then de-

noised with the network conditioned on the target prompt.

This use of noise rather than inversion for the first few steps

allows us to guard against overfitting on the high-frequency

components of the input RGBD, since the forward process

tends to destroy high-frequency components first.

We wish to control the stylization strength of color and

depth separately, while still editing these channels in a man-

ner that keeps them consistent with one another. To do

this, we denoise both of them simultaneously and modify

the noise schedules for each respective channel by introduc-

ing two separate maximum timesteps for adding noise, TD
max

and T I
max for depth and color respectively. During denois-

ing, we do not permit the network to change the depth until

t < TD
max, nor to change the RGB channels until t < T I

max.

Inspired by diffusion inpainting methods [68], we pass in

masks MD
t and M I

t , consisting of ones if the current nois-

ing/denoising timestep satisfies the condition t ≤ T
I,D
max

and 0 otherwise. This allows us to inform the network

of whether its changes to the RGB and D channels will

be accepted or not on a given denoising step, just as the

mask passed into inpainting models informs the network of

whether its changes to a given pixel will be accepted. Since

we predict scale-invariant depth, we scale the output depth

map, DS
i , using the rendered depth DR

i . We show examples

of variable-depth stylization in Fig. 3.

3.2. Warp ControlNet for Consistent Inpainting

We wish to propagate previous frames’ stylization when

stylizing new frames. We forward-warp previously stylized

frames using their depths DS
j to the current frame, Ii, and

compute warped frames ISij , warped depths DS
ij , and valid-

ity masks MS
ij where j is the index of a previously stylized

frame. For each warped reference frame, we composite it

with the unstylized current frame to get ICij , D
C
ij .

A naive approach to generating a new frame conditional

on a previously stylized frame would be to warp the stylized

previous frame, and then inpaint missing regions. However,

this leaves warping artifacts. Instead, we create a specif-

ically trained custom ControlNet [93] conditioned on the

composites ICij , D
C
ij , the composite mask MS

ij , and the input

prompt. This guides the RGBD diffusion model to correct

artifacts in the warped region, and inpaint the rest of the im-

age consistently with warped regions. We pass each refer-

ence frame’s composite through the ControlNet and average

guidance features over each reference frame. We elaborate

on the model training in Section 4.2.

3.3. Depth-Informed Information Sharing

Forward warping of RGB and depth pixels does not pre-

serve fine textures, and does not capture deep features used

in previous frames, which our ControlNet does not have ac-

cess to. To that end, we use feature injection [80] and cross-

attention [6, 87]. These mechanisms help inform layers of

the network of how reference frames were stylized. How-
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ever, cross-attending and injecting features across all image

patches might lead to undesirable effects such as duplicated

or misplaced aesthetic features; see Figure 5. While previ-

ous work uses epipolar lines to guide this process [13], we

use depth information to more precisely transfer feature in-

formation from reference frames to the current frame. We

start by building 4D heatmaps Lij computed by forward-

warping the reference frame depth DS
j to the current frame.

We use a forward warp to guide the transfer of features from

reference to source frames by (a) increasing the strength

of cross-attention where a reference frame pixel forward-

warps to a target-frame pixel, and (b) directly injecting fea-

tures from reference-frame pixels to corresponding target-

frame pixels. We show this visually in Figure 4.

We modify the diffusion model’s self-attention layers to

allow the image to attend to both itself (as in the unmodified

self-attention) and to the reference images, by concatenat-

ing together the keys from the original image and the refer-

ence images. Our cross-attention then becomes:

  \centering \text {softmax} \left ( \frac {Q[K_{\text {self}}, K_{\text {ref}}]^T}{\sqrt {d_k}} + \log \Delta \right ) [V_{\text {self}}, V_{\text {ref}}] \label {eq:xattn} 













  (1)

where ∆ is a mask which we use to control the amount of

attention between each key-query pair. When the key is in

Kself, ∆ is a constant λself (which we set to 0.5 everywhere).

Where the key is in Kref, it is equal to Lij , allowing us to

modulate the strength of the cross-attention based on our

knowledge of the geometry.

During denoising, it is desirable to use a reference image

at the same noise level as the image being generated. For

this reason, we cache intermediate latents for all frames. At

each denoising timestep, we then retrieve the cached refer-

ence frame latents from the corresponding timestep and use

them for feature-sharing.

For feature injection, we use an argmax across reference

features on Lij to select which reference feature to inject

into the network. We do not perform feature injection in

the first two and last three layers since we only want higher

order semantic information and to prevent texture artifacts.

Figure 4. Feature information sharing We show a slice through

the heatmap L for a single pixel in the target frame.

4. Implementation Details

4.1. Frame Selection, Warping, and Resolution

Our pipeline takes as input and produces output images at

a resolution of 512 × 512. We select a smooth representa-

tive trajectory through the 3DGS, so that pose changes from

each frame to the next are not too extreme.

We obtain the first frame by running the RGBD model

without the ControlNet. For each reference frame, we warp

it to the next frame to be generated and composite it with

the unstylized new frame, forming the input to our Con-

trolNet. To warp, we construct a mesh by backprojecting

stylized depth maps to create vertices, forming mesh edges

between neighboring pixels, and clipping edges using a nor-

mals check w.r.t the camera look-at. We then render this

mesh to the current view using PyTorch3D [65]. All results

are generated using warps of and feature sharing from the

first and last stylized frames.

Figure 5. Qualitative Ablations We show a) two reference

frames, the results of style propagation using ours in b) and e),

and then ablations in c) and f). c) without our Warp ControlNet,

the geometry and texture on the face and tie are not propagated

correctly. f) by cross attending everywhere across the entirety of

the frame without depth-informed feature sharing, patches like the

bear’s eye may be misplaced or repeated leading to inconsistency.

4.2. Architecture and Training

For our RGBD latent model, we initialize with Stable Dif-

fusion 2.1 [68] as a base. We encode both RGB and depth

images separately. Following [41], we encode the depth

map by stacking it three times along the channel dimen-

sion and using the image encoder. For our denoising U-

Net [68], the input channels are four encoded feature chan-

nels and mask channels MD
t and M I

t . We train our RGBD

model on 500k images from the aesthetic subset of the Re-

LAION-2B dataset [76]. For supervising our model’s depth

output we generate depth maps for every training-set im-

age using a combination of three off-the-shelf depth models

to prevent overfitting to the characteristics of any particular

depth model: Depth Anything V2 [88], Marigold [42], and

GeoWizard [24]. We apply Gaussian blur to these depth

maps 75% of the time. We use noise scheduler strategies

from [49].

Our ControlNet model is based on the original imple-

mentation [93]. We change the hint input channel size to
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CLIP Image Consistency Time

CLIP Direction Similarity ↑ CLIP Direction Consistency ↑ RMSE ↓ LPIPS ↓

Instruct NeRF2NeRF [31] .098 .531 .0463 .0540 ∼ hours

Instruct GS2GS [81] .097 .519 .0501 .0403 ∼ 30 minutes

GaussCtrl [87] .123 .590 .0471 .0438 ∼ 10 minutes

DGE [13] .113 .565 .0384 .0407 ∼ 10 minutes

Ours .175 .606 .0370 .0378 ∼ 10 minutes

Table 1. Quantitative Evaluation We compute metrics for 53 stylizations on a range of published and new scenes. CLIP Direction

Similarity measures how well the stylization implied by the prompt is respected. CLIP Direction Consistency measures how consistent this

stylization is across frames. We also compute image consistency scores from [23]. Ours outperforms other novel-view stylization methods.

accommodate the 5 channels of our composited RGBD im-

age and its mask. We also expand the channel sizes of the

hint network from (16, 32, 96, 256) to (48, 96, 192, 384) to

allow it to better understand the stylization and compositing

problem in our input. To train this ControlNet, we generate

pairs of training data by predicting depth maps for RGB im-

ages, stylizing those frames using our RGBD model (which

we train before the ControlNet), warping those stylized

frames to an arbitrary camera, and warping back. For our

training set, we generate 250k pairs from our RGBD model

using 10k prompts. We sample 6 random camera transforms

for each. See the supplemental for further details.

4.3. 3DGS Optimization

We train a 3D Gaussian Splatting (3DGS) model for every

scene before rendering trajectories for use in our method.

To produce 3DGS models with good depth renders, we use

depth and normal regularization. We first run a monocular

depth model, Metric3D [91], on each training view, ren-

der a depth map from the 3DGS at that view, and median-

scale the rendered depth map using the Metric3D depth pre-

diction. We compute a depth loss using a scale-invariant

loss [19]. We compute dot-product and cosine-similarity

losses on normal maps from both depth maps made using

cross products on local image gradients [73].

The final stage of our pipeline is training a new 3DGS

model using stylized output color and depth maps from our

method. In this instance, we regularize using our method’s

depth predictions, as well as normals derived from them.

We also use a Total Variation L1 (TVL1) [8] loss on ren-

dered normals from depth as regularization to reduce float-

ing artifacts. See the supplemental for details.

5. Experiments

We evaluate our method both quantitatively (Table 1), qual-

itatively (Figure 7), and with a user study. We evaluate

on scenes from Instruct-NeRF2NeRF [31], GaussCtrl [87],

ScanNet++ [90], Mip-NeRF360 [2], and our new scenes.

We compare against a video editing model, CCEdit [21], in

the supplemental. For all baselines, we use official code.

Evaluation Frame Selection Our method uses a smooth

camera trajectory through the splat, whereas our baselines

take an unordered set of sparse frames (for which we use

the original training views of the splat). In order to fairly

evaluate our method against our baselines, we find nearest

neighbor pairs of poses between our trajectory and the orig-

inal training views used by our baselines. We interpolate

halfway between every such pair of views. We use these

views for evaluating quantitatively and for the user study.

Figure 6. A/B User Study 31 participants consistently preferred

our method’s adherence to style prompts and found it to either

match or exceed other methods in aesthetic quality.

Metrics We compute CLIP metrics defined in [5, 25, 31].

Specifically, we first compute the vector direction between

the negative prompt and the stylization prompt. We also

compute the vector direction between the unstylized and

stylized images. Both vector directions should agree if the

prompt is adhered to; this metric is labeled CLIP Direction

Similarity. We also measure the consistency in stylization

by computing the change in image vector directions across

frames, CLIP Direction Consistency.

Qualitative Evaluation We show extensive qualitative re-

sults as CLIP metrics alone are not very reliable at judging

stylization quality [31, 87]. We experiment with varying the

strength of our geometry stylization on both the intermedi-

ate RGBD diffusion model and the final 3DGS in Fig. 3.

Notably, in the final 3DGS stylizations, our method is capa-

ble of leaving texture information consistent while chang-

ing geometry with varying TD
max. Our method stylizes the

scene beyond simple local texture and color edits compared

to ConsistDreamer [12] in Fig. 8. We show a side-by-side

comparison of our model and baselines in Fig. 7; our model
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Figure 7. Qualitative Comparison from Novel Views Our method’s ability to change the scene’s shape allow its stylizations to be more

aesthetically pleasing and exhibit more adherence to the style prompt.

consistently outperforms previous methods in both shape

editing and overall quality.

User Study We report an A/B user study with 31 partic-

ipants in Figure 6. We use 49 prompt/scene combinations

and render A/B comparison videos from a circular wiggle at

randomly selected evaluation views of the unstylized splat,

our method, and one of each of the baselines from Table 1.

We randomly select 8 A/B videos for each baseline for a

total of 32 videos. We ask users the following questions

for each video: Of the two videos, which one most closely
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follows the style description? and Of the two videos, which

one is most aesthetically pleasing?. We note that the videos

are not cherry picked and are rendered from difficult evalu-

ation views using challenging stylization prompts.

Figure 8. Qualitative comparison of our method with Consist-

Dreamer [12] since code is not available. Our method alters the

scene beyond local texture and color augmentations.

Ablations We ablate our core contributions one by one in

Table 2 and show qualitative comparisons in Figure 5. In-

consistent pipeline output would lead to blurry 3DGS mod-

els whose blurry renders exhibit deceptively low RMSE and

high consistency. Therefore, we define the metrics Sequen-

tial RMSE and Sequential LPIPS as the RMSE and LPIPS

respectively computed between successive pairs of stylized

frames from our pipeline (prior to 3DGS retraining), where

we warp one to the other. This allows us to quantify how

good 3D consistency is between successive views from our

pipeline. In Table 2, (1) is naive stylization with nothing

to enforce consistency between frames; (2) uses an RGB

inpainting model with a ControlNet conditioned on depth;

and (3) adds depth prediction on stylized frames for warping

and compositing. (6) Without our Warp ControlNet, styliza-

tion is incorrectly propagated and artifacts are left behind,

resulting in worse sequential RMSE and LPIPS. Not shar-

ing features (4) or performing cross-attention equally across

the whole of the reference images (5) without depth guid-

ance have a similar effect on metrics.

Similarity ↑ Consistency ↑ Seq. RMSE ↓ Seq. LPIPS ↓

(1) Single-Frame Independent Stylization with Sec 3.1 0.161 0.592 .1170 .0941

(2) Warp + RGB Inpaint + Depth ControlNet 0.110 0.581 .0585 .0959

(3) Warp + RGB Inpaint + Depth ControlNet + DAv2 [88] 0.104 0.629 .0776 .0975

(4) w\o feature sharing (3.3) 0.178 0.611 .0817 .0931

(5) w full x-attn, no feat. injection (3.3) 0.180 0.610 .0730 .0914

(6) w\o Warp ControlNet (3.2) with inpainting 0.170 0.604 .0834 .0917

(7) Ours 0.175 0.606 .0702 .0911

Table 2. Quantitative Ablations We ablate our core contributions

and report their effect on scores.

6. Limitations

Our method’s stylization quality is dependent on trajectory

selection. Since our method is reliant on images and depths

rendered from the original NVS model, we occasionally in-

herit errors and insert them into stylized output, see Fig-

ure 9. We used 3DGS for a balance of speed and quality;

since our method is agnostic to the underlying NVS rep-

resentation, this component could be swapped in for other

ones. Our method takes ∼10mins to run on average. While

this is on par or faster than baselines, further improvements

could be made via faster diffusion models [72].

Figure 9. Limitations Given errors in the original 3D Gaussian

Splat model (see the fuzziness on the right shoulder in a) and the

incorrect depth on the eyebrow in b), our method will sometimes

inherit these errors in the stylization.

7. Conclusion

We have presented a new method for 3D Gaussian Splat-

ting stylization. Our new method utilizes a novel RGBD

model for stylization strength control over shape and ap-

pearance, a Warp ControlNet for consistently propagating

stylizations, and depth-guided feature injection and cross

attention. We validated our contributions and the superior-

ity of our method on a user study, a quantitative benchmark,

and through qualitative results.
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