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Abstract

The pre-trained text-to-image diffusion models have been increasingly employed
to tackle the real-world image super-resolution (Real-ISR) problem due to their
powerful generative image priors. Most of the existing methods start from random
noise to reconstruct the high-quality (HQ) image under the guidance of the given
low-quality (LQ) image. While promising results have been achieved, such Real-
ISR methods require multiple diffusion steps to reproduce the HQ image, increasing
the computational cost. Meanwhile, the random noise introduces uncertainty in
the output, which is unfriendly to image restoration tasks. To address these issues,
we propose a one-step effective diffusion network, namely OSEDiff, for the Real-
ISR problem. We argue that the LQ image contains rich information to restore
its HQ counterpart, and hence the given LQ image can be directly taken as the
starting point for diffusion, eliminating the uncertainty introduced by random noise
sampling. We finetune the pre-trained diffusion network with trainable layers to
adapt it to complex image degradations. To ensure that the one-step diffusion
model could yield HQ Real-ISR output, we apply variational score distillation in
the latent space to conduct KL-divergence regularization. As a result, our OSEDiff
model can efficiently and effectively generate HQ images in just one diffusion step.
Our experiments demonstrate that OSEDiff achieves comparable or even better
Real-ISR results, in terms of both objective metrics and subjective evaluations, than
previous diffusion model-based Real-ISR methods that require dozens or hundreds
of steps. The source codes are released at https://github.com/cswry/OSEDiff.

1 Introduction

Image super-resolution (ISR) [13, 66, 29, 65, 6, 24, 46, 27, 61] is a classical yet still active research
problem, which aims to restore a high-quality (HQ) image from its low-quality (LQ) observation
suffering from degradations of noise, blur and low-resolution, etc. While one line of ISR research
[13, 66, 29, 65, 6] simplifies the degradation process from HQ to LQ images as bicubic downsampling
(or downsampling after Gaussian blur) and focus on the study on network architecture design, the
trained models can hardly be generalized to real-world LQ images, whose degradations are often
unknown and much more complex. Therefore, another increasingly popular line of ISR research
is the so-called real-world ISR (Real-ISR) [61, 45] problem, which aims to reproduce perceptually
realistic HQ images from the LQ images captured in real-world applications.

There are two major issues in training a Real-ISR model. One is how to build the LQ-HQ training
image pairs, and another is how to ensure the naturalness of restored images, i.e., how to ensure that
the restored images follow the distribution of HQ natural images. For the first issue, some researchers
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Figure 1: Performance and efficiency comparison among SD-based Real-ISR methods. (a). Perfor-
mance comparison on the DrealSR benchmark [51]. Metrics like LPIPS and NIQE, where smaller
scores indicate better image quality, are inverted and normalized for display. OSEDiff achieves
leading scores on most metrics with only one diffusion step. (b). Model efficiency comparison. The
inference time is tested on an A100 GPU with 512× 512 input image size. OSEDiff has the fewest
trainable parameters and is over 100 times faster than StableSR [42].

have proposed to collect real-world LQ-HQ image pairs using long-short camera focal lenses [3, 51].
However, this is very costly and can only cover certain types of real-world image degradations.
Another more economical way is to simulate the real-world LQ-HQ image pairs by using complex
image degradation pipelines. The representative works include BSRGAN [61] and Real-ESRGAN
[45], where a random shuffling of basic degradation operators and a high-order degradation model
are respectively used to generate LQ-HQ image pairs.

With the given training data, how to train a robust Real-ISR model to output perceptually natural
images with high quality becomes a key issue. Simply learning a mapping network between LQ-HQ
paired data with pixel-wise losses can lead to over-smoothed results [24, 46]. It is crucial to integrate
natural image priors into the learning process to reproduce HQ images. A few methods have been
proposed to this end. The perceptual loss [18] explores the texture, color, and structural priors in
a pre-trained model such as VGG-16 [38] and AlexNet [23]. The generative adversarial networks
(GANs) [14] alternatively train a generator and a discriminator, and they have been adopted for
Real-ISR tasks [24, 46, 45, 61, 27, 53]. The generator network aims to synthesize HQ images, while
the discriminator network aims to distinguish whether the synthesized image is realistic or not. While
great successes have been achieved, especially in the restoration of specific classes of images such as
face images [56, 44], GAN-based Real-ISR tends to generate unpleasant details due to the unstable
adversarial training and the difficulties in discriminating the image space of diverse natural scenes.

The recently developed generative diffusion models (DM) [39, 16], especially the large-scale pre-
trained text-to-image (T2I) models [37, 36], have demonstrated remarkable performance in various
downstream tasks. Having been trained on billions of image-text pairs, the pre-trained T2I models
possess powerful natural image priors, which can be well exploited to improve the naturalness and
perceptual quality of Real-ISR outputs. Some methods [42, 57, 31, 52, 40, 59] have been developed to
employ the pre-trained T2I model for solving the Real-ISR problem. While having shown impressive
results in generating richer and more realistic image details than GAN-based methods, the existing
SD-based methods have several problems to be further addressed. First, these methods typically take
random Gaussian noise as the start point of the diffusion process. Though the LQ images are used as
the control signal with a ControlNet module [63], these methods introduce unwanted randomness in
the output HQ images [40]. Second, the restored HQ images are usually obtained by tens or even
hundreds of diffusion steps, making the Real-ISR process computationally expensive. Though some
one-step diffusion based Real-ISR methods [48] have been recently proposed, they fail in achieving
high-quality details compared to multi-step methods.

To address the aforementioned issues, we propose a One-Step Effective Diffusion network, OSEDiff
in short, for the Real-ISR problem. The UNet backbone in pre-trained SD models has strong
capability to transfer the input data into another domain, while the given LQ image actually has rich
information to restore its HQ counterpart. Therefore, we propose to directly feed the LQ images into
the pre-trained SD model without introducing any random noise. Meanwhile, we integrate trainable
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LoRA layers [17] into the pre-trained UNet, and finetune the SD model to adapt it to the Real-ISR
task. On the other hand, to ensure that the one-step model can still produce HQ natural images as
the multi-step models, we utilize variational score distillation (VSD) [49, 58, 10] for KL-divergence
regularization. This operation effectively leverages the powerful natural image priors of pre-trained
SD models and aligns the distribution of generated images with natural image priors. As illustrated
in Fig. 1, our extensive experiments demonstrate that OSEDiff achieves comparable or superior
performance measures to state-of-the-art SD-based Real-ISR models, while it significantly reduces
the number of inference steps from N to 1 and has the fewest trainable parameters, leading to more
than ×100 speedup in inference time over previous methods such as StableSR [42].

2 Related Work
Starting from SRCNN [13], deep learning-based methods have become prevalent for ISR. A variety
of methods have been proposed [30, 66, 67, 9, 5, 29, 65, 6, 7] to improve the accuracy of ISR
reconstruction. However, most of these methods assume simple and known degradations such as
bicubic downsampling, limiting their applications to real-world images with complex and unknown
degradations. In recent years, researches have been exploring the potentials of generative models,
including GAN [14] and diffusion networks [16], for solving the Real-ISR problem.

GAN-based Real-ISR. The use of GAN for photo-realistic ISR can be traced back to SRGAN [24],
where the image degradation is assumed to be bicubic downsampling. Later on, researchers found
that GAN has the potential to perform real-world image restoration with more complex degradations
[61, 45]. Specifically, by using randomly shuffled degradation and high-order degradation to generate
more realistic LQ-HQ training pairs, BSRGAN [61] and Real-ESRGAN [45] demonstrate promising
Real-ISR results, which trigger many following works [4, 27, 28, 53]. DASR [28] designs a tiny
network to predict the degradation parameters to handle degradations of various levels. SwinIR
[29] switches the generator from CNNs to stronger transformers, further enhancing the performance
of Real-ISR. However, the adversarial training process in GAN is unstable and its discriminator is
limited in telling the quality of diverse natural image contents. Therefore, GAN-based Real-ISR
methods often suffer from unnatural visual artifacts. Some works such as LDL [27] and DeSRA [53]
can suppress much the artifacts, yet they are difficult to generate more natural details.

Diffusion-based Real-ISR. Some early attempts [21, 20, 47] employ the denoising diffusion proba-
bilistic models (DDPMs) [16, 39, 11] to address the ISR problem by assuming simple and known
degradations (e.g., bicubic downsampling). These methods are training-free by modifying the reverse
transition of pre-trained DDPMs using gradient descent, but they cannot be applied to complex
unknown degradations. Recent researches [42, 57, 31, 40, 59] have leveraged stronger pre-trained
T2I models, such as Stable Diffusion (SD) [1], to tackle the Real-ISR problem. In general, they
introduce an adapter [63] to fine-tune the SD model to reconstruct the HQ image with the LQ image
as the control signal. StableSR [42] finetunes a time-aware encoder and employs feature warping to
balance fidelity and perceptual quality. PASD [57] extracts both low-level and high-level features
from the LQ image and inputs them to the pre-trained SD model with a pixel-aware cross attention
module. To further enhance the semantic-aware ability of the Real-ISR model, SeeSR [52] introduces
degradation-robust tag-style text prompts and utilizes soft prompts to guide the diffusion process.
To mitigate the potential risks of diffusion uncertainty, CCSR [40] leverages a truncated diffusion
process to recover structures and finetunes the VAE decoder by adversarial training to enhance details.
SUPIR [59] leverages the powerful generation capability of SDXL model and the strong captioning
capability of LLaVA [32] to synthesize rich image details.

The above mentioned methods, however, require tens or even hundreds of steps to complete the
diffusion process, resulting in unfriendly latency. SinSR shortens ResShift [60] to a single-step
inference by consistency preserving distillation. Nevertheless, the non-distrbution-based distillation
loss tends to obtain smooth results, and the model capacity of SinSR and ResShift are much smaller
than the SD models to address Real-ISR problems.

3 Methodology

3.1 Problem Modeling
Real-ISR is to estimate an HQ image x̂H from the given LQ image xL. This task can be convention-
ally modeled as an optimization problem: x̂H = argminxH

(Ldata (Φ(xH),xL) + λLreg (xH)),
where Φ is the degradation function, Ldata is the data term to measure the fidelity of the optimization
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Figure 2: The training framework of OSEDiff. The LQ image is passed through a trainable encoder
Eθ, a LoRA finetuned diffusion network ϵθ and a frozen decoder Dθ to obtain the desired HQ image.
In addition, text prompts are extracted from the LQ image and input to the diffusion network to
stimulate its generation capacity. Meanwhile, the output of the diffusion network ϵθ will be sent to
two regularizer networks (a frozen pre-trained one and a fine-tuned one), where variational score
distillation is performed in latent space to ensure that the output of ϵθ follows HQ natural image
distribution. The regularization loss will be back-propagated to update Eθ and ϵθ. Once training is
finished, only Eθ, ϵθ and Dθ will be used in inference.

output, Lreg is the regularization term to exploit the prior information of natural images, and scalar λ
is the balance parameter. Many conventional ISR methods [13, 29, 65] restore the desired HQ image
by assuming simple and known degradation models and employing hand-crafted natural image prior
models (i.e., image sparsity based prior [54]).

However, the performance of such optimization-based methods is largely hindered by two factors.
First, the degradation function Φ is often unknown and hard to model in real-world scenarios. Second,
the hand-crafted regularization terms Lreg are hard to effectively model the complex natural image
priors. With the development of deep-learning techniques, it has become prevalent to learn a neural
network Gθ, which is parameterized by θ, from a training dataset S of (xL,xH) pairs to map the LQ
image to an HQ image. The network training can be described as the following learning problem:

θ∗ = argminθE(xL,xH)∼S [Ldata (Gθ(xL),xH) + λLreg (Gθ(xL))] , (1)

where Ldata and Lreg are the loss functions. Ldata enforces that the network output x̂H = Gθ(xL)
can approach to the ground-truth xH as much as possible, which can be quantified by metrics such
as L1 norm, L2 norm and LPIPS [64]. Using only the Ldata loss to train the network Gθ from
scratch may over-fit the training dataset. In this work, we propose to finetune a pre-trained generative
network, more specifically the SD [36] network, to improve the generalization capability of Gθ. In
addition, the regularization loss Lreg is critical to improve the generalization capability of Gθ, as
well as enhance the naturalness of output HQ images x̂H . Suppose that we have the distribution of
real-world HQ images, denoted by p(xH), the KL divergence [8] is an ideal choice to serve as the
loss function of Lreg; that is, the distribution of restored HQ images, denoted by qθ(x̂H), should be
identical to p(xH) as much as possible. The regularization loss can be defined as:

Lreg = DKL (qθ(x̂H)∥p(xH)) . (2)

Existing works [24, 46] mostly instantiate the above objective via adversarial training [14], which
involves learning a discriminator to differentiate between the generated HQ image x̂H and the real
HQ image xH , and updating the generator Gθ to make x̂H and xH indistinguishable. However, the
discriminators are often trained from scratch alongside the generator. They may not be able to acquire
the full distribution of HQ images and lack enough discriminative power, resulting in sub-optimal
Real-ISR performance.
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The recently developed T2I diffusion models such as SD [36] offer new options for us to formulate
the loss Lreg. These models, trained on billions of image-text pairs, can effectively depict the natural
image distribution in latent space. Some score distillation methods have been reported to employ SD
to optimize images by using the KL-divergence as the objective [49, 25, 43]. In particular, variational
score distillation (VSD) [49, 58, 10] induces such a KL-divergence based objective from particle-
based variational optimization to align the distributions represented by two diffusion models. Based
on the above discussions, we propose to instantiate the learning objective in Eq. (1) by designing
an efficient and effective one-step diffusion network. In specific, we finetune the pre-trained SD
with LoRA [17] as our Real-ISR backbone network and employ VSD as our regularizer to align the
distribution of network outputs with natural HQ images. The details are provided in the next section.

3.2 One-Step Effective Diffusion Network

Framework Overview. As discussed in Sec. 1, the existing SD-based Real-ISR methods [42,
57, 31, 52, 40] perform multiple timesteps to estimate the HQ image with random noise as the
starting point and the LQ image as control signal. These approaches are resource-intensive and will
inherently introduce randomness. Based on our formulation in Sec. 3.1, we propose a one-step
effective diffusion (OSEDiff) network for Real-ISR, whose training framework is shown in Fig. 2.
Our generator Gθ to be trained is composed of a trainable encoder Eθ, a finetuned diffusion network
ϵθ and a frozen decoder Dθ. To ensure the generalization capability of Gθ, the output of the diffusion
network ϵθ will be sent to two regularizer networks, where VSD loss is performed in latent space.
The regularization loss are back-propagated to update Eθ and ϵθ. Once training is finished, only the
generator Gθ will be used in inference. In the following, we will delve into the detailed architecture
design of OSEDiff, as well as its associated training losses.

Network Architecture Design. Let’s denote by Eϕ, ϵϕ and Dϕ the VAE encoder, latent diffusion
network and VAE decoder of a pretrained SD model, where ϕ denotes the model parameters. Inspired
by the recent success of LoRA [17] in finetuning SD to downstream tasks [34, 35], we adopt LoRA
to fine-tune the pre-trained SD in the Real-ISR task to obtain the desired generator Gθ.

As shown in the left part of Fig. 2, to maintain SD’s original generation capacity, we introduce
trainable LoRA [17] layers to the encoder Eϕ and the diffusion network ϵϕ, finetuning them into Eθ

and ϵθ with our training data. For the decoder, we fix its parameters and directly set Dθ = Dϕ. This
is to ensure that the output space of the diffusion network remains consistent with the regularizers.

Recall that the diffusion model diffuses the input latent feature z through zt = αtz + βtϵ, where
αt, βt are scalars that are dependent to diffusion timestep t ∈ {1, · · · , T} [16]. With a neural network
that can predict the noise in zt, denoted as ϵ̂, the denoised latent can be obtained as ẑ0 = zt−βtϵ̂

αt
,

which is expected to be cleaner and more photo-realistic than zt. Moreover, SD is a text-conditioned
generation model. By extracting the text embeddings [36], denoted by cy, from the given text
description y, the noise prediction can be performed as ϵ̂ = ϵθ(zt; t, cy).

We adapt the above text-to-image denoising process to the Real-ISR task, and formulate the LQ-to-HQ
latent transformation Fθ as a text-conditioned image-to-image denoising process as:

ẑH = Fθ(zL; cy) ≜
zL − βT ϵθ(zL;T, cy)

αT
, (3)

where we conduct only one-step denoising on the LQ latent zL, without introducing any noise, at the
T -th diffusion timestep. The denoising output ẑH is expected be more photo-realistic than zL. As
for the text embeddings, we apply some text prompt extractor, such as the DAPE [52], to LQ input
xL, and obtain cy = Y(xL). Finally, the whole LQ-to-HQ image synthesis can be written as:

x̂H = Gθ(xL) ≜ Dθ(Fθ(Eθ(xL);Y(xL))). (4)

As mentioned in Sec. 3.1, to improve the performance for a Real-ISR model, it is required to supervise
the generator training with both the data term Ldata and regularization term Lreg. As shown in the
right part of Fig. 2, we propose to adapt VSD [49] as the regularization term. Apart from utilizing
the SD model as the pre-trained regularizer ϵϕ, VSD also introduces a finetuned regularizer, i.e., a
latent diffusion module finetuned on the distribution qθ (x̂H) of generated images with LoRA. We
denote this finetuned diffusion module as ϵϕ′ .
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Training Loss. We train the generator Gθ with the data loss Ldata and regularization loss Lreg. We
set Ldata as the weighted sum of MSE loss and LPIPS loss:

Ldata (Gθ(xL),xH) = LMSE (Gθ(xL),xH) + λ1LLPIPS (Gθ(xL),xH) , (5)

where λ1 is a weighting scalar. As for Lreg, we adopt the VSD loss via:

Lreg (Gθ(xL)) = LVSD (Gθ(xL), cy) = LVSD (Gθ(xL),Y(xL)) . (6)

Given any trainable image-shape feature x, its latent code z = Eϕ(x) and encoded text prompt
condition cy , VSD optimizes x to make it consistent with the text prompt y via:

∇xLVSD (x, cy) = Et,ϵ

[
ω(t) (ϵϕ(zt; t, cy)− ϵϕ′(zt, t; cy))

∂z

∂x

]
, (7)

where the expectation of the gradient is conducted over all diffusion timesteps t ∈ {1, · · · , T} and
ϵ ∼ N (0, I). Therefore, the overall training objective for the generator Gθ is:

L (Gθ(xL),xH) = Ldata (Gθ(xL),xH) + λ2Lreg (Gθ(xL)) , (8)

where λ2 is a weighting scalar. Besides, as required by VSD, the finetuned regularizer ϵϕ′ should
also be trainable, and its training objective is:

Ldiff = Et,ϵ,cy=Y(xL),ẑH=Fθ(Eθ(xL);Y(xL))LMSE (ϵϕ′ (αtẑH + βtϵ; t, cy) , ϵ) . (9)

Note that the above Ldiff loss is only applied to update ϵϕ′ . The whole algorithm to illustrate the
training pipeline can be found in the Appendix.

VSD in Latent Space. The original VSD computes the gradients in the image space. When it is
used to train an SD-based generator network, there will be repetitive latent decoding/encoding in
computing Lreg. This is costly and makes the regularization less effective. Considering the fact that a
well-trained VAE should satisfy Eϕ(x) = Eϕ(Dϕ(z)) ≈ z, we can approximately let Eϕ(x̂H) = ẑH .
In this case, we can eliminate the redundant latent encoding/decoding in computing the regularization
loss, as we follow DMD [58] to optimize the distribution loss in the latent state space rather than in
the noise space. The gradient of the regularization loss w.r.t. the network parameter θ in the latent
space is:

∇θLVSD(Gθ(xL), cy) = ∇x̂H
LVSD(x̂H , cy)

∂x̂H

∂θ

= Et,ϵ,ẑt=αtEϕ(x̂H)+βtϵ

[
ω(t) (ϵϕ(ẑt; t, cy)− ϵϕ′(ẑt; t, cy))

∂ẑH

∂x̂H

∂x̂H

∂θ

]
= Et,ϵ,ẑt=αtẑH+βtϵ

[
ω(t) (ϵϕ(ẑt; t, cy)− ϵϕ′(ẑt; t, cy))

∂ẑH

∂θ

]
.

(10)

4 Experiments

4.1 Experimental Settings

Training and Testing Datasets. Prior works [42, 57, 31, 52] employed different training datasets,
making unified training standards for Real-ISR difficult to establish. For simplicity, we adopt SeeSR’s
setup [52] and train OSEDiff using the LSDIR [26] dataset and the first 10K face images from
FFHQ [19]. The degradation pipeline of Real-ESRGAN [45] is used to synthesize LQ-HQ training
pairs. We evaluate OSEDiff and compare it with competing methods using the test set provided
by StableSR [42], including both synthetic and real-world data. The synthetic data includes 3000
images of size 512× 512, whose GT are randomly cropped from DIV2K-Val [2] and degraded using
the Real-ESRGAN pipeline [45]. The real-world data include LQ-HQ pairs from RealSR [3] and
DRealSR [51], with sizes of 128× 128 and 512× 512, respectively.

Compared Methods. We compare OSEDiff with state-of-the-art DM-based Real-ISR methods,
including StableSR [42], ResShift [60], PASD [57], DiffBIR [31], SeeSR [52] and SinSR [48].
Among them, StableSR, PASD, DiffBIR, and SeeSR are all based on the pre-trained SD model.
ResShift trains a DM from scratch in the pixel domain, while SinSR is a one-step model distilled
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Table 1: Quantitative comparison with state-of-the-art methods on both synthetic and real-world
benchmarks. ‘s’ denotes the number of diffusion reverse steps in the method. The best and second
best results of each metric are highlighted in red and blue, respectively.

Datasets Methods PSNR↑ SSIM↑ LPIPS↓ DISTS↓ FID↓ NIQE↓ MUSIQ↑ MANIQA↑ CLIPIQA↑

DIV2K-Val

StableSR-s200 23.26 0.5726 0.3113 0.2048 24.44 4.7581 65.92 0.6192 0.6771
DiffBIR-s50 23.64 0.5647 0.3524 0.2128 30.72 4.7042 65.81 0.6210 0.6704
SeeSR-s50 23.68 0.6043 0.3194 0.1968 25.90 4.8102 68.67 0.6240 0.6936
PASD-s20 23.14 0.5505 0.3571 0.2207 29.20 4.3617 68.95 0.6483 0.6788

ResShift-s15 24.65 0.6181 0.3349 0.2213 36.11 6.8212 61.09 0.5454 0.6071
SinSR-s1 24.41 0.6018 0.3240 0.2066 35.57 6.0159 62.82 0.5386 0.6471

OSEDiff-s1 23.72 0.6108 0.2941 0.1976 26.32 4.7097 67.97 0.6148 0.6683

DrealSR

StableSR-s200 28.03 0.7536 0.3284 0.2269 148.98 6.5239 58.51 0.5601 0.6356
DiffBIR-s50 26.71 0.6571 0.4557 0.2748 166.79 6.3124 61.07 0.5930 0.6395
SeeSR-s50 28.17 0.7691 0.3189 0.2315 147.39 6.3967 64.93 0.6042 0.6804
PASD-s20 27.36 0.7073 0.3760 0.2531 156.13 5.5474 64.87 0.6169 0.6808

ResShift-s15 28.46 0.7673 0.4006 0.2656 172.26 8.1249 50.60 0.4586 0.5342
SinSR-s1 28.36 0.7515 0.3665 0.2485 170.57 6.9907 55.33 0.4884 0.6383

OSEDiff-s1 27.92 0.7835 0.2968 0.2165 135.30 6.4902 64.65 0.5899 0.6963

RealSR

StableSR-s200 24.70 0.7085 0.3018 0.2288 128.51 5.9122 65.78 0.6221 0.6178
DiffBIR-s50 24.75 0.6567 0.3636 0.2312 128.99 5.5346 64.98 0.6246 0.6463
SeeSR-s50 25.18 0.7216 0.3009 0.2223 125.55 5.4081 69.77 0.6442 0.6612
PASD-s20 25.21 0.6798 0.3380 0.2260 124.29 5.4137 68.75 0.6487 0.6620

ResShift-s15 26.31 0.7421 0.3460 0.2498 141.71 7.2635 58.43 0.5285 0.5444
SinSR-s1 26.28 0.7347 0.3188 0.2353 135.93 6.2872 60.80 0.5385 0.6122

OSEDiff-s1 25.15 0.7341 0.2921 0.2128 123.49 5.6476 69.09 0.6326 0.6693

Table 2: Complexity comparison among different methods. All methods are tested with an input
image of size 512× 512, and the inference time is measured on an A100 GPU.

StableSR DiffBIR SeeSR PASD ResShift SinSR OSEDiff

Inference Step 200 50 50 20 15 1 1
Inference Time (s) 11.50 2.72 4.30 2.80 0.71 0.13 0.11

MACs (G) 79940 24234 65857 29125 5491 2649 2265
# Total Param (M) 1410 1717 2524 1900 119 119 1775

# Trainable Param (M) 150.0 380.0 749.9 625.0 118.6 118.6 8.5

from ResShift. Note that we do not compare with the recent method SUPIR [59] because it tends to
generate rich yet excessive details, which are however unfaithful to the input image.

For those GAN-based Real-ISR methods, including BSRGAN [61], Real-ESRGAN [45], LDL [27],
and FeMaSR [4], we put their results into the Appendix.

Evaluation Metrics. To provide a comprehensive and holistic assessment on the performance of
different methods, we employ a range of full-reference and no-reference metrics. PSNR and SSIM
[50] (calculated on the Y channel in YCbCr space) are reference-based fidelity measures, while
LPIPS [64], DISTS [12] are reference-based perceptual quality measures. FID [15] evaluates the
distance of distributions between GT and restored images. NIQE [62], MANIQA-pipal [55], MUSIQ
[22], and CLIPIQA [41] are no-reference image quality measures. We also conduct a user study,
which is presented in the Appendix.

Implementation Details. We train OSEDiff with the AdamW optimizer [33] at a learning rate of
5e-5. The entire training process took approximately 1 day on 4 NVIDIA A100 GPUs with a batch
size of 16. The rank of LoRA in the VAE Encoder, diffusion network, and finetuned regularizer is set
to 4. For the text prompt extractor, although advanced multimodal language models [32] can provide
detailed text descriptions, they come at a high inference cost. We adopt the degradation-aware prompt
extraction (DAPE) module in SeeSR [52] to extract text prompts. The SD 2.1-base is used as the
pre-trained T2I model. The weighting scalars λ1 and λ2 are set to 2 and 1, respectively.

4.2 Comparison with State-of-the-Arts

Quantitative Comparisons. The quantitative comparisons among the competing methods on the
three datasets are presented in Table 1. We can have the following observations. (1) First, OSEDiff
exhibits clear advantages over competing methods in full-reference perceptual quality metrics LPIPS
and DISTS, distribution alignment metric FID, and semantic quality metric CLIPIQA, especially
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Figure 3: Qualitative comparisons of different Real-ISR methods. Please zoom in for a better view.

on the two real-world datasets DrealSR and RealSR. (2) Second, SeeSR and PASD show better
no-reference metrics like NIQE, MUSIQ and MANIQA. This is because these multi-step methods
can produce rich image details in the diffusion process, which are preferred by no-reference metrics.
(3) Third, ResShift and its distilled version SinSR show better full-reference fidelity metrics such as
PSNR. This is mainly because they train a DM from scratch specifically for the restoration purpose,
instead of exploring the pre-trained T2I model such as SD. However, ResShift and SinSR show poor
perceptual quality metrics than other methods.

Qualitative Comparisons. Fig. 3 presents visual comparisons of different Real-ISR methods. As
illustrated in the first example, ResShift and SinSR severely blur the facial details due to the lack of
pre-trained image priors. StableSR, DiffBIR and SeeSR reconstruct more facial details by exploring
the image prior in pre-trained SD model. PASD generates excessive yet unnatural details. Though
OSEDiff performs only one step forward propagation, it reproduces realistic and superior facial
details to other methods. Similar conclusion can be drawn from the second example. StableSR and
DiffBIR are limited in generating rich textures due to the lack of text prompts. PASD suffers from
incorrect semantic generation because its prompt extraction module is not robust to degradation.
While SeeSR utilizes degradation-aware semantic cues to stimulate image generation priors, the
generated leaf veins are unnatural, which may be influenced by its random noise sampling. In contrast,
OSEDiff can generate detailed and natural leaf veins. More visualization comparisons and the results
of subjective user study can be found in the Appendix.

Complexity Comparisons. We further compare the complexity of competing DM-based Real-ISR
models in Table 2, including the number of inference steps, inference time, and trainable parameters.
All methods are tested on an A100 GPU with an input image of size 512 × 512. OSEDiff has the
fewest trainable parameters, and the trained LoRA layers can be merged into the original SD to further
reduce the computational cost. By using only one forward pass, OSEDiff has significant advantage
in inference time over multi-step methods. Specifically, OSEDiff demonstrates a substantial speed
advantage, being approximately 105 times faster than StableSR, 39 times faster than SeeSR, and
6 times faster than ResShift. When compared to the single-step method SinSR, OSEDiff not only
achieves faster inference but also delivers significantly higher output quality. In terms of complexity,
OSEDiff requires the lowest MACs at just 2265G, as it operates with only a single diffusion step.
In contrast, methods like StableSR, which require 200 steps, incur substantially higher MACs (e.g.,
79940G). Regarding trainable parameters, OSEDiff is highly parameter-efficient, requiring only
8.5M parameters (LoRA layers), compared to models such as SeeSR, which necessitates 749.9M
parameters. This highlights the efficiency of OSEDiff during the training process.
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Table 3: Comparison of different losses on the RealSR benchmark.
PSNR↑ LPIPS↓ MUSIQ↑ CLIPIQA↑

w/o VSD loss 25.42 0.2934 65.23 0.5876
GAN loss 25.00 0.2760 67.29 0.6254

VSD loss in image domain 25.05 0.2759 67.90 0.6256
OSEDiff 25.15 0.2921 69.09 0.6693

Table 4: Comparison of different text prompt extractors on the DrealSR benchmark.
Prompt Extraction

Methods PSNR↑ SSIM↑ LPIPS↓ DISTS↓ FID↓ NIQE↓ MUSIQ↑ MANIQA↑ CLIPIQA↑ Prompt Extraction
Time (s)

Null 28.51 0.7910 0.2896 0.2080 126.59 6.6436 62.13 0.5782 0.6599 0
DAPE 27.92 0.7835 0.2968 0.2165 135.30 6.4902 64.65 0.5899 0.6963 0.02

LLaVA-v1.5 27.72 0.7735 0.3109 0.2249 149.45 6.4119 65.70 0.6038 0.7033 3.53

Table 5: Comparison of LoRA in VAE en-
coder with different ranks.

Rank PSNR↑ DISTS↓ MUSIQ↑ NIQE↓

2 - - - -
4 25.15 0.2128 69.09 5.6479
8 24.86 0.2134 68.37 5.8184

Table 6: Comparison of LoRA in UNet with
different ranks.

Rank PSNR↑ DISTS↓ MUSIQ↑ NIQE↓

2 25.28 0.2154 68.89 5.7171
4 25.15 0.2128 69.09 5.6479
8 24.87 0.2115 68.39 5.8184

Table 7: Ablation studies on finetuning the VAE encoder and decoder on the RealSR benchmark.
Train VAE Encoder Train VAE Decoder PSNR↑ DISTS↓ LPIPS↓ CLIPIQA↑ MUSIQ↑ NIQE↓

(1) × × 25.27 0.1966 0.2656 0.5303 58.99 6.5496
(2) × ✓ 25.30 0.2049 0.2829 0.5604 65.83 6.6291
(3) ✓ ✓ 25.59 0.2141 0.3017 0.5778 65.92 6.9845

OSEDiff ✓ × 25.15 0.2128 0.2921 0.6693 69.09 5.6479

4.3 Ablation Study

Effectiveness of VSD Loss. To validate the effectiveness of our VSD loss in latent space, we perform
ablation studies by removing the VSD loss, replacing it with the GAN loss used in [35], and applying
VSD loss in the image domain. The results on the RealSR test set are shown in Table 3. We can see
that without using the VSD loss, the perceptual quality metrics are significantly degraded because it
is hard to ensure good visual quality using only MSE loss and even LPIPS loss [64]. Using GAN loss
and VSD loss in the image domain can improve the performance, but the results are not as good as
applying VSD loss in the latent domain. Our proposed OSEDiff can effectively align the distribution
of Real-ISR outputs by performing VSD regularization in the latent domain.

Comparison on Text Prompt Extractors. We then conduct experiments to evaluate the effect of
different text prompt extractors on the Real-ISR results. We test three options. The first option
does not employ text prompts. The second option uses the DAPE module in SeeSR [52] to extract
degradation-aware tag-style prompts, as we used in our main experiments. The third option uses
LLaVA-v1.5 [32] to extract long text descriptions after removing the degradation of input LQ images,
as used in SUPIR [59]. We retrain the models based on different prompt extraction methods. The
ablation results are shown in Table 4.

One can see that without using text prompts as inputs, those full-reference metrics such PSNR,
SSIM, LPIPS, DISTS and even FID can improve, while those no-reference metrics such as MUSIQ,
MANIQA and CLIPIQA become worse. By using DAPE and LLaVA to extract text prompts, the
generation capability of the pre-trained T2I SD model can be triggered, resulting in richer synthesized
details, which however can reduce the full-reference indices. A visual example is shown in Figure
4. We see that while LLaVA extracts significantly longer text prompts than DAPE, they produce a
similar amount of visual details. However, it is worth mentioning that the MLLM model LLaVA is
very costly, increasing the inference time of DAPE by 170 times. Considering the cost-effectiveness,
we ultimately choose DAPE as the text prompt extractor in OSEDiff.
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Figure 4: The impact of different prompt extraction methods. Please zoom in for a better view.

Setting of LoRA Rank. When finetuning the VAE encoder and the UNet, we need to set the rank of
LoRA layers. Here we evaluate the effect of different LoRA ranks on the Real-ISR performance by
using the RealSR benchmark [3]. The results are shown in Tables 5 and 6, respectively. As shown in
Table 5, if a too small LoRA rank, such as 2, is set for the VAE encoder, the training will be unstable
and cannot converge. On the other hand, if a higher LoRA rank, such as 8, is used for the VAE
encoder, it may overfit in estimating image degradation, losing some image details in the output, as
evidenced by the PSNR, DISTS, MUSIQ and NIQE indices. We find that setting the rank to 4 can
achieve a balanced result for the VAE encoder. Similar conclusions can be made for the setting of
LoRA rank on UNet. As can be seen from Table 6, a rank of 4 strikes a good balance. Therefore, we
set the rank as 4 for both the VAE encoder and UNet LoRA layers.

The Finetuning on the VAE Encoder and Decoder. We conducted ablation studies to examine the
impact of finetuning the VAE encoder and decoder, as shown Table 7. In the first row, where neither
the VAE encoder nor decoder is finetuned, the results show poor perception performance. Comparing
with OSEDiff, where only the VAE encoder is finetuned, we observe significant improvements in
perceptual quality (e.g., MUSIQ improves from 58.99 to 69.09). This demonstrates that finetuning
the VAE encoder is important for removing degradation and enhancing overall performance. When
comparing the third row, where both the VAE encoder and decoder are finetuned, with OSEDiff,
where only the encoder is trained and the decoder is fixed, we note that OSEDiff also achieves better
perceptual quality (CLIPIQ improves from 0.5778 to 0.6693). This indicates that fixing the VAE
decoder is important to ensure that the UNet output remains in the original VAE latent space, which
helps minimizing the VSD loss more effectively. Thus, finetuning the VAE encoder is important to
remove degradation, while fixing the VAE decoder helps maintaining stability in the latent space,
leading to better perceptual quality.

5 Conclusion and Limitation

We proposed OSEDiff, a one-step effective diffusion network for Real-ISR, by utilizing the pre-
trained text-to-image model as both the generator and the regularizer in training. Unlike traditional
multi-step diffusion models, OSEDiff directly took the given LQ image as the starting point for
diffusion, eliminating the uncertainty associated with random noise. By fine-tuning the pre-trained
diffusion network with trainable LoRA layers, OSEDiff can well adapt to the complex real-world
image degradations. Meanwhile, we performed the variational score distillation in the latent space to
ensure that the model’s predicted scores align with those of multi-step pre-trained models, enabling
OSEDiff to efficiently produce HQ images in one diffusion step. Our experiments showed that
OSEDiff achieved comparable or superior Real-ISR outcomes to previous multi-step diffusion-based
methods in both objective metrics and subjective assessments. We believe our exploration can
facilitate the practical application of pre-trained T2I models to Real-ISR tasks.

There are some limitations of OSEDiff. First, the details generation capability of OSEDiff can
be further improved. Second, like other SD-based methods, OSEDiff is limited in reconstructing
fine-scale structures such as small scene texts. We will investigate these problems in further work.
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A Appendix
In the appendix, we provide the following materials:

• Comparison with GAN-based methods (referring to Section 4.1 in the main paper).

• Results of user study (referring to Section 4.1 in the main paper).

• More real-world visual comparisons under scaling factor 4× (referring to Section 4.2 in the
main paper).

• Training algorithm of OSEDiff (referring to Section 3.2 in the main paper).

A.1 Comparison with GAN-based Methods

We compare OSEDiff with four representative GAN-based Real-ISR methods, including BSRGAN
[61], Real-ESRGAN [45], LDL [27] and FeMaSR [4]. The results are shown in Table 8. It is not
a surprise that GAN-based methods have better fidelity measures such as PSNR and SSIM than
OSEDiff. However, OSEDiff has much better perceptual qualify metrics. We also provide visual
comparisons in Figure 5. Compared to GAN-based methods, OSEDiff is able to generate realistic
and reasonable details, such as squirrel hair, textures of petals, buildings, and leaves.

A.2 User Study

To further validate the effectiveness of our proposed OSEDiff method, we conducted a user study
by using 20 real-world LQ images. An LQ image and its HQ counterparts generated by different
Real-ISR methods were presented to volunteers, who were asked to select the best HQ result. The
volunteers were instructed to consider two factors when making their decisions: the image perceptual
quality and and its content (including structure and texture) consistency with the LQ input, with each
factor contributing equally to the final selection.

We randomly selected 20 real-world LQ images from the RealLR200 dataset [52]. Figure 6(a) shows
the thumbnails used in the user study, cropped into squares for a convenient layout. We generated the
HQ outputs of them by using the DM-based Real-ISR methods StableSR [42], DiffBIR [31], SeeSR
[52], PASD [57], ResShift [60], SinSR [48], and OSEDiff. A number of 15 volunteers were invited
to participate in the evaluation. The results are shown in Figure 6(b). We see that OSEDiff ranks the
second, just lagging slightly behind SeeSR. However, it should be noted that OSEDiff runs over 10
times faster than SeeSR by performing only one-step diffusion.

A.3 More Visual Comparisons

Figure 7 provides more visual comparisons between OSEDiff and other DM-based methods. One can
see that OSEDiff achieves comparable to or even better results than the multi-step diffusion methods
in scenarios such as portraits, flower patterns, buildings, animal fur, and letters.

Table 8: Quantitative comparison with GAN-based methods on both synthetic and real-world
benchmarks. The best results of each metric are highlighted in red.

Datasets Methods PSNR↑ SSIM↑ LPIPS↓ DISTS↓ FID↓ NIQE↓ MUSIQ↑ MANIQA↑ CLIPIQA↑

DIV2K-Val

BSRGAN 24.58 0.6269 0.3351 0.2275 44.23 4.7518 61.20 0.5071 0.5247
Real-ESRGAN 24.29 0.6371 0.3112 0.2141 37.64 4.6786 61.06 0.5501 0.5277

LDL 23.83 0.6344 0.3256 0.2227 42.29 4.8554 60.04 0.5350 0.5180
FeMASR 23.06 0.5887 0.3126 0.2057 35.87 4.7410 60.83 0.5074 0.5997
OSEDiff 23.72 0.6108 0.2941 0.1976 26.32 4.7097 67.97 0.6148 0.6683

DrealSR

BSRGAN 28.75 0.8031 0.2883 0.2142 155.63 6.5192 57.14 0.4878 0.4915
Real-ESRGAN 28.64 0.8053 0.2847 0.2089 147.62 6.6928 54.18 0.4907 0.4422

LDL 28.21 0.8126 0.2815 0.2132 155.53 7.1298 53.85 0.4914 0.4310
FeMASR 26.90 0.7572 0.3169 0.2235 157.78 5.9073 53.74 0.4420 0.5464
OSEDiff 27.92 0.7835 0.2968 0.2165 135.30 6.4902 64.66 0.5899 0.6963

RealSR

BSRGAN 26.39 0.7654 0.2670 0.2121 141.28 5.6567 63.21 0.5399 0.5001
Real-ESRGAN 25.69 0.7616 0.2727 0.2063 135.18 5.8295 60.18 0.5487 0.4449

LDL 25.28 0.7567 0.2766 0.2121 142.71 6.0024 60.82 0.5485 0.4477
FeMASR 25.07 0.7358 0.2942 0.2288 141.05 5.7885 58.95 0.4865 0.5270
OSEDiff 25.15 0.7341 0.2921 0.2128 123.49 5.6476 69.09 0.6326 0.6693
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A.4 Algorithm of OSEDiff

The pseudo-code of our OSEDiff training algorithm is summarized as Algorithm 1. We follow
[49, 58] and use classifier-free guidance (cfg) when calculating zϕ.The cfg value is set to 7.5, and the
negative prompts we use are: "painting, oil painting, illustration, drawing, art, sketch, oil painting,
cartoon, CG Style, 3D render, unreal engine, blurring, dirty, messy, worst quality, low quality, frames,
watermark, signature, jpeg artifacts, deformed, lowres, over-smooth."

Algorithm 1 Training Scheme of OSEDiff
Input: Training dataset S, pretrained SD parameterized by ϕ including VAE encoder Eϕ, latent diffusion

network Eϕ and VAE decoder ϵϕ, prompt extractor Y, training iteration N
1 Initialize Gθ parameterized by θ, including

Eθ ← Eϕ with trainable LoRA
ϵθ ← ϵϕ with trainable LoRA
Dθ ← Dϕ

2 Initialize ϵϕ ← ϵθ with trainable LoRA
3 for i← 1 to N do
4 Sample xL,xH from S

/* Network forward */
5 cy ← Y(xL)
6 zL ← Eθ(xL)
7 ẑH ← Fθ(zL; cy)
8 x̂H ← Dθ(ẑH)

/* Compute data term objective */
9 ∇θLdata ← [LMSE(x̂H ,xH) + λ1LLPIPS(x̂H ,xH)] ∂x̂H

∂θ

/* Compute regularization objective, following DMD[58] */
10 Sample ϵ fromN (0, I)
11 Sample t from {20, · · · , 980}
12 ẑt ← αtẑH + σtϵ
13 zϕ ← stopgrad(Fϕ (ẑt; cy))
14 zϕ′ ← stopgrad(Fϕ′ (ẑt; cy))
15 ω ← 1/mean(∥zϕ − ẑH∥)
16 ∇θLreg ← [ω(zϕ′ − zϕ)]

∂ẑH
∂θ

/* Compute regularizer funetuning objective */
17 Sample ϵ fromN (0, I)
18 Sample t from {1, · · · , T}
19 zt ← αt stopgrad(ẑH) + σtϵ
20 Ldiff ← LMSE(ϵϕ′(zt; t, cy), ϵ)

/* Network Parameter Update */
21 Update θ with Ldata + λ2Lreg

22 Update ϕ′ with Ldiff

23 end
Output: Generator Gθ including VAE encoder Eθ , latent diffusion network Eθ and VAE decoder ϵθ
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Figure 5: Qualitative comparisons between OSEDiff and GAN-based Real-ISR methods. Please
zoom in for a better view.

Figure 6: The LQ images used in user study and the voting results.
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Figure 7: More visulization comparisons of different DM-based Real-ISR methods. Please zoom in
for a better view.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Yes, the main claims in the abstract and introduction accurately reflect the
paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss limitations in the final section (Conclusion and Limitation).
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: Yes, the paper provides a full set of assumptions and a proof for each theoretical
result.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes, the paper fully discloses all necessary information to reproduce the main
experimental results, supporting the main claims and conclusions.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: All training and testing data are publicly available. We will release the codes
and model if the paper is accepted.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Yes, the paper provides all necessary training and test details, including data
splits, hyperparameters, and optimizer type, to fully understand the results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: We do not report error bars.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We detail the type of compute workers, memory, and execution time in the
experiment section.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Yes, the research in the paper fully conforms to the NeurIPS Code of Ethics in
every respect.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Yes, we analyze the potential social impact in the final section.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pre-trained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Yes, we clearly indicate the baseline methods and training/testing data used in
the paper. Their licenses permit use within academic scope.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Codes and model will be released if the paper is accepted.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowd sourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

24

paperswithcode.com/datasets


• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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