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Reference Videos TI-AnimateDiff DreamVideo Magic-Me

Shot 1: Miffy wakes up one bright morning, ready to embark on a day filled with adventure.

Ours

Shot 2: First stop is the bustling town square, where Miffy greets friends.

Shot 3: Miffy explores the enchanting forest, admiring nature's beauty.

Shot 4: As the sun sets, Miffy relaxes on the beach, watching the golden hues of twilight.

Figure 1: Comparison results of customized storytelling videos. Existing methods fail to preserve the
subject consistency across shots, while our method successfully maintains inter-shot and intra-shot
consistency of the customized subject.

ABSTRACT

The advent of AI-Generated Content (AIGC) has spurred research into automated
video generation to streamline conventional processes. However, automating
storytelling video production, particularly for customized narratives, remains chal-
lenging due to the complexity of maintaining subject consistency across shots.
While existing approaches like Mora and AesopAgent integrate multiple agents
for Story-to-Video (S2V) generation, they fall short in preserving protagonist
consistency and supporting Customized Storytelling Video Generation (CSVG).
To address these limitations, we propose StoryAgent, a multi-agent framework
designed for CSVG. StoryAgent decomposes CSVG into distinct subtasks assigned
to specialized agents, mirroring the professional production process. Notably, our
framework includes agents for story design, storyboard generation, video creation,
agent coordination, and result evaluation. Leveraging the strengths of different
models, StoryAgent enhances control over the generation process, significantly
improving character consistency. Specifically, we introduce a customized Image-
to-Video (I2V) method, LoRA-BE, to enhance intra-shot temporal consistency,
while a novel storyboard generation pipeline is proposed to maintain subject con-
sistency across shots. Extensive experiments demonstrate the effectiveness of our
approach in synthesizing highly consistent storytelling videos, outperforming state-
of-the-art methods. Our contributions include the introduction of StoryAgent, a
versatile framework for video generation tasks, and novel techniques for preserving
protagonist consistency.

1 INTRODUCTION

Storytelling videos, typically multi-shot sequences depicting a consistent subject such as a human,
animal, or cartoon character, are extensively used in advertising, education, and entertainment.

1
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Producing these videos traditionally is both time-consuming and expensive, requiring significant
technical expertise. However, with advancements in AI-Generated Content (AIGC), automated video
generation is becoming an increasingly researched area, offering the potential to streamline and
enhance traditional video production processes. Techniques such as Text-to-Video (T2V) generation
models (He et al., 2022; Ho et al., 2022; Singer et al., 2022; Zhou et al., 2022; Blattmann et al.,
2023a; Chen et al., 2023a) and Image-to-Video (I2V) methods (Zhang et al., 2023a; Dai et al., 2023;
Wang et al., 2024a; Zhang et al., 2023b) enable users to generate corresponding video outputs simply
by inputting text or images.

While significant advancements have been made in video generation research, automating storytelling
video production remains challenging. Current models struggle to preserve subject consistency
throughout the complex process of storytelling video generation. Recent agent-driven systems, such
as Mora (Yuan et al., 2024) and AesopAgent (Wang et al., 2024b), have been proposed to address
Story-to-Video (S2V) generation by integrating multiple specialized agents, such as T2I and I2V
generation agents. However, these methods fall short in allowing users to generate storytelling videos
featuring their designated subjects, i.e., Customized Storytelling Video Generation (CSVG). The
protagonists generated from story descriptions often exhibit inconsistency across multiple shots.
Another line of research focusing on customized text-to-video generation like DreamVideo (Wei
et al., 2023) and Magic-Me (Ma et al., 2024) can also be employed to synthesize storytelling videos.
They first fine-tune the models using the data about the given reference protagonists, then generate the
videos from the story descriptions. Despite these efforts, maintaining fidelity to the reference subjects
remains a significant challenge. As shown in Figure 1, the results of TI-AnimateDiff, DreamVideo,
and Magic-Me fail to preserve the appearance of the reference subject in the video. In these methods,
the learned concept embeddings cannot fully capture and express the subject in different scenes.

Considering the limitations of existing storytelling video generation models, we explore the potential
of multi-agent collaboration to synthesize customized storytelling videos. In this paper, we introduce
a multi-agent framework called StoryAgent, which consists of multiple agents with distinct roles that
work together to perform CSVG. Our framework decomposes CSVG into several subtasks, with each
agent responsible for a specific role: 1) Story designer, writing detailed storylines and descriptions
for each scene.2) Storyboard generator, generating storyboards based on the story descriptions and
the reference subject. 3) Video creator, creating videos from the storyboard. 4) Agent manager,
coordinating the agents to ensure orderly workflow. 5) Observer, reviewing the results and providing
feedback to the corresponding agent to improve outcomes. By leveraging the generative capabilities of
different models, StoryAgent enhances control over the generation process, resulting in significantly
improved character consistency. The core functionality of the agents in our framework can be flexibly
replaced, enabling the framework to complete a wide range of video-generation tasks. This paper
primarily focuses on the accomplishment of CSVG.

However, simply equipping the storyboard generator with existing T2I models, such as SDXL (Podell
et al., 2023) as used by Mora and AesopAgent, often fails to preserve inter-shot consistency, i.e.,
maintaining the same appearance of customized protagonists across different storyboard images.
Similarly, directly employing existing I2V methods such as SVD (Blattmann et al., 2023b) and Gen-
2 (Esser et al., 2023) leads to issues with intra-shot consistency, failing to keep the character’s fidelity
within a single shot. Inspired by the image customization method AnyDoor (Chen et al., 2023b), we
develop a new pipeline comprising three main steps—generation, removal, and redrawing—as the
core functionality of the storyboard generator agent to produce highly consistent storyboards. To
further improve intra-shot consistency, we propose a customized I2V method. This involves integrat-
ing a background-agnostic data augmentation module and a Low-Rank Adaptation with Block-wise
Embeddings (LoRA-BE) into an existing I2V model (Xing et al., 2023) to enhance the preservation
of protagonist consistency. Extensive experiments on both customized and public datasets demon-
strate the superiority of our method in generating highly consistent customized storytelling videos
compared to state-of-the-art customized video generation approaches. Readers can view the dynamic
demo videos available at this anonymous link: https://github.com/storyagent123/
Comparison-of-storytelling-video-results/blob/main/demo/readme.md1

The main contributions of this work are as follows: 1) We propose StoryAgent, a multi-agent
framework for storytelling video production. This framework stands out for its structured yet flexible
systems of agents, allowing users to perform a wide range of video generation tasks. These features

1The codes will be released upon the acceptance of the paper

2
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also enable StoryAgent to be a prime instrument for pushing forward the boundaries of CSVG. 2)
We introduce a customized Image-to-Video (I2V) method, LoRA-BE (Low-Rank Adaptation with
Block-wise Embeddings), to enhance intra-shot temporal consistency, thereby improving the overall
visual quality of storytelling videos. 3) In the experimental section, we present an evaluation protocol
on public datasets for CSVG and also collect new subjects from the internet for testing. Extensive
experiments have been carried out to prove the benefit of the proposed method.

2 RELATED WORK

Story Visulization. Our StoryAgent framework decomposes CSVG into three subtasks, including
generating a storyboard from story descriptions, akin to story visualization. Recent advancements in
Diffusion Models (DMs) have shifted focus from GAN-based (Li et al., 2019; Maharana et al., 2021)
and VAE-based frameworks (Chen et al., 2022; Maharana et al., 2022) to DM-based approaches.
AR-LDM (Pan et al., 2024) uses a DM framework to generate the current frame in an autoregressive
manner, conditioned on historical captions and generated images. However, these methods struggle
with diverse characters and scenes due to story-specific training on datasets like PororoSV (Li et al.,
2019) and FlintstonesSV (Maharana and Bansal, 2021). For general story visualization, StoryGen
(Chang Liu, 2024) iteratively synthesizes coherent image sequences using current captions and
previous visual-language contexts. AutoStory (Wang et al., 2023) generates story images based
on layout conditions by combining large language models and DMs. StoryDiffusion (Zhou et al.,
2024) introduces a training-free Consistent Self-Attention module to enhance consistency among
generated images in a zero-shot manner.Additionally, methods like T2I-Adapter (Mou et al., 2024),
IP-Adapter (Ye et al., 2023), and Mix-of-Show (Gu et al., 2023), designed to enhance customizable
subject generation, can also be used for storyboards. However, these often fail to maintain detail
consistency across sequences. To address this, our storyboard generator, inspired by AnyDoor (Chen
et al., 2023b), employs a pipeline of removal and redrawing to ensure high character consistency.

Image Animation. Animating a single image, a crucial aspect of storyboard animation, has garnered
considerable attention. Previous studies have endeavored to animate various scenarios, including
human faces (Geng et al., 2018; Wang et al., 2020; 2022), bodies (Blattmann et al., 2021; Karras et al.,
2023; Siarohin et al., 2021; Weng et al., 2019), and natural dynamics (Holynski et al., 2021; Li et al.,
2023; Mahapatra and Kulkarni, 2022). Some methods have employed optical flow to model motion
and utilized warping techniques to generate future frames. However, this approach often yields
distorted and unnatural results. Recent research in image animation has shifted towards diffusion
models (Ho et al., 2020; Song et al., 2020; Rombach et al., 2022; Blattmann et al., 2023b) due to
their potential to produce high-quality outcomes. Several approaches (Dai et al., 2023; Xing et al.,
2023; Zhang et al., 2023c; Wang et al., 2024a; Zhang et al., 2023a) have been proposed to tackle
open-domain image animation challenges, achieving remarkable performance for in-domain subjects.
However, animating out-domain customized subjects remains challenging, often resulting in distorted
video subjects. To address this issue, we propose LoRA-BE, aimed at enhancing customization
generation capabilities.

AI Agent. Numerous sophisticated AI agents, rooted in large language models (LLMs), have emerged,
showcasing remarkable abilities in task planning and utility usage. For instance, Generative Agents
(Park et al., 2023) introduces an architecture that simulates believable human behavior, enabling
agents to remember, retrieve, reflect, and interact. MetaGPT (Hong et al., 2024) models a software
company with a group of agents, incorporating an executive feedback mechanism to enhance code
generation quality. AutoGPT (Yang et al., 2023) and AutoGen (Wu et al., 2023) focus on interaction
and cooperation among multiple agents for complex decision-making tasks. Inspired by these agent
techniques, AesopAgent (Wang et al., 2024b) proposes an agent-driven evolutionary system for
story-to-video production, involving script generation, image generation, and video assembly. While
this method achieves consistent image generation, generating storytelling videos for customized
subjects remains a challenge for AesopAgent.

3 STORYAGENT

As depicted in Figure 2, StoryAgent takes as inputs a prompt and a few videos of the reference
subjects, and employs the collaborative efforts of five agents: the agent manager, story designer,
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Figure 2: Our multi-agent framework’s video creation process. Yellow blocks represent the next
agent’s input, while blue blocks indicate the current agent’s output. For example, the Storyboard Gen-
erator (SG)’s input includes story results and reference videos, and its output consists of storyboard
results and the subject mask of the reference videos. The Agent Manager (AM) automatically selects
the next agent to execute upon receiving signals from different agents and may request the Observer
to evaluate the results when other agents complete their tasks.

storyboard generator, video creator, and observer, to create highly consistent multi-shot storytelling
videos. The workflow is segmented into three distinct steps: storyline generation, storyboard creation,
and video generation.

During storyline generation, the agent manager forwards the user-provided prompt to the story
designer, who crafts a suitable storyline and detailed descriptions p = {p1, · · · , pN} (where N
represents the number of shots in the final storytelling video) outlining background scenes and
protagonist actions. These results are then reviewed by the observer or user via the agent manager,
and the process advances to the next step once the observer signals approval or the maximum chat
rounds are reached.

The second step focuses on generating the storyboard I = {I1, · · · , IN}. Here, the agent manager
provides the story descriptions p and protagonist videos Vref to the storyboard generator, which
produces a series of images aligned with p and Vref . Similar to the previous step, the storyboard
results undergo user or observer evaluation until they meet the desired criteria. Finally, the story
descriptions p, storyboard Vref , and protagonist videos Vref are handed over to the video creator
for synthesizing multi-shot storytelling videos. Instead of directly employing existing models, as done
by Mora, the storyboard generator and the video creator agents utilize a novel storyboard generation
pipeline and the proposed LoRA-BE customized generation method respectively to enhance both
inter-shot and intra-shot consistency. In the subsequent section, we will delve into the definitions and
implementations of the agents within our framework.

3.1 LLM-BASED AGENTS

Agent Manager. Customized Storytelling Video Generation (CSVG) is a multifaceted task that
necessitates the orchestration of several subtasks, each requiring the cooperation of multiple agents to
ensure their successful completion in a predefined sequence. To facilitate this coordination, we intro-
duce an agent manager tasked with overseeing the agents’ activities and facilitating communication
between them. Leveraging the capabilities of Large Language Models (LLM) such as GPT-4 (Achiam
et al., 2023) and Llama (Touvron et al., 2023), the agent manager selects the next agent in line. This
process involves presenting a prompt to the LLM, requesting the selection of the subsequent agent

4
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Figure 3: The workflow diagrams of Storyboard Generator, along with the corresponding inputs
(yellow blocks) and the outputs of their submodules (blue blocks).

from a predetermined list of available agents within the agent manager. The prompt, referred to as the
role message, is accompanied by contextual information detailing which agents have completed their
tasks. Empowered by the LLM’s decision-making prowess, the agent manager ensures the orderly
execution of tasks across various agents, thus streamlining the CSVG process.

Story Designer. In order to craft captivating storyboards and storytelling videos, crafting detailed,
immersive, and narrative-rich story descriptions is crucial. To accomplish this, we introduce a story
designer agent, which harnesses the capabilities of Large Language Models (LLM). This agent offers
flexibility in LLM selection, accommodating models like GPT-4, Claude (Anthropic, 2024), and
Gemini (Team et al., 2023). By prompting the LLM with a role message tailored to the story designer’s
specifications, including parameters such as the number of shots (N ), background descriptions, and
protagonist actions, the story designer generates a script comprising n shots with corresponding story
descriptions p = {p1, · · · , pn}, ensuring the inclusion of desired narrative elements.

Observer. The observer is an optional agent within the framework, and it acts as a critical evaluator,
tasked with assessing the outputs of other agents, such as the storyboard generator, and signaling the
agent manager to proceed or provide feedback for optimizing the results. At its core, this agent can
utilize Aesthetic Quality Assessment (AQA) methods (Deng et al., 2017) or the general Multimodal
Large Language Models (MLLMs), such as GPT-4 (Achiam et al., 2023) or LLaVA (Lin et al., 2023),
capable of processing visual elements to score and determine their quality. However, existing MLLMs
still have limited capability in evaluating images or videos. As demonstrated in our experiments in
Appendix A.5, these models cannot distinguish between ground-truth and generated storyboards.
Therefore, we implemented the LAION aesthetic predictor (Prabhudesai et al., 2024) as the core of
this agent, which can effectively assess the quality of storyboards in certain cases and filter out some
low-quality results. Nevertheless, current AQA methods remain unreliable. In practical applications,
users have the option to replace this agent’s function with human evaluation or omit it altogether to
generate storytelling videos. Since designing a robust quality assessment model is beyond the scope
of this paper, we will leave it for future work.

3.2 VISUAL AGENTS

Storyboard Generator. Storyboard generation requires maintaining the subject’s consistency across
shots. It is still a challenging task despite advancements in coherent image generation for storytelling
(Wang et al., 2023; Zhou et al., 2024; Wang et al., 2024c) have been made. To address this, inspired
by AnyDoor (Chen et al., 2023b), we propose a novel pipeline for storyboard generation that ensures
subject consistency through removal and redrawing, as shown in Fig. 3. Initially, given detailed
descriptions p = {p1, · · · , pN}, we employ text-to-image diffusion models like StoryDiffusion
(Zhou et al., 2024) to generate an initial storyboard sequence S = {s1, · · · , sN}. During removal,
each storyboard sn undergoes subject segmentation using algorithms like LangSAM, resulting in
the subject mask M = {m1, · · · ,mN}. For redrawing, a user-provided subject image with its
background removed is selected, and StoryAnyDoor, fine-tuned based on AnyDoor with Vref , fills
the mask locations M with the customized subject. Experiments in the following section prove that
this strategy can effectively preserve the consistency of character details.

Video Creator: LoRA-BE for Customized Image Animation. Given the reference videos Vref , the
storyboard I, and the story descriptions p, the goal of the video creator is to animate the storyboard
following the story descriptions p to form the storytelling videos with consistent subjects of in Vref .
Theoretically, existing I2V methods, such as SVD (Blattmann et al., 2023b), and SparseCtrl (Guo
et al., 2023a), can equip the agent to perform this task. However, these methods still face significant
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Figure 4: The illustration of our customized I2V generation method. Only the LoRA parameters
inside each attention block and the block-wise token embeddings are trained to remember the subject.
A localization loss is applied to enforce the tokens’ cross-attention maps to focus on the subject.

challenges in maintaining protagonist consistency, especially when the given subject is a cartoon
character like Miffy. Inspired by the customized generation concept in image domain, we propose a
concept learning method, named LoRA-BE, to achieve customized I2V generation.

Our method is built upon a Latent Diffusion Model(LDM) (Ho et al., 2022)-based I2V generation
model, DynamiCrafter(DC) (Xing et al., 2023). The modules in this method include a VAE encoder
Ei and decoder Di, a text encoder ET , an image condition encoder Ec, and a 3D U-Net architecture
U with self-attention, temporal attention, and cross-attention blocks within. We first introduce the
inference process of the valina DC. As shown in Figure 4, a noisy video zT ∈ RF×C×h×w is
sampled from Gaussian distribution N, where F is the number of frames, and C, h, w represent the
channel dimension, height, and width of the frame latent codes. Then the condition image In, i.e., the
storyboard in our task, is encoded by E and contacted with zT as the input of U-Net U . Additionally,
the condition image is also projected by the condition encoder Ec to extract image embedding. Similar
to the text embedding extracted by the text encoder from the text prompt pn, the image embedding is
injected into the video through the cross-attention block inside the U-Net. The output ϵT of U-Net
will be used to denoise the noisy video zT following the backward process B of LDM. The denoising
process for the n-th shot at step t can be written as:

znt−1 = B(U([znt ; Ei(In)], ET (pn), Ec(In)), znt , t) (1)
where [·; ·] means the concatenation operation along the channel dimension. We will drop off the
subscript n in the following content for simplicity.

Although the reference image is encoded to provide the visual information of the reference protagonist,
the existing pre-trained DC model still fails to preserve the consistency of the out-domain subject.
Hence, we propose to enhance its customization ability of animating out-domain subjects by fine-
tuning. Inspired by the conclusions of Mix-of-Show (Gu et al., 2023) that fine-tuning the embedding
of the new token, e.g., <Miffy>, helps to capture the in-domain subject, and fine-tuning to shift
the pre-trained model, i.e., LoRA (Ryu, 2023), helps to capture out-domain identity, we enhance
DC’s customization ability from both aspects. Specifically, for each linear projection L(x) = Wx
in the self-attention, cross-attention, and temporal attention module, we add a few extra trainable
parameters A and B to adjust the original projection to L(x) = Wx+∆Wx = Wx+BAx, thereby
the generation domain of DC is shifted to the corresponding new subject after training. Moreover, we
also train token embeddings for the new subject tokens. Unlike the Text Inversion (TI) method (Gal
et al., 2022) which trains an embedding and injects the same embedding in all the cross-attention
modules, we train different block-wise token embeddings. As there are 16 cross-attention modules in
the U-Net, we add 16 new token embeddings e ∈ R16×d, where d represents the dimension of token
embedding, for each new subject token, and each embedding is injected in only one cross-attention
module. Consequently, to animate a new subject, only the LoRA parameters and 16 token embeddings
are tuned to enhance the customized animation ability, where we use the given reference video Vref

to fine-tuning the model.

During training, the training sample v ∈ Vref is first projected into latent space by the AVE encoder
z0 = E(v), then a noisy video is obtained by applying the forward process F of LDM on z0 with
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Table 1: Comparison results of storytelling video generation on PororoSV and FlintstonesSV datasets.
Dataset Method FVD ↓ SSIM ↑ PSNR ↑ LPIPS↓

PororoSV

SVD 2634.01 0.5584 14.2813 0.3737
TI-Sparsectrl 4209.80 0.5042 12.2749 0.5646

StoryAgent(ours) 2070.56 0.6995 17.5104 0.2535

FlintstonesSV

SVD 1864.91 0.4460 14.5968 0.4023
TI-Sparsectrl 3277.96 0.5571 14.7053 0.4958

StoryAgent(ours) 991.37 0.6700 18.1169 0.2490

the sampled timestep t and Gaussian noises ϵ ∼ N(0, 1), zt = F(z0, t, ϵ). The U-Net is trained to
predict the noise ϵ̂ applied on z0, so that zt can be recovered to z0 through the backward process.
To reduce the interference of background information and make the trainable parameters focus on
learning the identity of the new subject, we further introduce a localization loss Lloc applied on the
across-attention maps. Specifically, the similarity map D ∈ RF×h×w between the encoded subject
token embedding and the latent videos is calculated for each cross-attention module, and the subject
mask m is leveraged to maximize the values of D inside the subject locations. Hence, the overall
training objective for the I2V generation can be formulated as follows:

L = Lldm + Lloc = ∥ϵ− U([zt; z0[1]], ET (p), Ec(v[1]))∥ −
1

F

F∑
f

mean(D[f,m[f ] = 1]) (2)

As a result, the trainable subject embeddings and LoRA parameters can focus more on the subject.

4 EXPERIMENTS

Implementation Details. For storyboard generation, we employed AnyDoor as the redrawer and
fine-tuned it to accommodate the new subject using the Adam optimizer with an initial learning rate
of 1e-5. We selected 4-5 videos, each lasting 1-2 seconds, for every subject as reference videos,
and conducted 20,000 fine-tuning steps. Regarding the training of the I2V model, we utilized
DynamiCrafter (DC) (Xing et al., 2023) as the foundational model. We trained only the parameters
of LoRA and block-wise token embeddings (LoRA-BE) using the Adam optimizer with a learning
rate of 1e-4 for 400 epochs. All experiments were executed on an NVIDIA V100 GPU.

Datasets and Metrics. We employed two publicly available storytelling datasets, PororoSV (Li
et al., 2019) and FlintstonesSV (Maharana and Bansal, 2021), which include both story scripts
and corresponding videos, for evaluating our method. From PororoSV, we selected 5 characters,
and from FlintstonesSV, we chose 4 characters as the customized subjects. For the training set,
we selected reference videos for each subject from one episode, simulating practical application
scenarios. For the testing set, we curated 10 samples for each subject, each consisting of 4 shots
highly relevant to the subject. To evaluate our method on these datasets, we utilized reference-based
metrics such as FVD (Unterthiner et al., 2018), PSNR, SSIM (Wang et al., 2004), and LPIPS (Zhang
et al., 2018). Additionally, to assess the generalization ability, we collected 8 other subjects from
YouTube and open-source online websites to form an open-domain set. Story descriptions for this
set were generated using ChatGPT. Since there is no ground truth for this set, we reported the
results on non-reference metrics as outlined in Liu et al. (2023), including Inception Score (IS),
text-video consistency (Clip-score), semantic consistency (Clip-temp), Warping error, and Average
flow (Flow-score). Arrows next to the metric names indicate whether higher (↑) or lower (↓) values
are better for that particular metric. For Flow-Score, the arrow is replaced with a rightwards arrow
(→) as it is a neutral metric.

4.1 EVALUATION ON PUBLIC DATASETS

Quantitative Results. The PororoSV (Li et al., 2019) and FlintstonesSV (Maharana and Bansal,
2021) datasets comprise story descriptions and corresponding videos, serving as ground truth for
evaluating storytelling video generation methods. During testing, we generate a storyboard with a
consistent background aligned with the ground-truth video. To achieve this, we use the first frame of
each video with the subject removed as the initial storyboard. Subsequently, our storyboard generator
redraws this initial storyboard to produce the final version. Finally, the generated storyboard is
animated by the video creator agent to create a video of the subject.
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Loopy turns her head to 
something that grabbed her 

attention. 

Loopy shows no interest to her 
friends Pororo and Crong who 

are standing outside of her house. 

GT

Pororo and Crong are apologizing 
to Loopy for what they have done 

before.

Loopy remains still after her 
friends Pororo and Crong 

apologized.

StoryAgent 
(Ours)

SVD

TI-SparseCtrl

Figure 5: The Result visualization of three methods and the ground truth. The texts at the bottom are
the story descriptions. The other two methods (the first 2 rows) fail to capture inter- and intra-shot
consistency, our results (the 3rd row) are more approaching the ground truth (the 4th row).

In this evaluation framework, employing one-stage methods that directly generate storytelling videos
from story descriptions yields significant discrepancies in the background compared to ground-truth
videos. To ensure fair comparisons, we employ two I2V methods in conjunction with our storyboard
generation as benchmarks: 1) SVD (Blattmann et al., 2023b), an open-source tool endorsed by
recent work (Yuan et al., 2024) for image animation; 2) TI-SparseCtrl, wherein we augment the
customization generation ability of SparseCtrl (Guo et al., 2023a) by integrating the Text Inversion
(TI)(Gal et al., 2022) technique. Table 1 presents results computed against ground-truth videos. Our
method consistently outperforms others by a notable margin across both video quality and human
perception metrics, as evidenced by the FVD and LPIPS scores. Moreover, the improvement in
the SSIM metric indicates closer alignment of our results with ground-truth videos, affirming the
enhanced consistency of characters in our generated results.

Qualitative Results. To further elucidate the effectiveness of our approach, we qualitatively compare
it with alternative methods in Figure 5. Our model demonstrates superior consistency compared
to TI-SparseCtrl and SVD, closely resembling the ground truth. While TI-SparseCtrl, reliant on
Text Inversion, struggles with maintaining consistency across shots, resulting in noticeable character
variations, SVD manages to maintain inter-shot consistency but exhibits significant changes within
shots, particularly evident in the 2nd and 3rd shots. Conversely, our method adeptly preserves both
inter-shot and intra-shot consistency, thus affirming its effectiveness. Supplementary qualitative
results are available in the Appendix.

4.2 EVALUATION ON OPEN-DOMAIN SUBJECTS

Table 2: Comparison results of storytelling video generation on the open-domain dataset.
Method Ours TI-SparseCtrl SVD TI-AnimateDiff DreamVideo Magic-Me

IS ↑ 2.6346 2.4184 2.3831 2.4539 3.4421 2.3989
CLIP-score ↑ 0.2053 0.1963 0.2013 0.2023 0.1843 0.2003
CLIP-temp ↑ 0.9985 0.9969 0.9959 0.9990 0.9963 0.9992

Warping error ↓ 0.0184 0.0189 0.0264 0.0043 0.0208 0.0048
Flow-score → 2.4332 2.6334 5.2117 1.8184 5.1140 1.4092

Open-domain Dataset Results. In this experiment, we also qualitatively compare our method
with other CSVG methods, the video generation performance is shown in Figure 1. Due to the
recent work, StoryDiffusion (Zhou et al., 2024), did not release the codes for video generation, we
compare its storyboard generation performance in Figure 6. For other T2V methods, TI-AnimateDiff
(Guo et al., 2023b), DreamVideo (Wei et al., 2023), and Magic-Me (Ma et al., 2024), we use the
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StoryAgent (Ours)Reference Videos

Kitty strolls through 
the tranquil 
countryside.

Kitty reaches rocky 
cliffs overlooking 

the ocean.

Kitty explores a 
charming flower 

garden.

Kitty watches the 
sunset from a 

hilltop.

StoryDiffusionMagic-MeTI-AnimateDiff DreamVideo

Figure 6: Storyboard generation visualization on open-domain subject (Kitty). The other four methods
fail to preserve the consistency of the reference subject across shots, while our method effectively
improves the consistency between the referenced image and the generated image.

first frames of the generated videos as the storyboard for comparison. As shown in Figure 1 and
Figure 6, all these methods fail to capture inter-shot consistency. For the results of TI-AnimateDiff
in Figure 6, the subject in the 3rd shot is different from the subject in the 4th shot. StoryDiffusion
also cannot maintain the subject consistency across all shots. DreamVideo is unstable and produces
unnatural content. Magic-Me even fails to maintain intra-shot subject consistency, as shown in the
4th shot of Figure 1. More importantly, all these methods cannot preserve the reference subject in the
generated videos. In contrast, our storyboard generator, based on the storyboard of StoryDiffusion,
replaced the subjects with the reference subjects through the proposed removal and redrawing strategy.
Compared with other methods, the proposed storyboard generation pipeline effectively preserves the
consistency between the referenced image and the generated image in detail, such as the clothes of
the subject, thereby enhancing the inter-shot consistency of the storytelling video. Besides, as proved
by Figure 1, the video creator storing the subject information in a few trainable parameters further
helps to maintain intra-shot consistency.

In addition to the subject consistency, we also report the quantitative results of all relevant methods,
including TI-SparseCtrl and SVD using the storyboards from our agent, in Table 2. Our method
outperforms other methods on text-video alignment while achieving comparable performances on
other aspects like IS and semantic consistency (Clip-temp). These results indicate that our method can
achieve high consistency while ensuring comparable video quality to other state-of-the-art methods.
Therefore, the collaboration of multi-agents is a promising direction for achieving better results.

4.3 USER STUDIES

We conducted a user study on the results of different methods on the open-domain dataset and
the Pororo dataset. We presented the results of different methods to the participants (They do not
know which method each video comes from) and asked them to rate five aspects on a scale of 1-5:
InteR-shot subject Consistency (IRC), IntrA-shot subject Consistency (IAC), Subject-Background
Harmony (SBH), Text Alignment (TA) and Overall Quality (OQ). More details of the user studes can
be seen in Appendix A.6.

Table 3: User studies of storytelling video generation on the open-domain dataset.
Method IRC ↑ IAC ↑ SBH ↑ TA ↑ OQ ↑

TI- AnimateDiff 2.9 3.8 3.4 2.7 3.0
DreamVideo 1.4 2.6 2.3 2.0 1.7
Magic-me 2.9 3.6 3.7 3.0 3.3

TI-SparseCtrl 2.6 2.4 2.9 2.8 2.5
SVD 3.4 3.0 3.4 2.8 2.8

StoryAgent 4.6 4.8 4.3 3.9 3.8
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Table 4: User studies of storytelling video generation on the Pororo dataset.
Method IRC ↑ IAC ↑ SBH ↑ TA ↑ OQ ↑

SVD 3.5 2.9 3.4 3.4 3.1
TI-SparseCtrl 1.7 1.7 2.0 1.9 1.5

LoRA-SparseCtrl 2.5 2.1 2.0 2.0 1.9
DC 2.0 1.9 1.7 2.1 1.8

LoRA-DC 3.9 3.8 3.9 3.6 3.4
StoryAgent 4.8 4.8 4.5 4.3 4.4

Table 5: Ablation studies of video generation on PororoSV and FlintstonesSV datasets.
Dataset Method FVD ↓ SSIM ↑ PSNR ↑ LPIPS↓

PororoSV
DC-fintuening 2251.47 0.4479 13.5322 0.4878

StoryAgent (ours) 2070.56 0.6995 17.5104 0.2535

FlintstonesSV
DC-finetuning 3753.91 0.3357 10.4159 0.6042

StoryAgent(ours) 991.37 0.6700 18.1169 0.2490

For the open-domain test, the methods evaluated included TI-AnimateDiff, DreamVideo, Magic-Me,
TI-SparseCtrl, SVD, and our method StoryAgent. It is worth noting that SVD and TI-SparseCtrl are
only video creators, so they used the storyboards generated by our Storyboard Generator as input.
For the Pororo dataset, we used the ground-truth storyboard as input to evaluate the different Video
Creator methods including SVD, TI-SparseCtrl, LoRA-SparseCtrl, Original DynamiCrafter (DC),
LoRA-DC, Our StoryAgent. We have received 14 valid responses, and the average scores for each
aspect are presented in Table 3 and Table 4. From the user studies conducted on the two datasets,
it is evident that our method received the highest scores in all five evaluated aspects, especially the
inter-shot consistency and the intra-shot consistency. This indicates that users prefer our method over
others, demonstrating the superiority of our approach compared to existing methods.

4.4 ABLATION STUDIES

Effectiveness of RoLA-BE. One core contribution of this paper is the customized I2V generation.
In this section, we will assess the results with and without this component. We finetuned the image
injection module of DynamiCrafter (DC) (Xing et al., 2023) with the reference videos to improve
the customization ability as the baseline. As shown in Table 5, without the proposed RoLA-BE, DC
fails to preserve intra-shot consistency, and the score performance measuring the video quality and
human perception decreases. The visualization results can be found in Appendix.A.4 In contrast, our
method achieves better inter-shot and intra-shot consistency, while obtaining high-quality videos.
These results suggest that the proposed method is effective in animating customized subjects.

5 CONCLUSION

We introduce StoryAgent, a multi-agent framework tailored for customized storytelling video genera-
tion. Recognizing the intricate nature of this task, we employ multiple agents to ensure the production
of highly consistent video outputs. Unlike approaches that directly generate storytelling videos from
story descriptions, StoryAgent divides the task into three distinct subtasks: story description genera-
tion, storyboard creation, and animation. Our storyboard generation method fortifies the inter-shot
consistency of the reference subject, while the RoLA-BE strategy enhances intra-shot consistency
during animation. Both qualitative and quantitative assessments affirm the superior consistency of
the results generated by our StoryAgent framework.

Limitations. Although our method excels in maintaining consistency across character sequences,
it faces challenges in generating customized human videos due to constraints in the underlying
video generation model. Additionally, the duration of each shot remains relatively short. Moreover,
limitations inherent in the pre-trained stable diffusion model constrain our ability to fully capture
all text-specified details. One potential avenue for improvement involves training more generalized
base models on larger datasets. Furthermore, enhancing our method to generate customized videos
featuring multiple coherent subjects across multiple shots will be a primary focus of our future
research. Further insights into the social impact of the proposed system are detailed in the Appendix.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

REFERENCES

Yingqing He, Tianyu Yang, Yong Zhang, Ying Shan, and Qifeng Chen. Latent video diffusion models
for high-fidelity video generation with arbitrary lengths. arXiv preprint arXiv:2211.13221, 2022.

Jonathan Ho, William Chan, Chitwan Saharia, Jay Whang, Ruiqi Gao, Alexey Gritsenko, Diederik P
Kingma, Ben Poole, Mohammad Norouzi, David J Fleet, et al. Imagen video: High definition
video generation with diffusion models. arXiv preprint arXiv:2210.02303, 2022.

Uriel Singer, Adam Polyak, Thomas Hayes, Xi Yin, Jie An, Songyang Zhang, Qiyuan Hu, Harry
Yang, Oron Ashual, Oran Gafni, et al. Make-a-video: Text-to-video generation without text-video
data. arXiv preprint arXiv:2209.14792, 2022.

Daquan Zhou, Weimin Wang, Hanshu Yan, Weiwei Lv, Yizhe Zhu, and Jiashi Feng. Magicvideo:
Efficient video generation with latent diffusion models. arXiv preprint arXiv:2211.11018, 2022.

Andreas Blattmann, Robin Rombach, Huan Ling, Tim Dockhorn, Seung Wook Kim, Sanja Fidler, and
Karsten Kreis. Align your latents: High-resolution video synthesis with latent diffusion models. In
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages
22563–22575, 2023a.

Haoxin Chen, Menghan Xia, Yingqing He, Yong Zhang, Xiaodong Cun, Shaoshu Yang, Jinbo
Xing, Yaofang Liu, Qifeng Chen, Xintao Wang, et al. Videocrafter1: Open diffusion models for
high-quality video generation. arXiv preprint arXiv:2310.19512, 2023a.

Yiming Zhang, Zhening Xing, Yanhong Zeng, Youqing Fang, and Kai Chen. Pia: Your per-
sonalized image animator via plug-and-play modules in text-to-image models. arXiv preprint
arXiv:2312.13964, 2023a.

Zuozhuo Dai, Zhenghao Zhang, Yao Yao, Bingxue Qiu, Siyu Zhu, Long Qin, and Weizhi Wang. Fine-
grained open domain image animation with motion guidance. arXiv preprint arXiv:2311.12886,
2023.

Xiang Wang, Hangjie Yuan, Shiwei Zhang, Dayou Chen, Jiuniu Wang, Yingya Zhang, Yujun Shen,
Deli Zhao, and Jingren Zhou. Videocomposer: Compositional video synthesis with motion
controllability. Advances in Neural Information Processing Systems, 36, 2024a.

Shiwei Zhang, Jiayu Wang, Yingya Zhang, Kang Zhao, Hangjie Yuan, Zhiwu Qin, Xiang Wang, Deli
Zhao, and Jingren Zhou. I2vgen-xl: High-quality image-to-video synthesis via cascaded diffusion
models. arXiv preprint arXiv:2311.04145, 2023b.

Zhengqing Yuan, Ruoxi Chen, Zhaoxu Li, Haolong Jia, Lifang He, Chi Wang, and Lichao Sun.
Mora: Enabling generalist video generation via a multi-agent framework. arXiv preprint
arXiv:2403.13248, 2024.

Jiuniu Wang, Zehua Du, Yuyuan Zhao, Bo Yuan, Kexiang Wang, Jian Liang, Yaxi Zhao, Yihen Lu,
Gengliang Li, Junlong Gao, et al. Aesopagent: Agent-driven evolutionary system on story-to-video
production. arXiv preprint arXiv:2403.07952, 2024b.

Yujie Wei, Shiwei Zhang, Zhiwu Qing, Hangjie Yuan, Zhiheng Liu, Yu Liu, Yingya Zhang, Jingren
Zhou, and Hongming Shan. Dreamvideo: Composing your dream videos with customized subject
and motion. arXiv preprint arXiv:2312.04433, 2023.

Ze Ma, Daquan Zhou, Chun-Hsiao Yeh, Xue-She Wang, Xiuyu Li, Huanrui Yang, Zhen Dong, Kurt
Keutzer, and Jiashi Feng. Magic-me: Identity-specific video customized diffusion. arXiv preprint
arXiv:2402.09368, 2024.

Dustin Podell, Zion English, Kyle Lacey, Andreas Blattmann, Tim Dockhorn, Jonas Müller, Joe
Penna, and Robin Rombach. Sdxl: Improving latent diffusion models for high-resolution image
synthesis. arXiv preprint arXiv:2307.01952, 2023.

Andreas Blattmann, Tim Dockhorn, Sumith Kulal, Daniel Mendelevitch, Maciej Kilian, Dominik
Lorenz, Yam Levi, Zion English, Vikram Voleti, Adam Letts, et al. Stable video diffusion: Scaling
latent video diffusion models to large datasets. arXiv preprint arXiv:2311.15127, 2023b.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Patrick Esser, Johnathan Chiu, Parmida Atighehchian, Jonathan Granskog, and Anastasis Germanidis.
Structure and content-guided video synthesis with diffusion models. In Proceedings of the
IEEE/CVF International Conference on Computer Vision, pages 7346–7356, 2023.

Xi Chen, Lianghua Huang, Yu Liu, Yujun Shen, Deli Zhao, and Hengshuang Zhao. Anydoor:
Zero-shot object-level image customization. arXiv preprint arXiv:2307.09481, 2023b.

Jinbo Xing, Menghan Xia, Yong Zhang, Haoxin Chen, Xintao Wang, Tien-Tsin Wong, and Ying
Shan. Dynamicrafter: Animating open-domain images with video diffusion priors. arXiv preprint
arXiv:2310.12190, 2023.

Yitong Li, Zhe Gan, Yelong Shen, Jingjing Liu, Yu Cheng, Yuexin Wu, Lawrence Carin, David
Carlson, and Jianfeng Gao. Storygan: A sequential conditional gan for story visualization. In 2019
IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 6322–6331,
2019.

Adyasha Maharana, Darryl Hannan, and Mohit Bansal. Improving generation and evaluation of visual
stories via semantic consistency. In Proceedings of the 2021 Conference of the North American
Chapter of the Association for Computational Linguistics: Human Language Technologies, pages
2427–2442, 2021.

Hong Chen, Rujun Han, Te-Lin Wu, Hideki Nakayama, and Nanyun Peng. Character-centric story
visualization via visual planning and token alignment. In Proceedings of the 2022 Conference on
Empirical Methods in Natural Language Processing, pages 8259–8272, 2022.

Adyasha Maharana, Darryl Hannan, and Mohit Bansal. Storydall-e: Adapting pretrained text-to-
image transformers for story continuation. In European Conference on Computer Vision, pages
70–87, 2022.

Xichen Pan, Pengda Qin, Yuhong Li, Hui Xue, and Wenhu Chen. Synthesizing coherent story with
auto-regressive latent diffusion models. In Proceedings of the IEEE/CVF Winter Conference on
Applications of Computer Vision (WACV), pages 2920–2930, 2024.

Adyasha Maharana and Mohit Bansal. Integrating visuospatial, linguistic, and commonsense structure
into story visualization. In Proceedings of the 2021 Conference on Empirical Methods in Natural
Language Processing, pages 6772–6786, 2021.

Yujie Zhong Xiaoyun Zhang Yanfeng Wang Weidi Xie Chang Liu, Haoning Wu. Intelligent grimm
– open-ended visual storytelling via latent diffusion models. In The IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), 2024.

Wen Wang, Canyu Zhao, Hao Chen, Zhekai Chen, Kecheng Zheng, and Chunhua Shen. Autostory:
Generating diverse storytelling images with minimal human effort. 2023.

Yupeng Zhou, Daquan Zhou, Ming-Ming Cheng, Jiashi Feng, and Qibin Hou. Storydiffusion: Con-
sistent self-attention for long-range image and video generation. arXiv preprint arXiv:2405.01434,
2024.

Chong Mou, Xintao Wang, Liangbin Xie, Yanze Wu, Jian Zhang, Zhongang Qi, and Ying Shan.
T2i-adapter: Learning adapters to dig out more controllable ability for text-to-image diffusion
models. volume 38, pages 4296–4304, 2024.

Hu Ye, Jun Zhang, Sibo Liu, Xiao Han, and Wei Yang. Ip-adapter: Text compatible image prompt
adapter for text-to-image diffusion models. arXiv preprint arXiv:2308.06721, 2023.

Yuchao Gu, Xintao Wang, Jay Zhangjie Wu, Yujun Shi, Yunpeng Chen, Zihan Fan, WUYOU XIAO,
Rui Zhao, Shuning Chang, Weijia Wu, Yixiao Ge, Ying Shan, and Mike Zheng Shou. Mix-of-
show: Decentralized low-rank adaptation for multi-concept customization of diffusion models. In
Advances in Neural Information Processing Systems, volume 36, pages 15890–15902, 2023.

Jiahao Geng, Tianjia Shao, Youyi Zheng, Yanlin Weng, and Kun Zhou. Warp-guided gans for
single-photo facial animation. ACM Transactions on Graphics (ToG), 37(6):1–12, 2018.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Yaohui Wang, Piotr Bilinski, Francois Bremond, and Antitza Dantcheva. Imaginator: Conditional
spatio-temporal gan for video generation. In Proceedings of the IEEE/CVF Winter Conference on
Applications of Computer Vision, pages 1160–1169, 2020.

Yaohui Wang, Di Yang, Francois Bremond, and Antitza Dantcheva. Latent image animator: Learning
to animate images via latent space navigation. arXiv preprint arXiv:2203.09043, 2022.

Andreas Blattmann, Timo Milbich, Michael Dorkenwald, and Bjorn Ommer. Understanding object
dynamics for interactive image-to-video synthesis. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 5171–5181, 2021.

Johanna Karras, Aleksander Holynski, Ting-Chun Wang, and Ira Kemelmacher-Shlizerman. Dream-
pose: Fashion image-to-video synthesis via stable diffusion. arXiv preprint arXiv:2304.06025,
2023.

Aliaksandr Siarohin, Oliver J Woodford, Jian Ren, Menglei Chai, and Sergey Tulyakov. Motion rep-
resentations for articulated animation. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 13653–13662, 2021.

Chung-Yi Weng, Brian Curless, and Ira Kemelmacher-Shlizerman. Photo wake-up: 3d character
animation from a single photo. In Proceedings of the IEEE/CVF conference on computer vision
and pattern recognition, pages 5908–5917, 2019.

Aleksander Holynski, Brian L Curless, Steven M Seitz, and Richard Szeliski. Animating pictures
with eulerian motion fields. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 5810–5819, 2021.

Xingyi Li, Zhiguo Cao, Huiqiang Sun, Jianming Zhang, Ke Xian, and Guosheng Lin. 3d cinemagra-
phy from a single image. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 4595–4605, 2023.

Aniruddha Mahapatra and Kuldeep Kulkarni. Controllable animation of fluid elements in still images.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages
3667–3676, 2022.

Jonathan Ho, Ajay Jain, and Pieter Abbeel. Denoising diffusion probabilistic models. Advances in
neural information processing systems, 33:6840–6851, 2020.

Jiaming Song, Chenlin Meng, and Stefano Ermon. Denoising diffusion implicit models. arXiv
preprint arXiv:2010.02502, 2020.

Robin Rombach, Andreas Blattmann, Dominik Lorenz, Patrick Esser, and Björn Ommer. High-
resolution image synthesis with latent diffusion models. In Proceedings of the IEEE/CVF confer-
ence on computer vision and pattern recognition, pages 10684–10695, 2022.

Yi Zhang, Dasong Li, Xiaoyu Shi, Dailan He, Kangning Song, Xiaogang Wang, Hongwei Qin,
and Hongsheng Li. Kbnet: Kernel basis network for image restoration. arXiv preprint
arXiv:2303.02881, 2023c.

Joon Sung Park, Joseph O’Brien, Carrie Jun Cai, Meredith Ringel Morris, Percy Liang, and Michael S.
Bernstein. Generative agents: Interactive simulacra of human behavior. In Proceedings of the 36th
Annual ACM Symposium on User Interface Software and Technology, 2023.

Sirui Hong, Mingchen Zhuge, Jonathan Chen, Xiawu Zheng, Yuheng Cheng, Jinlin Wang, Ceyao
Zhang, Zili Wang, Steven Ka Shing Yau, Zijuan Lin, Liyang Zhou, Chenyu Ran, Lingfeng
Xiao, Chenglin Wu, and Jürgen Schmidhuber. MetaGPT: Meta programming for a multi-agent
collaborative framework. In The Twelfth International Conference on Learning Representations,
2024.

Hui Yang, Sifu Yue, and Yunzhong He. Auto-gpt for online decision making: Benchmarks and
additional opinions. arXiv preprint arXiv:2306.02224, 2023.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2025

Qingyun Wu, Gagan Bansal, Jieyu Zhang, Yiran Wu, Beibin Li, Erkang Zhu, Li Jiang, Xiaoyun
Zhang, Shaokun Zhang, Jiale Liu, Ahmed Hassan Awadallah, Ryen W White, Doug Burger, and
Chi Wang. Autogen: Enabling next-gen llm applications via multi-agent conversation framework.
arXiv preprint arXiv:2308.08155, 2023.

Josh Achiam, Steven Adler, Sandhini Agarwal, Lama Ahmad, Ilge Akkaya, Florencia Leoni Aleman,
Diogo Almeida, Janko Altenschmidt, Sam Altman, Shyamal Anadkat, et al. Gpt-4 technical report.
arXiv preprint arXiv:2303.08774, 2023.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne Lachaux, Timothée
Lacroix, Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal Azhar, et al. Llama: Open and
efficient foundation language models. arXiv preprint arXiv:2302.13971, 2023.

AI Anthropic. The claude 3 model family: Opus, sonnet, haiku. Claude-3 Model Card, 2024.

Gemini Team, Rohan Anil, Sebastian Borgeaud, Yonghui Wu, Jean-Baptiste Alayrac, Jiahui Yu, Radu
Soricut, Johan Schalkwyk, Andrew M Dai, Anja Hauth, et al. Gemini: a family of highly capable
multimodal models. arXiv preprint arXiv:2312.11805, 2023.

Yubin Deng, Chen Change Loy, and Xiaoou Tang. Image aesthetic assessment: An experimental
survey. IEEE Signal Processing Magazine, 34(4):80–106, 2017.

Bin Lin, Bin Zhu, Yang Ye, Munan Ning, Peng Jin, and Li Yuan. Video-llava: Learning united visual
representation by alignment before projection. arXiv preprint arXiv:2311.10122, 2023.

Mihir Prabhudesai, Russell Mendonca, Zheyang Qin, Katerina Fragkiadaki, and Deepak Pathak.
Video diffusion alignment via reward gradients. arXiv preprint arXiv:2407.08737, 2024.

Jiuniu Wang, Zehua Du, Yuyuan Zhao, Bo Yuan, Kexiang Wang, Jian Liang, Yaxi Zhao, Yihen Lu,
Gengliang Li, Junlong Gao, Xin Tu, and Zhenyu Guo. Aesopagent: Agent-driven evolutionary
system on story-to-video production. arXiv preprint arXiv:2403.07952, 2024c.

Yuwei Guo, Ceyuan Yang, Anyi Rao, Maneesh Agrawala, Dahua Lin, and Bo Dai. Sparsectrl: Adding
sparse controls to text-to-video diffusion models. arXiv preprint arXiv:2311.16933, 2023a.

Simo Ryu. Low-rank adaptation for fast text-to-image diffusion fine-tuning, 2023.

Rinon Gal, Yuval Alaluf, Yuval Atzmon, Or Patashnik, Amit H Bermano, Gal Chechik, and Daniel
Cohen-Or. An image is worth one word: Personalizing text-to-image generation using textual
inversion. arXiv preprint arXiv:2208.01618, 2022.

Thomas Unterthiner, Sjoerd Van Steenkiste, Karol Kurach, Raphael Marinier, Marcin Michalski, and
Sylvain Gelly. Towards accurate generative models of video: A new metric & challenges. arXiv
preprint arXiv:1812.01717, 2018.

Zhou Wang, Alan C Bovik, Hamid R Sheikh, and Eero P Simoncelli. Image quality assessment: from
error visibility to structural similarity. IEEE transactions on image processing, 13(4):600–612,
2004.

Richard Zhang, Phillip Isola, Alexei A Efros, Eli Shechtman, and Oliver Wang. The unreasonable
effectiveness of deep features as a perceptual metric. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pages 586–595, 2018.

Yaofang Liu, Xiaodong Cun, Xuebo Liu, Xintao Wang, Yong Zhang, Haoxin Chen, Yang Liu,
Tieyong Zeng, Raymond Chan, and Ying Shan. Evalcrafter: Benchmarking and evaluating large
video generation models. arXiv preprint arXiv:2310.11440, 2023.

Yuwei Guo, Ceyuan Yang, Anyi Rao, Yaohui Wang, Yu Qiao, Dahua Lin, and Bo Dai. Animatediff:
Animate your personalized text-to-image diffusion models without specific tuning. arXiv preprint
arXiv:2307.04725, 2023b.

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2025

A APPENDIX

The outline of the Appendix is as follows:

• More details of the agent scheduling process in Aagent Manager (AM).

• More evaluations on public datasets;

– More storytelling video generation results on public datasets;

• More evaluations on open-domain subjects;

– More storytelling video generation results on open-domain subjects;

• More ablation studies;

– More storytelling video generation ablation on public datasets;

• The performance of Observer agent;

• The details of user studies.

• Social impact.

A.1 MORE DETAILS OF THE AGENT SCHEDULING PROCESS IN AM

Agent Manager Scheduling with Observer

a story about …

Story Designer

finished

Observer

good

Storyboard Generator

finished

Observer

bad

Storyboard Generator

finished

Observer

good

Video Creator

finished

Observer

bad

Video Creator

finished

Observer

good

Observer

bad

Story Designer

finished
Input to 

Agent Manager

Selection from 

Agent Manager

You play the role of a storytelling video director and receive the user’s story requirement. You will first write a complete story based on the given 

story hints. Then you decompose the completed story into 4 shots or storyboards and give the narrative storyline and detailed descriptions of each 

shot. The descriptions should describe the content to be shown in the shot as detailed as possible, containing: 1. characters are shown, and action 

descriptions; 2. character regions in the shot; 3. background descriptions; 4. shot type; 5. shot motion.

Story Designer Prompt

Agent Manager Prompt

You are a video production manager, selecting one speaker name each round from multiple agents {“Story Designer”, “Storyboard Generator”, 

“Video Creator”, Observer} based on the chat context to jointly complete the video production task. The response from functional agents, “Story 

Designer”, “Storyboard Generator”, “Video Creator” needs to be passed to the Observer agent for evaluation. If the response from the Observer 

agent is good, then select the next functional agent, otherwise select the last agent to re-generate the results. Only the selected agent name is needed.

Agent Manager Scheduling without Observer

a story about …

Story Designer

finished

Storyboard Generator

finished

Video Creator

finished
Input to 

Agent Manager

Selection from 

Agent Manager

Figure 7: The agent scheduling process in AM. The solid arrows indicate AM’s selection of an agent
upon receiving a signal, while the dashed arrows represent the signals produced by the selected agent.
Additionally, this figure shows the prompts used by the Story Designer and AM.

A.2 MORE EVALUATIONS ON PUBLIC DATASETS

More Storytelling Video Generation Results on Public Datasets.

As mentioned before, existing I2V methods, such as SVD (Blattmann et al., 2023b), and SparseC-
trl (Guo et al., 2023a), also can be used by our video creator to animate the storyboard I following the
story descriptions p to form the storytelling videos. To further indicate the benefits of the proposed
StoryAgent, we also visualize the storytelling videos generation results on FlintstonesSV dataset. As
shown in Figure 8, our StoryAgent with the proposed LoRA-BE can not only generate results closer
to the ground truth but also maintain the temporal consistency of subjects better, compared with the
results generated by other methods.

A.3 MORE EVALUATIONS ON OPEN-DOMAIN SUBJECTS

More Storytelling Video Generation Results on Open-domain Subjects.

Comparing our method with SVD (Blattmann et al., 2023b) and TI-SparseCtrl (Guo et al., 2023a),
we also visualize more generated storytelling videos from story scripts on open-domain subjects,
where the story descriptions are generated by our story designer agent. As shown in Figure 9 and
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Wilma and Betty are in the living 
room. Wilma turns her head to 

talk to Betty.  

Wilma is sitting in a room 
conversing with someone with a 
look of shock on her face as she 

holds it with her hand.

GT

Wilma is standing in a room. She is 
looking up and down while talking.

Wilma is standing in a room. She is 
talking to someone and then looks 

like she is sad. 

StoryAgent
(Ours)

SVD

TI-SparseCtrl

Figure 8: Storytelling videos generation visualization on FlintstonesSV dataset.

StoryAgent (Ours)

Reference Videos

The adventure begins, Kitty 
strolls through the tranquil 
countryside, enjoying the 

peaceful scenery.

Kitty reaches the rocky cliffs 
overlooking the ocean, 

marveling at the beauty of 
the waves.

Kitty explores a charming 
flower garden, where vibrant 
blooms sway in the breeze.

Kitty watches the sunset from 
a hilltop, its heart filled with 
gratitude for the adventures.

SVD

TI-SparseCtrl
(cartoon)

TI-SparseCtrl
(realistic)

Figure 9: Storytelling video generation visualization on open-domain subject (Kitty).

Figure 10, TI- SparseCtrl fails to maintain consistency throughout all the shots where the subjects
change significantly in subsequent shots, such as the last shots on both of the two subjects. The
proposed StoryAgent effectively maintain the temporal consistency between the referenced subjects
throughout the story sequences in details, such as the clothes of cartoon subjects like Kitty and the
appearance of real-world subjects like the bird. Although SVD also performs well in maintaining
temporal consistency of the real-world bird in Figure 10, the movements of the bird are less able to
follow the text, while our method can produce more vivid videos of the subject.

Furthermore, a comparison of an open-domain subject, a cartoon elephant, with state-of-the-art
customization T2V methods is shown in Figure 11. It can be observed that TI-AnimatedDiff fails
to capture inter-shot consistency, the subject in the 4th shot is different from the subject in the 2nd
shot. DreamVideo occasionally falls short of generating the subject in the video. Magic-Me also fails
to maintain inter-shot subject consistency. In contrast, our method can preserve the identity of the
reference subject in all shots. These results further indicate that the storyboard generator agent in
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StoryAgent (Ours)

Reference Videos

The bird perches on a moss-
covered branch in the heart 

of a dense forest.

The bird hops from branch 
to branch, observing the 

forest.

The bird settles into its cozy 
nest as the sun sets.

The bird goes out from its 
nest, the entire forest bathed 

in moonlight.

SVD

TI-SparseCtrl
(cartoon)

TI-SparseCtrl
(realistic)

Figure 10: Storytelling video generation visualization on open-domain subject (The bird).

StoryAgent (Ours)

Reference Videos

The elephant discovers his 

love for music in the heart 

of the savannah.

The elephant stumbles upon 

a group of playful monkeys 

drumming on hollow logs.

The elephant joins in, 

creating beautiful melodies.

The elephant realizes that 

music has the power to unite 

even the most unlikely of 

friends.

Magic-Me

DreamVideo

TI-AnimateDiff

Figure 11: Storytelling video generation visualization on open-domain subject (The elephant). The
other three methods (the 1-3 rows) fail to generate a consistent subject with the reference videos,
while our method (the 4th row) achieves high consistency.

our framework helps to improve the inter-shot consistency, and the video creator storing the subject
information helps to maintain intra-shot consistency.

A.4 MORE ABLATION STUDIES

More Storytelling Video Generation Ablation on Public Datasets.

The storytelling videos generation visualization on PororoSV dataset is also presented to further
indicate the effectiveness of the proposed RoLA-BE. Same as the experimental settings in Section
4.4, we choose the finetuned DynamiCrafter (DC) (Xing et al., 2023) on the reference videos as the
baseline, while our method consists of DC and the proposed RoLA-BE. As shown in Figure 12, DC
still fails to generate customlized subjects even with the fine-tuning on the reference data, while our
method generates results closer to the ground truth and fits the script well. Similarly, in Figure 13,
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Eddy and Loopy are scared and 
they explain to Poby that there is 

a monster.

At Poby's house Eddy and Loopy 
explains about the monsters. 

Poby is thinking.

GT

Poby wonders if the monster is real. Poby recalls Pororo and Crong 
and Poby decides to go.

StoryAgent 
(Ours)

DC

Figure 12: Storytelling videos generation ablation on PororoSV dataset.

Betty is standing in a room 
talking to someone. As she talks, 
she moves her head and blinks.

Betty is talking to someone who 
is not shown inside of the living 

room.

GT

Betty and Wilma talk to each other 
in a room. 

Wilma and Betty are standing in 
the room. they both look sad.

StoryAgent 
(Ours)

DC

Figure 13: Storytelling videos generation ablation on FlintstonesSV dataset. Simply fine-tuning still
results in inconsistency (the 1st row), while our method (the 2nd row) using the RoLA-BE strategy
achieves more consistent results with the ground truth (the 3rd row).

without the proposed RoLA-BE, DC fails to preserve intra-shot consistency (the 1st row). In contrast,
our method achieves better inter-shot and intra-shot consistency, while obtaining high-quality videos.

Case 1 Case 2 Case 3 Case 4 Case 5

AnyDoor

Our 

StoryAgent

GT

Figure 14: The case comparison of the Observer on the Pororo dataset.
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Table 6: The score comparison of different observer functions on the Pororo dataset.
Score model Method Case 1 Case 2 Case 3 Case 4 Case 5

AnyDoor 8.0 8.0 8.0 7.0 5.0
Gemini Our StoryAgent 7.0 8.0 8.0 7.0 5.0

GT 5.0 4.0 8.0 9.0 9.0
AnyDoor 6.0 4.0 4.0 4.5 3.5

GPT-4o Our StoryAgent 6.0 4.5 3.5 3.5 3.5
GT 6.0 4.0 3.5 3.5 3.5

AnyDoor 3.78 4.03 3.28 4.03 3.58
Aesthetic predictor Our StoryAgent 3.88 4.17 3.59 3.47 3.90

GT 3.95 4.10 3.94 3.73 4.02

A.5 THE PERFORMANCE OF OBSERVER

In this experiment, we use different aesthetic quality assessment methods, including two MultiModal
Large Language Models, Gemini and GPT-4o, and the LAION aesthetic predictor V2 (Prabhudesai
et al., 2024), to score the generated storyboards by the baseline methods Anydoor and our Story-
board Generator, and the ground-truth storyboard. The storyboard is shown in Figure 14, and the
corresponding scores in the range of 1-10 are listed in Table 6.

We observed that MLLMs are not effective at distinguishing between storyboards of varying quality.
For example, in case 4, GPT-4o assigns a high score to a low-quality result generated by AnyDoor,
while giving the ground-truth image a lower score. Similarly, in case 2, Gemini exhibits the same
behavior. Instead, the aesthetic predictor is relatively better at distinguishing lower-quality images,
although it is still far from perfect. Therefore, in our experiments, we decided to bypass the observer
agent to avoid wasting time on repeated generation. Further research on improving aesthetic quality
assessment methods will be left for future work.

A.6 THE DETAILS OF USER STUDIES

We conduct user evaluations by designing a comprehensive questionnaire to gather qualitative
feedback. This questionnaire assesses five key indicators designed for personalized storytelling image
and video generation:

(1) InteR-shot subject Consistency (IRC): Measures whether the features of the same subject are
consistent among different shots (This indicator requires to consider the consistency of the subject
among shots based on the provided subject reference images).

(2) IntrA-shot subject Consistency (IAC): Measures whether the features of the same subject are
consistent in the same shot (This indicator only requires to consider the consistency of the subject in
the same shot, without considering the subject reference images).

(3) Subject-Background Harmony (SBH): Measures whether the interaction between the subject and
the background is natural and harmonious.

(4) Text Alignment (TA): Measure whether the video results match the textual description of the
story.

(5) Overall Quality (OQ): Measures the overall quality of the generated storytelling videos.

The feedback collected will provide valuable insights to further refine our methods and ensure they
meet the expectations of diverse audiences.

A.7 SOCIAL IMPACT

Although storytelling video synthesis can be useful in applications such as education, and adver-
tisement. Similar to general video synthesis techniques, these models are susceptible to misuse,
exemplified by their potential for creating deep fakes. Besides, questions about ownership and copy-
right infringement may also arise. Nevertheless, employing forensic analysis and other manipulation
detection methods could effectively alleviate such negative effects.
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