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Abstract

How to better evaluate the capabilities of Large001
Language Models (LLMs) is the focal point002
and hot topic in current LLMs research. Previ-003
ous work has noted that due to the extremely004
high cost of iterative updates of LLMs, they005
are often unable to answer the latest dynamic006
questions well. To promote the improvement007
of Chinese LLMs’ ability to answer dynamic008
questions, in this paper, we introduce CDQA,009
a Chinese Dynamic QA benchmark containing010
question-answer pairs related to the latest news011
on the Chinese Internet. We obtain high-quality012
data through a pipeline that combines humans013
and models, and carefully classify the samples014
according to the frequency of answer changes015
to facilitate a more fine-grained observation of016
LLMs’ capabilities. We have also evaluated017
and analyzed mainstream and advanced Chi-018
nese LLMs on CDQA. Extensive experiments 1019
and valuable insights suggest that our proposed020
CDQA is challenging and worthy of more fur-021
ther study. We believe that the benchmark we022
provide will become the key data resource for023
improving LLMs’ Chinese question-answering024
ability in the future.025

1 Introduction026

Due to the excellent emergence capabilities and027

unified task paradigm, Large Language Models028

(LLMs) are undoubtedly the more popular stars in029

the field of Natural Language Processing (NLP) or030

Artificial Intelligence (Wei et al., 2022; Li et al.,031

2023; Shanahan, 2024). To promote the improve-032

ment of LLMs capabilities, more and more re-033

searchers have invested in building various LLMs034

evaluation benchmarks (Chang et al., 2023). In035

the era of LLMs, high-quality evaluation bench-036

marks allow researchers to better understand the037

true capabilities of LLMs, thereby stimulating fur-038

ther research on how to enhance LLMs.039

1Code and dataset will be available for reproducibility.

Static ACL主会每年举办几次？
Question How many times does the ACL

annual meeting take place each year?

GPT-4’s 一年一次。
✓Answer Once a year.

Dynamic 下一次ACL将在哪里举办？
Question Where will the next ACL be held?

GPT-4’s 我无法提供相关信息。
✗Answer I can’t provide the information.

Table 1: Examples of static and dynamic questions. The
GPT-4 is on Feb 11, 2024.

Question answering is an important and long- 040

standing topic in NLP (Rajpurkar et al., 2016; Joshi 041

et al., 2017; He et al., 2018). Especially for LLMs, 042

QA tasks have almost become the indispensable 043

basic task in LLMs research (Pan et al., 2024). Var- 044

ious forms of QA benchmarks can be used to mea- 045

sure the capabilities of LLMs in different dimen- 046

sions (Adlakha et al., 2022; Bosselut et al., 2022; 047

Rein et al., 2023; Huang et al., 2023). Recently, 048

the introduction of English FreshQA (Vu et al., 049

2023) has attracted widespread attention. It chal- 050

lenges LLMs through questions with dynamically 051

changing answers, aiming to test LLMs’ mastery 052

of the latest factual knowledge. Obviously, being 053

able to answer the latest questions determines to 054

some extent whether LLMs can truly move towards 055

large-scale daily applications. Urgently, we note 056

that there is still no such benchmark in the Chi- 057

nese community, although LLMs in the Chinese 058

scenario still face the same challenges and dilem- 059

mas, as shown in Table 1. 060

To let LLMs in Chinese scenarios take on the 061

latest challenges and empower them to answer dy- 062

namic questions, in this work, we present CDQA, a 063

Chinese Dynamic QA benchmark. Specifically, we 064

design a semi-automatic data production pipeline 065

to construct our benchmark. In this pipeline, we 066

first automatically generate a large number of raw 067
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queries with the help of two LLMs with different068

roles, one is to extract key entities from the latest069

Chinese news, and the other is to automatically070

generate question queries based on the extracted071

entities that will be as the corresponding answers.072

Then we ask the well-trained annotators to filter,073

rewrite, and classify the automatically generated074

question samples to ensure the quality of CDQA.075

Through such a semi-automatic data construction076

method with human participation, we obtain 1,339077

question-answer pairs for CDQA, classified by how078

frequently their answers change (i.e., fast-changing,079

slow-changing, and never-changing). The purpose080

of classifying CDQA samples by the frequency of081

answer changes is to provide finer-grained evalu-082

ation for LLMs, facilitating researchers to better083

perceive the true performance of LLMs.084

Based on our constructed CDQA, we select a se-085

ries of widely used and advanced LLMs in the Chi-086

nese community for evaluation. Results show that087

GPT-4 still ranks at the top with searched results088

from search engines, surpassing at most nearly 10089

F1-recall scores with less hallucination than the090

second-best model, i.e., Deepseek-67B-Chat, al-091

though Chinese-oriented LLMs tend to have more092

internal knowledge than OpenAI models. Besides,093

in-context learning and prompting methods like094

Chain-of-Thought generally increase performances095

with searched evidence but also elicit more hal-096

lucinations in LLMs. For search engines in the097

open-book scenario, Google consistently takes ad-098

vantage over Bing for all baseline models, showing099

great strength as a retriever for LLMs.100

In summary, our contributions could be summa-101

rized as follows:102

1. We first introduce the idea of using dynamic103

questions to challenge Chinese LLMs, which104

provides a new direction for the development105

of LLMs in Chinese community.106

2. We construct the high-quality CDQA bench-107

mark composed of dynamic questions, which108

will become an important data resource for109

promoting the progress of Chinese LLMs.110

3. Extensive experiments and detailed analyses111

based on CDQA provide valuable insights and112

discoveries, which are instructive for subse-113

quent research about how to enhance LLMs114

to handle dynamic questions.115

2 Chinese Dynamic Question Answering 116

(CDQA) 117

2.1 Overview 118

Our dataset, CDQA, mainly originates from lat- 119

est news in Chinese Internet from different areas 120

such as finance, daily life, politics, technology 121

and so on. Besides, there are also queries col- 122

lected from Chinese labelers. They represent the 123

information-seeking cases of Chinese people. The 124

generation pipeline could be illustrated in Figure 1. 125

The dataset currently consists of 1,339 questions 126

covering a range of topics with evolving answers 127

which are mostly extracted entities from the raw 128

corpus scraped from Chinese Internet and it is be- 129

ing regularly updated. 130

2.2 Data Collection 131

We collect CDQA dataset in two stage. The first 132

stage is automatic generations with Entity Ex- 133

traction and Doc2Query, for which we use Se- 134

qGPT (Yu et al., 2023), and GPT-4 (OpenAI, 2023), 135

which could give great amount of raw question- 136

answering pairs as SeqGPT extracts entities from 137

latest Chinese news and GPT-4 is prompted into 138

generating corresponding questions. For GPT-4 139

prompts, we use few-shot prompting in generating 140

diverse questions from entities. The second stage 141

is manual labeling from crowd-sourced work- 142

ers. The Chinese labelers not only filter questions 143

which are answered with biases, ambiguities and 144

obsolete2 knowledge but also annotate with tags, 145

check the correctness and rewrite the question an- 146

swer pairs to be more time-related and dynamic. 147

At the very beginning, the labelers are shown with 148

pre-annotation examples and annotation guides. 149

Tags The tags are annotated for questions and an- 150

swers. For questions, we have the same taxonomy 151

as FreshQA (Vu et al., 2023). The questions are 152

categorized as fast-changing, slow-changing, and 153

never-changing. For answers, we categorize these 154

entities or short texts as person, location, time, 155

event, artificial work, group, nature, quantity 156

and other. Therefore, we could evaluate the mod- 157

els’ latest world knowledge from various perspec- 158

tives. The taxonomy is illustrated in Appendix A. 159

Quality Control After getting the synthetic 160

queries, the human annotators could rewrite and 161

2The answer should be only supported with the knowledge
after January 1st 2019 except for static knowledge, i.e., never-
changing.
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Verified QA
+ verified query
+ verified answer
+ supportive link

Chinese News

Entity Extraction
Entities

Query Generation Manual Annotation
Synthetic Queries

        Human
        Queries

Candidate Answers for Synthetic Queries

Figure 1: Data Generation Pipeline for CDQA dataset. We first collect Chinese News from Internet and then extract
entities from these news passages. Based on GPT-4, we generate synthetic queries from passages and corresponding
entities. Manual annotation is conducted to verify the synthetic data and extra human-crafted queries, providing the
verified queries, answers and supportive evidence links.

Acceptance Question Tags Answer Types

Ann1 v.s. Ann2 62.3 87.2 96.6
GT v.s. Ann1 79.6 59.1 100
GT v.s. Ann2 47.3 68.3 100

Avg 63.1 71.5 98.9

Table 2: Inter-annotator agreement for different anno-
tation sections are calculated by Cohen Kappa scores.
Ann1/2 represents Annotator1/2 respectively and GT
represents Ground Truth. Our annotations could be con-
sidered as “substantial agreement” as the average scores
are above 60.

calibrate the questions and answers to make the QA162

pairs correct, consistent and dynamic. For example,163

annotators are required to provide the supporting164

evidence URLs along with correct answers using165

search engines. This calibration process could so-166

lidify our answers with supplementary valid infor-167

mation and help us better iterate the dataset as the168

generation process in the previous stage is not well-169

evaluated with supportive documents, let alone the170

correctness. Moreover, in order to facilitate the171

periodic updates, we filter out the questions with172

more than one valid answer.173

For inter-annotator agreement, we randomly174

sample 100 examples from synthetic question-175

answer pairs and annotations from two annotators176

in the same annotation vendor are measured by177

acceptance (whether the pair is accepted or dis-178

carded), question tags and answer types. The179

ground-truth labels are provided by authors. For180

each category, we calculate their Cohen Kappa181

scores (McHugh, 2012). From Table 2, the av-182

eraged score across all types of annotations are183

above 63.1, representing “substantial agreement”184

for our dataset annotations.185

2.3 Regular Updates 186

Our dataset is highly sensitive to time since the 187

ground truth is evolving along the world devel- 188

opment. Therefore, we commit to updating the 189

dataset regularly and researchers are strongly en- 190

couraged to stay tuned with our latest version for 191

evaluation. And the datasets are mainly calibrated 192

with information from Chinese Internet. 193

2.4 Data Statistics 194

Due to limitations in automatic query generation 195

by GPT-4 and SeqGPT from the first stage, our 196

dataset has low retention rate in which only 44.6% 197

synthetic data are accepted by human annotators. 198

Among the accepted data, 53.1% of them still need 199

further modifications because of improper ques- 200

tions or wrong answers. For question tags, we 201

have relatively balanced distributions between fast- 202

changing and slow-changing questions with fewer 203

never-changing questions. For answer types, we 204

have biased distributions as nearly 70% of enti- 205

ties extracted from passages lie in “person” and 206

“group” categories. This is because most of entities 207

in first stage by automatic generation are “person” 208

and “group”. However, question tags and answer 209

types could be changed or calibrated over time by 210

re-annotation of the dataset. These distribution 211

graphs and more details about our dataset are in 212

Appendix B. 213

2.5 Evaluation 214

As our dataset is constructed from Internet, our 215

evaluation setup is based on retrieval-augmented 216

question answering with search engines while the 217

evaluation methods are answer rate and F1-recall. 218

Our experiments consist of two settings: close- 219

book and open-book. Overall, our evaluation pro- 220
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 {instruction: i}

 {demonstrations: d}

 Background Knowledge：
 {evidence: e}

 Question：{question: q}
 Answer：

Vanilla: Based on the knowledge of the
documents below and your understanding,
please answer the following question：

CoT: Based on the knowledge of the
documents below and your understanding,
please reason step by step, provide your
explanation, and then give your answer for
the following question
RaR: Based on the knowledge of the
documents below and your understanding,
please rephrase and expand the following
question and then give your answer

Figure 2: Our prompts are formulated under this frame-
work. Different prompting methods are used with differ-
ent instructions i. The Chinese version is in Appendix C.

vides a comprehensive understanding of current221

LLMs in factuality, especially for evolving knowl-222

edge. Besides, due to the safety implementation223

for different LLMs from helpful and harmless re-224

sponses in training data (Bai et al., 2022), F1-recall225

only counts on questions with effective responses226

while answer rate is used in representing the ra-227

tio of answered questions to the total questions,228

which is a practical metric for the real world ap-229

plication of LLMs and could directly indicate the230

degree of hallucination in generated responses.231

Evaluation Metrics For F1-recall, we calcu-232

late the ratio of common tokens between model-233

generated responses and ground truth to the ground234

truth. Specifically, we first segment the generated235

text and golden text into token lists using word seg-236

mentation tools 3, then calculate the ratio of tokens237

generated by models belonging to the golden token238

list to golden tokens. For answer rate, we directly239

calculate the ratio of effectively answered questions240

to total questions, i.e., responses of refusal are fil-241

tered out in our evaluation.242

3 Experiments243

3.1 Experiment Setup244

Baselines We experiment with a series of base-245

line models pretrained with Chinese data, including246

representative OpenAI’s ChatGPT (gpt-3.5-turbo-247

1106) (OpenAI, 2022) and GPT-4 (gpt-4-1106-248

preview) (OpenAI, 2023), open-sourced Chinese-249

oriented models such as Internlm-20B-Chat (In-250

ternLMTeam, 2023), Aquila2-34B-Chat (BAAI,251

2023), Yi-34B-Chat (01-ai, 2023), Deepseek-67B-252

Chat (DeepSeek-AI et al., 2024), Qwen-72B-Chat253

(Bai et al., 2023). In the close-book scenario, we254

only use the standalone LLM in answering ques-255

tions with zero-shot and few-shot settings. For the256

3https://github.com/fxsjy/jieba

open-book scenario, search engines are used for 257

retrieving question-related results on the Internet 258

and then fed into LLMs for reading. 259

Search Engines Except for language models for 260

information synthesis, we select three represen- 261

tative search engines to recall relevant passages 262

from the Chinese Internet namely Google and Bing. 263

These search engines are mainly used by Chinese 264

people for information seeking. Baidu is omitted 265

due to the difficulty in scraping its contents. The 266

Top-5 and Top-10 searched results are provided to 267

models in the open-book setting. 268

Prompt Design Our prompt framework, which 269

is in Chinese, could be framed as concatena- 270

tion of (i,d, e,q), in Figure 2 where i represents 271

the instruction, d for question-answer pairs from 272

crowdsourced labelers, e for search results and q 273

for current question. Different instructions i are 274

used with three widely adopted prompting styles, 275

Vanilla, Chain-of-Thought (CoT) (Wei et al., 276

2023) and Rephrase-and-Respond (RaR) (Deng 277

et al., 2023). Vanilla instruction is directly asking 278

models to answer questions with the context. CoT 279

instruction is asking models to first explain and an- 280

alyze the question q step by step and then give their 281

answers. RaR instruction, however, is asking mod- 282

els to first rephrase and expand the question q and 283

then give their answers, which could be viewed as 284

a complement of CoT (Deng et al., 2023) as CoT 285

is for diving deeper while RaR is for exploring 286

broader. Besides, for demonstrations d, we have 287

used zero-shot and different few-shot settings, i.e., 288

5-shot and 16-shot. More specifically, our few-shot 289

demonstrations are made up of human written ques- 290

tions and answers similar to CDQA dataset without 291

contexts or other explanations as it costs longer 292

time without any improvement. 293

3.2 Results and Analyses 294

Table 3, 4, 5 summarize best performances over 295

few-shot prompting across different baselines for 296

Vanilla, CoT and RaR prompts respectively. Our 297

default search engine for analysis is Google as it is 298

most widely used around the world. 299

Baseline Comparison In Table 4, we see that 300

GPT-4 achieves the best across all questions. Only 301

GPT-4 reaches nearly or over 65, 70 and 80 in F1- 302

recall for fast-changing, slow-changing and never- 303

changing questions respectively with searched re- 304

sults which indicates that there is still room of 305
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Model fast-changing slow-changing never-changing
+0 +5 +10 +0 +5 +10 +0 +5 +10

Intermlm-20B-Chat 16.1 [16] 49.7 [0] 50.5 [0] 19.8 [16] 61.2 [16] 61.8 [0] 34.0 [16] 68.1 [16] 71.7 [16]
Aquila2-34B-Chat 14.9 [16] 49.4 (99.6%) [0] 51.5 [0] 17.7 [16] 60.4 [0] 62.5 [0] 35.6 [5] 69.2 [0] 69.4 [0]
Yi-34B-Chat 22.9 [16] 54.9 [16] 56.5 [16] 30.8 [16] 67.0 [16] 68.8 [16] 46.9 [16] 76.0 [16] 76.9 [16]
Deepseek-67B-Chat 24.3 [0] 57.5 [16] 58.4 [16] 37.2 [16] 68.3 [16] 70.0 [16] 53.1 [0] 78.8 [16] 79.2 [5]
Qwen-72B-Chat 18.6 [16] 51.7 [16] 54.7 [16] 16.9 [16] 63.1 [0] 64.6 [16] 41.5 [16] 74.6 [16] 75.4 [16]
ChatGPT 18.1 (96.6%) [0] 56.2 (98.3%) [0] 59.2 (98.3%) [0] 14.1 (93.3%) [0] 64.7 (97.9%) [0] 66.3 (98.3%) [0] 34.7 (99.0%) [0] 73.2 [0] 73.7 (99.7%) [0]
GPT-4 35.1 (13.5%) [0] 59.6 (96.0%) [0] 61.2 (96.4%) [0] 33.8 (25.4%) [0] 65.8 (97.5%) [0] 68.4 (96.5%) [0] 54.4 (56.1%) [0] 76.4 (99.3%) [5] 78.8 (98.6%) [5]

Table 3: Best performance over few-shot settings of baselines for Vanilla prompt with searched results from Google.
+5 and +10 represent different numbers of searched results appended in the inputs. We report in the form of F1-recall
(answer rate) [best number of few shot examples] and omit the answer rate if it is 100%. Data with the highest
F1-recall scores are marked in bold.

Model fast-changing slow-changing never-changing
+0 +5 +10 +0 +5 +10 +0 +5 +10

Intermlm-20B-Chat 15.0 [16] 46.8 [5] 49.5 [5] 18.1 [16] 59.3 [16] 61.7 [0] 34.7 [16] 67.2 [16] 68.9 [16]
Aquila2-34B-Chat 14.5 [16] 50.0 (99.6%) [0] 51.9 [0] 17.1 [16] 60.0 [0] 61.4 [0] 35.6 [5] 69.5 [0] 69.8 [0]
Yi-34B-Chat 23.2 [16] 54.7 [5] 57.4 [16] 30.4 [16] 67.8 [16] 68.5 [16] 47.0 [16] 75.3 [16] 77.3 [16]
Deepseek-67B-Chat 22.9 [16] 58.0 [16] 59.2 [16] 37.0 [5] 67.8 [16] 70.6 [16] 53.0 [16] 79.8 [16] 80.2 [16]
Qwen-72B-Chat 17.8 [16] 63.6 [5] 64.2 [16] 17.8 [16] 63.1 [0] 63.6 [5] 40.8 [16] 74.2 [16] 76.1 [16]
ChatGPT 17.9 (97.3%) [0] 57.6 (97.0%) [0] 61.4 (96.6%) [0] 13.9 (98.3%) [0] 65.5 (97.5%) [0] 65.7 (98.7%) [0] 36.0 (99.7%) [0] 75.2 (98.6%) [0] 74.9 (98.6%) [0]
GPT-4 22.1 (82.9%) [16] 67.3 (89.0%) [0] 68.0 (89.0%) [5] 19.8 (86.7%) [0] 73.9 (93.3%) [0] 74.7 (90.4%) [5] 48.2 (56.1%) [0] 81.6 (98.3%) [5] 83.5 (98.3%) [0]

Table 4: Best performance over few-shot settings of baselines for CoT prompt with searched results from Google.
+5 and +10 represent different numbers of searched results appended in the inputs. We report in the form of F1-recall
(answer rate) [best number of few shot examples] and omit the answer rate if it is 100%. Data with the highest
F1-recall scores are marked in bold.

improvement for other open-sourced models with306

Chinese instructions under the retrieval-augmented-307

generation scenario. Besides, the second-best308

model, Deepseek-67B-Chat, has shown great per-309

formance as it even surpasses GPT-4 on slow-310

changing and never-changing questions by Vanilla311

prompt with searched results in Table 3 and per-312

forms better (both in answer rate and F1-recall)313

than GPT-4 without searched results in slow-314

changing and never-changing questions especially315

in CoT prompt. This indicates that Deepseek-67B-316

Chat has stored more Chinese Internet knowledge317

as its alignment corpora mainly focus on Chinese318

and English while GPT-4 aligns with multilingual319

data. Moreover, it is worth noting that answer rates320

of ChatGPT and GPT-4 are often lower than 100%321

across all different prompts and question types es-322

pecially for GPT-4 in close-book question answer-323

ing which indicates that there are more halluci-324

nation reduction measures such as refusal of325

questions in GPT-4 than other models.326

How do different styles of prompts work in327

LLMs? As our evaluation scenarios are made328

up of close-book and open-book, different prompts329

just elicit different behaviors in LLMs. To rule out330

the influence of few-shot demonstrations, we use331

zero-shot setting in this analysis. We use GPT-4332

and Deepseek models as closed and open-sourced333

representative models in the following analysis. In334

Figure 3, under close-book scenario, we see that 335

Deepseek-67B-Chat has same answer rates over 336

different prompts on different questions while there 337

are different answering behaviors in GPT-4. Specif- 338

ically, GPT-4 answers with great care in vanilla 339

prompts with lowest answer rates but high F1-recall 340

scores while GPT-4 suffers from hallucination in 341

CoT and RaR prompts with at most +522% and 342

+176% in answer rates but -43% and -17% in F1- 343

recall scores compared to Vanilla prompt. For both 344

models, Vanilla prompts outperform the other two 345

kinds of prompts. This indicates that verbose 346

explanation or expansion could increase halluci- 347

nation especially when without evidence. 348

In Figure 4, under open-book scenario4, we see 349

that Deepseek-67B-Chat still shares same answer 350

rates across different prompts and question types 351

and vanilla prompt is the best for it, which indicates 352

that CoT and RaR take risks in inducing more hal- 353

lucinated answers. For GPT-4, answer rates have 354

less gaps between different prompts (all over 90%) 355

and F1-recall scores are all increasing dramatically 356

compared to close-book counterparts, represent- 357

ing adding contextual information elicits LLMs 358

in answering questions more efficiently. Besides, 359

with search results, CoT and RaR both outperform 360

Vanilla prompt and CoT performs the best in GPT- 361

4We use Top-10 searched results as more searched results
generally improve the results of LLMs from Table 3, 4, 5.
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Model fast-changing slow-changing never-changing
+0 +5 +10 +0 +5 +10 +0 +5 +10

Intermlm-20B-Chat 16.9 [16] 49.5 [0] 52.4 [16] 20.0 [16] 61.2 [5] 63.3 [0] 34.6 [5] 68.2 [16] 71.3 [16]
Aquila2-34B-Chat 15.5 [16] 48.4 [16] 51.4 [0] 17.5 [16] 59.6 [16] 61.9 [0] 36.1 [16] 68.0 [16] 69.5 [0]
Yi-34B-Chat 22.8 [16] 54.6 [16] 57.0 [16] 30.6 [16] 68.2 [16] 68.5 [0] 47.7 [16] 77.1 [5] 76.8 [16]
Deepseek-67B-Chat 23.3 [5] 57.6 [16] 58.9 [5] 37.7 [5] 68.5 [16] 70.7 [16] 54.2 [16] 79.6 [5] 79.8 [5]
Qwen-72B-Chat 18.3 [16] 52.5 [16] 55.4 [16] 17.1 [0] 62.9 [16] 65.4 [16] 39.5 [16] 74.1 [16] 75.7 [16]
ChatGPT 19.2 [0] 58.9 [0] 61.7 [0] 15.9 [0] 65.8 (99.4%) [0] 67.6 (99.6%) [0] 35.6 [0] 75.2 (99.7%) [0] 76.5 (99.7%) [0]
GPT-4 29.1 (37.3%) [0] 61.8 (94.5%) [0] 64.9 (95.2%) [0] 28.3 (54.62%) [0] 71.6 (94.2%) [0] 71.6 (96.2%) [0] 54.9 (72.5%) [0] 80.7 (99.0%) [0] 82.6 (99.3%) [0]

Table 5: Best performance over few-shot settings of baselines for RaR prompt with searched results from Google.
+5 and +10 represent different numbers of searched results appended in the inputs. We report in the form of
F1-recall(answer rate)[best number of few shot examples] and omit the answer rate if it is 100%. Data with the
highest F1-recall scores are marked in bold.

(a) Deepseek-67B-Chat

(b) GPT-4

Figure 3: F1-recall scores and Answer Rates of differ-
ent prompts for LLMs in close-book scenario under
zero-shot setting. We represent F1-recall scores with
bar plots and answer rates with dotted lines.

4 with less hallucination, i.e., lower answer rate,362

and higher F1-recall score. This indicates that363

CoT and RaR could improve LLMs on complex364

tasks but CoT elicits more reasoning abilities to365

directly improve the answering.366

Nevertheless, model sizes and training data are367

both fundamental for these prompts to work. In368

Figure 5, not every model improves with CoT or369

RaR compared to Vanilla prompt. For example,370

Deepseek-34B-Chat’s and Qwen-72B-Chat’s per-371

formance decrease in CoT and RaR; ChatGPT and372

Internlm-20B-Chat prefer RaR while GPT-4 and373

(a) Deepseek-67B-Chat

(b) GPT-4

Figure 4: F1-recall scores and Answer Rates of differ-
ent prompts for LLMs in open-book scenario under
zero-shot setting. We represent F1-recall scores with
bar plots and answer rates with dotted lines.

Yi-34B-Chat prefer CoT for larger gains; Aquila2- 374

34B-Chat is robust to all prompt types. 375

Does few-shot prompting always work for all 376

LLMs? For better analyzing the influence of few- 377

shot prompting, we collect close-book and open- 378

book results of all LLMs in zero-shot setting and 379

vanilla prompt. In Figure 6, based on nearly 100% 380

answer rate, five in close-book scenario and four 381

in open-book scenario out of all five open-sourced 382

models have better performance with more few- 383

shot demonstrations, which are sampled in the 384

same data distribution during generating CDQA. 385
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Figure 5: F1-recall scores averaged over all three differ-
ent questions for all models with different prompts in
open-book scenario under zero-shot setting. We present
F1-recall score only since all answer rates ≥ 90%.

Models close-book open-book

0-shot 5-shot 16-shot 0-shot 5-shot 16-shot

ChatGPT 96.3 95.0 96.7 98.8 99.7 99.9

GPT-4 31.7 52.2 64.7 97.4 97.7 98.0

Table 6: Answer rates for ChatGPT and GPT-4 averaged
on all types of questions in close-book and open-book
scenarios with different few-shot settings.

However, we also notice that ChatGPT and GPT-386

4 have shown different trends compared to open-387

sourced models, i.e., more few-shot examples lead388

to decreases in F1-recall scores. Therefore, we389

check the answer rates of ChatGPT and GPT-4 in390

Table 6 where ChatGPT stays in fairly high answer391

rates (≥ 95%) and GPT-4 increases its answer rates392

with more few-shot examples. Combined with their393

monotonic decrease in F1-recall scores, we show394

that ChatGPT and GPT-4 hallucinate more with395

more few-shot examples in CDQA. This indicates396

the challenge of CDQA and different LLMs with397

different capabilities struggle in different ways.398

How do different search engines help? For a399

more detailed comparison between search engines400

across all baselines, we use vanilla prompt since401

CoT performs better in LLMs and zero-shot setting402

with Top-10 searched results from different search403

engines. In Figure 7, searched results from Google404

consistently outperforms Bing among all baseline405

models, which indicates that the Google currently406

provides the most useful retrieved evidence for407

question answering about Chinese news.408

(a) Close-book

(b) Open-book (Top-10 searched results)

Figure 6: F1-recall scores averaged over all types of
questions for different models with different few-shot
settings in close-book and open-book scenarios.

How do LLMs perform across different answer 409

types? As answers in CDQA are mainly enti- 410

ties from news, we conduct analysis across dif- 411

ferent answer types for two representative open- 412

sourced and closed LLMs, i.e., Deepseek-67B- 413

Chat and GPT-4. In Figure 8, we observe that GPT- 414

4’s internal knowledge is poorer than Chinese- 415

oriented models such as Deepseek-67B-Chat for 416

Chinese users. However, with enough retrieved ev- 417

idence, GPT-4 has stronger abilities in learning 418

from contexts than Deepseek-67B-Chat where 419

this “learning efficiency”, i.e., the ratio of gaps 420

between open-book scores and close-book scores 421

to the close-book could reach at most 1370% com- 422

pared to 219% in Deepseek-67B-Chat. Moreover, 423

from Figure 8, we also could notice that the “quan- 424

tity” group is hardest for models to figure out the 425

correct answers, which is due to the granularity of 426

answers and the need of reasoning abilities. 427

4 Related Work 428

Temporal and Dynamic QA Benchmark 429

StreamingQA (Liska et al., 2022) is a QA 430

dataset where questions are human writen or 431

LM-generated on given dates, showing how 432
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Figure 7: F1-recall scores averaged over all questions
for different models with different search engines.

Figure 8: F1-recall scores on different answer types
for Deepseek-67B-Chat and GPT-4 in close-book and
open-book scenarios with Vanilla prompt. We use Top
10 searched results from Google. Deepseek-67B-Chat
holds 100% answer rate in all time while GPT-4 dras-
tically increase its answer rate to 100% with searched
results from Google.

open-book and close-book QA models adapt to433

new knowledge over time and importance of434

retrieval augmentation in up-to-date search space.435

TimeQA (Chen et al., 2021) are formed from436

extracted evolving facts in WikiData by manual437

extraction and verification while we extract entities438

to directly formulate them as answer candidates439

based on the documents. RealTimeQA (Kasai440

et al., 2022), a dynamic QA benchmark with441

automatic weekly updates from the weekly News442

Quiz section in social media such as CNN, is most443

related to our semi-automatic question generation444

with latest Chinese news corpus.445

English QA benchmark Question answering is446

a long-standing task in NLP area, ranging from447

classic single-turn benchmarks such as SQuAD (Ra-448

jpurkar et al., 2016, 2018), TriviaQA (Joshi et al.,449

2017) and Natural Questions (Kwiatkowski et al.,450

2019) to conversational QA like TopiOCQA (Ad-451

lakha et al., 2022). Also, it could also be catego- 452

rized by normal human intelligence and human ex- 453

perts intelligence. For example, CommonsenseQA 454

(Talmor et al., 2019) comes up with questions from 455

ConceptNet in discriminating the target concepts 456

with commonsense while GPQA (Rein et al., 2023) 457

consists of questions generated from graduate-level 458

students. Although these benchmarks have pro- 459

vided efficient and effective evaluation metrics and 460

covered a variety of topics, they are mostly static 461

with a focus on less-evolving knowledge, which 462

might already be or going to be included in the 463

pre-training data of large language models. 464

Chinese QA benchmark In contrast to prosper- 465

ous English QA benchmarks, Chinese counterparts 466

are still under-explored. DuReader (He et al., 2018) 467

is a classic free-form QA benchmark collected by 468

Baidu from its own products and CLUE (Xu et al., 469

2020) is the first large scale NLU benchmark in Chi- 470

nese. After the recent debut of powerful large lan- 471

guage models, a series of Chinese QA benchmarks 472

are proposed for better evaluating them. C-Eval 473

(Huang et al., 2023) is a multiple-choice questions 474

answering dataset from Chinese Standard Exams. 475

WebCPM (Qin et al., 2023) collects questions from 476

web forums through web searching and browsing 477

and SuperCLUE (Xu et al., 2023) is a comprehen- 478

sive Chinese benchmark for question answering 479

in aligning users needs. But they all suffer from 480

either data leakage or the risk of saturated perfor- 481

mance which hinders the accurate evaluation on 482

questions requiring fresh knowledge to answer as 483

static questions are readily overfitted. 484

5 Conclusion 485

The creation of CDQA addresses the urgent need 486

for the evaluation of Chinese LLMs, thereby im- 487

proving LLM-driven applications for Chinese users. 488

Given the cultural influences in LLMs’ training 489

data, it is our aspiration that CDQA will foster 490

development in various capabilities of LLMs, par- 491

ticularly within Chinese contexts. While CDQA 492

progresses further with a semi-automatic genera- 493

tion pipeline with more data than FreshQA, we 494

acknowledge that it is far from a perfect LLM eval- 495

uation. Other critical dimensions, including tool 496

learning, LLMs safety, and robustness, remain to be 497

explored. However, we believe that our constructed 498

CDQA and the series of insights obtained based on 499

it will provide valuable resources and guidance for 500

subsequent research on Chinese LLMs. 501
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Limitations502

One of the limitations of our work is that the503

language we study is Chinese only. As the two504

most widely used languages in the world, English505

and Chinese have always been equally valued and506

widely concerned in the NLP community. In fact,507

our work is inspired by previous FreshQA in the508

English scenario and aims to provide similar data509

resources to Chinese LLMs researchers. We also510

encourage and welcome more researchers from511

other languages to engage in similar research.512

In addition, another limitation that cannot be ig-513

nored is how to keep our CDQA updated. Because514

CDQA focuses on questions whose answers change515

dynamically, it is critical to ensure that the answers516

to questions in CDQA are always correct and up-517

to-date. Therefore, we also commit to updating our518

CDQA regularly and providing researchers with the519

latest version of CDQA for LLMs evaluation.520

Ethics Statement521

The task we focus on is the evaluation of LLMs,522

and the LLMs we evaluate are all public and widely523

used LLMs, so they do not bring potential ethical524

risks. The data samples of CDQA that we collect525

have been manually cleaned and pre-processed to526

ensure that they do not contain any data that will527

cause moral risks, such as politically sensitive, vi-528

olent, and private data. In addition, we also have529

signed legal labor contracts with the human annota-530

tors we employ, and pay them higher than market531

prices based on their workload.532
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A Tag Taxonomy of CDQA722

The tag taxonomy of CDQA is presented in Table 7.723

B Dataset Distributions724

Knowledge types for queries and answer types are725

visualized in the following Figure 9, 10. More726

specifically, we have further visualized the answer727

type distributions in each question tag. From Fig-728

ure 11, we see that nearly 80% of slow changing729

questions are about person and group. Except for730

person and group, artificial work should be the third731

largest category for answers, which includes jobs,732

titles, knowledge and so on. These observations733

are all consistent with our data sources as infor-734

mation for the protagonists, places and events are735

compulsory and most frequent in news reports. Be-736

sides, percentages of time reach the maximum in737

never-changing tag as currently most of questions738

answered with time are about the frequencies.739

C Translated Chinese Prompts740

The translated prompt framework is illustrated in741

Figure 12.742
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Category Description Example
fast-changing The answer to the question is prone to

changing within one year
(How many sessions has the Maritime
Silk Road Cultural Heritage Forum
been held?, Four)

slow-changing The answer to the question is prone to
changing in several years

(Which ancient city site in China has
recently been recognized as a UN-
ESCO World Cultural Heritage?; the
Liangzhu Ancient City Site)

never-changing The answer to the question is from
static knowledge such as scientific the-
ories, historical facts and so on

(In rural areas during winter heating,
it is necessary to guard against the risk
of poisoning from which gas?; Carbon
monoxide)

person Specific individual, usually referring to
a human being.

(Who among the current representa-
tives of the Fuxin County People’s
Congress was one of the first batch of
anti-epidemic heroes to rush to support
Wuhan?; Xin Li)

location Geographical position. (Which province has recently strength-
ened the regulation of the intellectual
property agency industry?; Hainan)

time Points or intervals of a continuous se-
quence of events or conditions.

(In which year was the recent "Haikou
Cup" sailing competition held?; 2023)

event Something that happens, which can be
planned or spontaneous.

(What themed event was recently
launched in Suzhou High-speed Rail-
way New Town to promote the develop-
ment of private enterprises?; "Suzhou
Sentiments, Private Enterprises Con-
nected at Heart")

artificial work Items or intellectual achievements cre-
ated by humans, which have artistic,
academic, or practical value.

(What is the latest TV series aired star-
ring Xin Jiang?; As Long As We Are
Together)

group Entities formed by multiple individuals
for a specific purpose.

(Which undergraduate university is ren-
cently established in the Ningxia Hui
Autonomous Region recently?; Ningxia
Minjiang Institute of Applied Technol-
ogy)

nature Phenomena or entities in the natural
world.

(Please explain to me what Nucleases
is?; Small RNA molecules with cat-
alytic function, belonging to the cat-
egory of biological catalysts?; capa-
ble of degrading specific mRNA se-
quences.)

quantity Numeric value for times or stuff. (How many base pairs in human Y chro-
mosome have been observed from the
latest sequencing results?；More than
30 million)

other Other answer not classified to the above
categories.

(Is there any fee for withdrawing
WeChat balance to bank card?; Yes)

Table 7: Descriptions and examples of question tags (first three rows) and answer types (last nine rows). We
represent (<question>; <answer>) as examples. Original language for these examples is Chinese. We translate
them here for better preview.
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Figure 9: Distributions of question tags for full data

Figure 10: Distribution of answer types for full data
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(a) Fast Changing

(b) Slow Changing

(c) Never Changing

Figure 11: Distributions of answer types for different question tags.
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 {instruction: i}

 {demonstrations: d}

 背景知识：
 {evidence: e}

 问题：{question: q}
 答案：

Vanilla: 根据下面的文档知识以
及你的理解来回答相关问题：

CoT: 根据下面的文档知识以及
你的理解，请一步步思考推理
给出你的解释，并最终给出你
的回答：

RaR: 根据下面的文档知识以及
你的理解，请复述并扩充问
题，并给出你的回答：

Figure 12: The Chinese prompt framework for Figure 2.
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