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Abstract

Creating datasets for low-resource languages
like Bangla often involves machine translation
and quality estimation (QE) filtering, but the
process currently lacks standardization. Dif-
ferent studies use a variety of translation sys-
tems and outdated metrics, making it difficult
to compare findings. Likewise, the QE filter-
ing step is often applied using methods and
thresholds that have not been systematically
tested. To address this, our paper first presents
a unified evaluation of English-to-Bangla MT
systems using both legacy and modern metrics.
We then conduct a small scale human evalu-
ation study to compare automated QE scores
with human judgments, which helps us deter-
mine the best existing QE system and a more
systematically grounded threshold for filtering.
Using this improved strategy, we introduce
BCoQA, a novel Bangla Conversational Ques-
tion Answering dataset. We are making the
BCoQA dataset and our evaluation scripts pub-
licly available. For complete reproducibility
of our study, we also release all model outputs
and their corresponding metric scores via this
link.

1 Introduction

While recent advances in natural language pro-
cessing (NLP) have yielded dramatic improve-
ments, these gains have been concentrated in high-
resource languages. Low-resource languages like
Bangla, however, face significant data scarcity.
This is often addressed by creating machine-
translated datasets, followed by quality estima-
tion (QE) filtering, typically using embedding co-
sine similarity. However, this approach suffers
from several inconsistencies: existing English-to-
Bangla machine translation (MT) systems are eval-
vated on (1) varying datasets, (2) incomparable
metrics, and (3) outdated string overlap-based met-
rics that inadequately compare diverse MT sys-
tems.

This paper addresses these limitations by pre-
senting a unified and systematic analysis of cur-
rent English-to-Bangla MT systems. We evaluated
these systems using both legacy overlap-based
metrics (BLEU (Papineni et al., 2002), chrF++
(Popovic, 2017) and modern deep learning-based
metrics (COMET (Rei et al., 2022), CometKiwi
(Rei et al., 2022), BLEURT (Sellam et al., 2020)),
which demonstrate a higher correlation with hu-
man judgments.

We also address quality filtering for Bangla
machine-translated data. The prevalent method
uses Language-Agnostic BERT Sentence Embed-
dings (LaBSE) (Feng et al., 2020) to calculate co-
sine similarity between source and translated sen-
tences, discarding pairs that fall below a high, yet
arbitrary, similarity threshold. We aim to improve
this by: (1) conducting a small-scale human eval-
uation study to compare LaBSE similarity scores
and reference-less CometKiwi (Rei et al., 2023)
scores against human quality judgments; and (2)
using these findings to determine an optimal fil-
tering threshold that better separates high-quality
translations from artifacts.

Using these findings, we introduce BCoQA, the
first Bangla Conversational Question Answering
dataset. BCoQA is created by translating and
filtering the established English conversational
question-answering datasets CoQA (Reddy et al.,
2018) and QuAC (Choi et al., 2018), using our op-
timized MT and filtering pipeline. Finally, we fine-
tune and evaluate several sequence-to-sequence
models on BCoQA, to provide a baseline for fu-
ture research in this area. Our best model achieves
an F1 score of 54.1%, which, when contrasted
with the human F1 of 78.7%, highlights the sig-
nificant room for future improvement.
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2 Related Works

Several Bangla datasets have been created using
machine translation followed by quality filtering.
The BNLI dataset for sequence-pair classification
and the SQuAD_bn dataset (Bhattacharjee et al.,
2021) were generated using an MT system in-
troduced by Hasan et al. and filtered with a
LaBSE (Feng et al., 2020) cosine similarity thresh-
old of 0.7. For the BanglaParaPhrase dataset
(AKkil et al., 2022), the authors used the same MT
model (Hasan et al., 2020) followed by a multi-
stage filtering process. After an initial LaBSE fil-
ter (0.7) on both translations and back-translations,
for the final quality check, they used a BERTScore
(Zhang et al., 2020) Fl-measure, setting a high
threshold of 0.92 that was informed by a small-
scale human evaluation. These examples highlight
the common, yet often ad-hoc, use of embedding-
based similarity for filtering.

There has also been some advancements in ma-
chine translation for Bangla. The BanglaNLG
benchmark (Bhattacharjee et al., 2022) introduced
BanglaNMT, a large-scale machine translation
dataset, along with BanglaT5, a model pre-trained
on a large Bangla corpus. BanglaT5 achieved
state-of-the-art results on various Bangla tasks, in-
cluding machine translation, demonstrating the ef-
fectiveness of monolingual pre-training. Trans-
lation quality was evaluated using SacreBLEU
(Post, 2018). More recently, IndicTrans2 (Gala
et al., 2023), a translation model supporting 22 In-
dic languages (including Bangla), was introduced
alongside the IN22-Gen and IN22-Conv evalua-
tion datasets. IndicTrans2 outperformed the much
larger NLLB MoE (54B parameters) (Team et al.,
2022) on all 22 languages, including Bangla. This
comparison used chrF++ (Popovic, 2017), the
same metric employed by Team et al. for NLLB
benchmarking.

A recent study Mahfuz et al. (2024) compared
NLLB (Team et al., 2022), BanglaT5, and sev-
eral large language models (LLMs) with multilin-
gual support, using the BLEU metric. NLLB 3.3B
outperformed Llama 3.1 70B (Grattafiori et al.,
2024) and BanglaT5 in English-to-Bangla transla-
tion. The use of disparate metrics across these key
studies makes direct comparison of model perfor-
mance challenging and reinforces the need for a
unified evaluation.

While existing Bangla question answering
datasets like SQuAD_bn (Bhattacharjee et al.,

2021) and BanglaRQA (Ekram et al., 2022) pro-
vide valuable resources, they are designed for ex-
tractive, single-turn QA. These datasets do not
support the multi-turn, conversational interactions
that are common in human dialogue. Our work in-
troduces BCoQA, a new dataset designed for con-
versational question answering. Table 1 provides a
comparison of these existing datasets and BCoQA,
highlighting the unique characteristics of our con-
tribution.

3 Comparative Analysis of
English-to-Bangla MT Systems

3.1 Systems

We evaluate the following English-to-Bangla ma-
chine translation systems:

* banglatS_nmt_en_bn (btS5): The BanglaT5
base model (Bhattacharjee et al., 2022), pre-
trained on Bangla text, fine-tuned on the
BanglaNMT dataset.

* indictrans2-en-indic-1B (it2): A model sup-
porting 22 Indic languages, including Bangla,
trained on the Bharat Parallel Corpus Collec-
tion (BPCC) (Gala et al., 2023).

* nllb-200-3.3B (nllb): A 200-language model
trained on the NLLBv1 dataset (Team et al.,
2022), which includes the largest known
Bangla-English parallel text collection (68M
pairs).

* m2m100_1.2B (m2m100): A multilingual
model focused on non-English-centric trans-
lation, supporting 9,900 directions across 100
languages, including English-to-Bangla (Fan
et al., 2020).

* gemma3-12b-it (gemma3): To assess the
capabilities of Large Language Models
(LLMs) for English-to-Bangla translation,
we included the decoder-only gemma3-12b-
it model (Team et al., 2025). To manage
computational resources and ensure feasibil-
ity within our setup, we focused our LLM
exploration on models that could be run in
8-bit GGUF format (ggerganov and contrib-
utors, 2023) with a context window of at
least 1024 tokens. Based on this criterion
and an empirical comparison with Llama3.1-
8B (Grattafiori et al., 2024) and Qwen3-14B
(Yang et al., 2025), gemma3 demonstrated


https://huggingface.co/csebuetnlp/banglat5_nmt_en_bn
https://huggingface.co/ai4bharat/indictrans2-indic-en-1B
https://huggingface.co/facebook/nllb-200-3.3B
https://huggingface.co/facebook/m2m100_1.2B
https://huggingface.co/google/gemma-3-12b-it

Dataset Conversational Answer Type Machine Translated
SQuAD_bn (Bhattacharjee et al., 2021) X Spans, Unanswerable v
BanglaRQA (Ekram et al., 2022) X Spans, Yes/No, Unanswerable X
Tydi QA (Clark et al., 2020) X Spans, Yes/No X
QAmeleon (Agrawal et al., 2023) X Free-form Text v
BCoQA (this work) v Free-form text, Unanswerable v

Table 1: Comparison of BCoQA with existing Bangla reading comprehension datasets.

consistently more coherent Bangla output
and was selected for inclusion. During trans-
lation, we experimented with three different
prompt formats and selected the one that
yielded the best performance for our final
comparison, the prompts are shown in ap-
pendix table 8

3.2 Evaluation Datasets

Name Samples Source

bnmt 1000 Bhattacharjee et al.
flores+ 997 Team et al.
in22-test-conv 1503 Gala et al.
in22-test-gen 1024 Gala et al.

Table 2: Overview of the evaluation datasets used to
assess English-to-Bangla machine translation perfor-
mance.

Table 2 provides details on the evaluation
datasets used in our analysis.

3.3 Evaluation Metrics

3.3.1 Legacy Metrics

We include the widely used BLEU (Papineni et al.,
2002) and chrF++ (Popovic, 2017) metrics, calcu-
lated using SacreBLEU (Post, 2018), for historical
comparison and common practice. However, we
acknowledge their limitations, particularly when
comparing diverse MT systems, as surface-level
metrics like BLEU, chrF++ are known to be less
reliable in such cases (Callison-Burch et al., 2006;
Kocmi et al., 2024).

3.3.2 Neural Metrics

We also utilize modern neural metrics, which
have shown improved correlation with human
judgments. Based on a comprehensive compar-
ative analysis (Kocmi et al., 2024), we select
CometKiwi (Rei et al., 2023) and BLEURT (Sel-
lam et al., 2020). CometKiwi, a quality esti-
mation metric, is particularly valuable as it does
not require reference translations. BLEURT, a

reference-based metric with a different architec-
ture, provides a contrasting perspective. We also
include the reference-based COMET (Rei et al.,
2022) for a more comprehensive evaluation.

3.4 Results

Analyzing Table 3, we can see IndicTrans2 consis-
tently demonstrates strong performance, achieving
the highest scores across most datasets and met-
rics. On the BanglaNMT dataset, BanglaT5 ex-
hibits slightly higher scores in traditional metrics
like BLEU and chrF++, as well as COMET and
BLUERT, compared to IndicTrans2. However, In-
dicTrans2 achieves the highest CometKiwi score
on this dataset. This pattern on BanglaNMT might
be influenced by BanglaT5’s potential training on
this specific dataset, which could lead to stylistic
similarities that are favored by metrics relying on
reference translations.

Gemma 3 shows competitive performance, par-
ticularly on the flores+ dataset where it achieves
the highest CometKiwi score. While it doesn’t
consistently lead in raw scores, its performance is
generally better than M2M100 and NLLB across
most metrics and datasets. M2M100 consistently
exhibits the lowest performance across all datasets
and metrics.

To validate these observations, we performed
paired t-tests with bootstrap resampling (Koehn,
2004) on COMET scores (p < 0.05). While
BanglaT5 shows a numerical advantage on the
BanglaNMT dataset, our tests confirm this lead
over IndicTrans?2 is not statistically significant (Ta-
ble 4). Across all datasets, the analysis reveals that
IndicTrans2’s lead is generally robust. Conversely,
Gemma 3 achieves statistically significant gains
over BanglaT5 on the flores+ and in22-test-conv
datasets, but does not significantly outperform In-
dicTrans2 on any benchmark (see Appendix Ta-
bles 9, 10, 11 for full results).

A qualitative analysis of the translation out-
puts from Gemma 3 and IndicTrans2 reveals that
Gemma 3 generally produces translations with



Table 3: Machine Translation Evaluation Results (All scores are scaled to 0-100 for consistency)

Dataset Model BLEU chrF++ COMET CometKiwi BLUERT
bt5 25.1 58.5 92.96 82.25 85.39
gemma3 21.2 56.0 92.0 82.37 83.22
bnmt it2 23.2 57.7 92.92 83.66 85.21
m2m100 12.6 45.0 87.65 76.38 77.17
nllb 20.5 54.5 92.20 81.51 84.26
bt5 15.1 454 85.96 72.22 76.40
gemma3 13.5 443 85.96 77.13 76.77
flores+ it2 21.1 52.0 87.29 76.49 77.43
m2m100 11.7 40.9 81.92 66.91 69.49
nllb 16.4 47.1 86.11 74.46 75.96
bt5 15.8 43.8 89.41 79.65 79.69
gemma3 16.4 453 86.73 80.98 80.03
in22-test-conv  it2 16.7 46.3 89.99 82.05 80.90
m2m100 9.4 352 84.89 73.35 72.48
nllb 15.8 43.8 89.40 79.28 79.45
bt5 13.7 43.6 85.20 69.96 76.94
gemma3 13.2 433 85.56 73.37 76.57
in22-test-gen it2 16.4 47.6 86.75 75.15 78.50
m2m100 7.3 35.1 79.22 64.84 67.93
nllb 13.1 437 85.27 73.19 76.77

Model ‘ bt5 gemma3 it2 m2ml100  nllb
bt5 - True False True True
gemma3 | False - False True False
it2 False True - True True
m2m100 | False False False - False
nllb False True False True -
Table 4: Pairwise t-test results on BanglaNMT

(COMET scores). "True" indicates the row model sig-
nificantly outperforms the column model (p < 0.05).

higher fluency and naturalness. However, in
scenarios involving complex translations, Indic-
Trans2 demonstrates a significant advantage in
terms of semantic accuracy. Interestingly, despite
a substantial difference in model size (IndicTrans2
1B vs Gemma 3 12B parameters), Gemma 3’s ca-
pabilities as a general-purpose language model, in-
cluding its ability to engage in coherent conversa-
tions in Bangla and comprehend the language’s nu-
ances, indicate a considerable potential for appli-
cations in Bangla natural language processing.

4 Quality Estimation for Translation
Filtering

4.1 Methods

We compare two methods for filtering machine-
translated data: LaBSE (Feng et al., 2020), the
most common approach, and CometKiwi (Rei
et al., 2023), a quality estimation (QE) system
shown to align well with human judgments (Mu-

jadia et al., 2023; Kocmi et al., 2024).

4.2 Human Evaluation

To evaluate these methods, we first translated the
CoQA (Reddy et al., 2018) and QuAC (Choi et al.,
2018) datasets using the IndicTrans2 model. We
then scored each translation using both LaBSE co-
sine similarity and CometKiwi. Following Direct
Assessment (DA) guidelines (Graham et al., 2013),
we recruited 25 human annotators to rate 20 trans-
lations each, totaling 500 translated samples on a
scale of 0-100. For a representative evaluation, we
sampled translations using a stratified approach.
We created bins based on the level of agreement
between LaBSE and CometKiwi scores, and sam-
pled from each. This ensured our analysis in-
cluded not only cases where the models agreed,
but also a significant number of translations where
their quality assessments diverged.

4.3 Correlation Analysis

Table 5 shows the correlation between hu-
man judgments (DA scores) and QE scores
(CometKiwi and LaBSE). CometKiwi demon-
strates significantly higher correlation with human
judgments than LaBSE, with high statistical sig-
nificance across all measures (Pearson, Spearman,
and Kendall). Our qualitative analysis reveals key
differences in how LaBSE and CometKiwi han-
dle specific translation challenges. LaBSE often
assigns high scores to erratic outputs, including



Metric Pearson (p-value)  Spearman (p-value) Kendall (p-value)
CometKiwi  0.467 (< 0.001) 0.440 (< 0.001) 0.304 (< 0.001)
LaBSE 0.138 (0.006) 0.128 (0.010) 0.088 (0.010)

Table 5: Correlation between Human Judgments (DA) and QE Scores ( CometKiwi and LaBSE)

those with nonsensical repetitions or mixed En-
glish and Bangla scripts, while CometKiwi appro-
priately penalizes such translations. For instance,
the nonsensical translation "% ©I% f22BMeneded"
(from "What ended her hiatus") received a human
DA score of 28, a CometKiwi score of 0.363, but a
LaBSE score of 0.893. Furthermore, LaBSE con-
sistently undervalues accurate transliterations of
nouns and abbreviations. IndicTrans2 often cor-
rectly transliterates terms like "WBC" to "W@%-
31" and "Janko Tipsarevic" to "SuicE Bomcafes".
While human annotators and CometKiwi rated
these transliterations highly, LaBSE frequently as-
signed scores below 0.5, demonstrating a signifi-
cant misalignment with human judgment.

Beyond our 500 sample human study, a large-
scale analysis across the entire dataset reinforces
our conclusions (details in Appendix Table 13 and
Table 14). LaBSE scores show significantly higher
volatility (i.e., a larger standard deviation). More-
over, the score distributions confirm LaBSE’s ten-
dency to overestimate quality: it assigns scores in
the highest bracket (0.9-1.0) to 46% of the data,
compared to just 14% for CometKiwi. This quan-
titative evidence aligns with our qualitative find-
ings, where LaBSE overvalued flawed translations
while undervaluing correct transliterations.

4.4 Threshold calculation

Although 0.7 is a frequently used LaBSE thresh-
old (Bhattacharjee et al., 2021), prior work shows
that the optimal threshold is system and language-
dependent (Dakwale et al., 2022). To find
an optimal threshold, we analyzed the distribu-
tion of human DA scores relative to CometKiwi
scores. Based on DA guidelines (Graham et al.,
2013), which suggest that good quality transla-
tions should be rated above 70, we sought a thresh-
old where at least 80% of the translations were
rated >70 by our annotators. However, our initial
analysis revealed that the optimal threshold was
highly sensitive to the percentage target, with dif-
ferent thresholds yielding vastly different results
(e.g. 0.58 for 80%, 0.67 for 85%, and 0.81 for
90%). This sensitivity suggests that our approach

may lack robustness, and that the optimal thresh-
old may not be easily determined due to the limi-
tations of our annotated dataset. To make our ap-
proach more robust, we decided to combine this
with manual inspection. Looking closely at the
translations that were accepted or rejected at dif-
ferent thresholds, evaluating both the removal rate
and the quality of the rejected translations, we
chose a threshold of 0.67. This threshold resulted
in the removal of 35% of the data, which, although
significant, appeared to be a reasonable trade-off
for the improved quality of the remaining data, as
it struck a balance between removing low-quality
translations and preserving acceptable ones. We
acknowledge that this threshold may not be opti-
mal, and that a more robust approach to threshold
optimization may be necessary to achieve more re-
liable results.

5 Creation of BCoQA Dataset
5.1 Task Definition

Conversational Question Answering (CoQA) sys-
tems facilitate a natural flow of dialogue by under-
standing and generating responses that align with
the context of a conversation. The goal is to an-
swer the current question in conversation, consid-
ering the passage and conversation history. If the
answer can’t be found, the output should be "retl-
0" ("Unknown"). Figure 1 shows how the entity
of focus! changes throughout the conversation.

5.2 Dataset Creation

We chose two conversational QA datasets, CoQA
(Reddy et al., 2018) and QuAC (Choi et al., 2018),
which share core features like context passages,
multi-turn conversations, unanswerable questions,
and evidence spans. However, their differing col-
lection methods result in key distinctions. QuAC
provides only answer spans, while CoQA includes
both spans and free-form answers. QuAC also fea-
tures more open-ended questions.

Since QuAC lacks free-form answers, we gen-
erated them using the Gemma3 12B LLM (Team

'a series of pronouns or noun phrases that refer to the
same entity or concept in a conversation or text



Split Name Data points/Conversations Yes/No Unknown Short Long (>3 words)
Train 12109 42409 11892 59380 48297
Validation 956 3318 1219 4728 3858

Test 50 221 74 466 234

Total 13115

Table 6: Dataset split analysis with different answer types

Model Params EM F1
Human - 71.7  78.7
BanglaT5 (Bhattacharjee et al., 2022) 248M 383  54.1
mT5-base (Xue et al., 2020) 582M 352 427
BanglaT5-small (Bhattacharjee et al., 2022)  60.5M  34.0 44.7
mBART-large-50 (Lewis et al., 2019) 611IM 326 39.6

Table 7: Performance on BCoQA test set (EM: Exact Match, F1: F1 Score).

et al., 2025) (accessed April 18, 2025), providing
the context, question, and answer span as input.
Figure 2 shows an example of a generated free-
form answer.

We then translated both datasets using the In-
dicTrans2 model (Gala et al., 2023) and filtered
out any conversation containing a sentence with
a translation score below our chosen threshold of
0.67 as determined earlier through a combination
of quantitative and qualitative analysis. Table 6 de-
tails the final dataset structure after filtering.

5.3 Benchmarking Existing Models

We framed conversational question answering
(CoQA) as a response generation task, fine-
tuning sequence-to-sequence (seq2seq) models on
BCoQA. We excluded reading comprehension
models like BanglaBERT (Bhattacharjee et al.,
2022) as they are unsuitable for free-form answer
generation. The input was formatted as: P <q> Qy
<a> Ap ... <q> Qi1 <a> A;_1 <g> Q; <a> (P:
passage, <q>: question, <a>: answer).

We evaluated using macro-averaged F1 score,
consistent with CoQA, removing punctuation and
stop words. Human performance (10 participants,
5 conversations each) served as a baseline.

Table 7 shows that BanglaT5 achieves the high-
est scores (EM: 38.3, F1: 54.1), significantly
below human performance. Notably, the the
smaller version of BanglaT5, with about 1/10th
the number of parameters(60.5M), perform com-
parably to larger multilingual models like mT5-
base, mBART-large-50, which have 582M and
611M parameteres, respectively. This highlights
the benefit of native Bangla pretraining. Upon
closer examination of the detailed results shown in

table 12, we observe that the models perform best
on yes/no type questions, which is a expected phe-
nomenon for seq2seq models (Feng et al., 2020).
This is because yes/no answers often rely on sim-
ple factual information or binary decisions, mak-
ing it easier for the models to predict the correct
response. The banglat5 variants also excel in pro-
viding accurate long answers (answers longer than
3 words), indicating that Bangla pretraining is es-
sential for generating long coherent responses.

6 Conclusion

This paper presented a comprehensive analysis of
English-to-Bangla machine translation, systemat-
ically evaluating state-of-the-art systems with a
suite of traditional and modern neural metrics, and
identifying IndicTrans2 as the most effective. A
key contribution was our small-scale human evalu-
ation, which revealed that CometKiwi, a reference-
free quality estimation metric, offers significantly
better correlation with human quality judgments
compared to the prevalent LaBSE-based cosine
similarity. Based on this, we proposed an opti-
mized data filtering approach using a CometKiwi
threshold of 0.67. Building directly on these ad-
vancements, we introduced BCoQA, the first con-
versational question answering dataset for Bangla,
developed through our refined translation and fil-
tering pipeline. We established a baseline F1 score
of 54.1% on BCoQA, which, while a solid start-
ing point, falls considerably short of human perfor-
mance (78.7% F1), underscoring the critical need
for further advancements in low-resource Bangla
NLP.
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Figure 1: A conversation from the BCoQA dataset
showing entity of focus in colors. For the original En-
glish conversation, please refer to Figure 3.

Limitations

This work has several limitations that warrant con-
sideration and future research: Firstly, our com-
parative analysis focused on existing, pre-trained
English-to-Bangla machine translation (MT) sys-
tems. We did not train a new MT model by com-
bining all publicly available datasets. Such a com-
prehensive training approach would likely yield
improved translation performance, representing a
valuable avenue for future work.

Secondly, the human evaluation study, while
crucial for comparing quality estimation (QE)

Input Prompt:

Context: In 1969, still in the Pre-Crisis continuity, writer Den-
nis O’Neil and artist Neal Adams return Batman to his darker
roots. One part of this effort is writing Robin out of the se-
ries by sending Dick Grayson to Hudson University and into
a separate strip in the back of Detective Comics. The by-now
Teen Wonder appears only sporadically in Batman stories of
the 1970s as well as a short lived revival of The Teen Titans.
In 1980, Grayson once again takes up the role of leader of
the Teen Titans, now featured in the monthly series The New
Teen Titans, which became one of DC Comics’s most beloved
series of the era. During his leadership of the Titans, however,
he had a falling out with Batman, leading to an estrangement
that would last for many years.

Question: What role did he play in Teen Titans?

Answer Span: In 1980, Grayson once again takes up the role
of leader of the Teen Titans,

Answer:

Generated free-form answer:
Leader in Teen Titans.

Figure 2: Example of converting answer spans into
free-form answers using LLMs.

methods, was limited in scale. A larger-scale study
with more annotators and a broader range of trans-
lated samples is necessary for a more definitive
analysis of optimal filtering thresholds and a more
robust validation of QE metrics against human

judgments.

Thirdly, our experiments on the BCoQA dataset
focused exclusively on fine-tuning sequence-to-
sequence (seq2seq) models. While seq2seq mod-
els are a natural fit for conversational response
generation, we acknowledge that other architec-
tures, including large language models (LLMs)
and models designed for extractive question an-
swering, might achieve superior performance. Ex-
ploring these alternative architectures on BCoQA
is an important direction for future research. The
original CoQA paper (Reddy et al., 2018) notes
the limitations of seq2seq models, further motivat-
ing this exploration.
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e COMET: We used the Unbabel/wmt22-
comet-da model for COMET evaluation.

¢ CometKiwi:

— Evaluation:  wmt23-cometkiwi-da-xI
(updated and scaled-up version).

— BCoQA Quality Estimation: wmt22-
cometkiwi-da (due to feasibility con-
straints with the XL model on the large
BCoQA dataset, and as recommended
by the authors for sufficient quality).

— Quality Filtering: wmt22-cometkiwi-

da.

* SacreBLEU: We used SacreBLEU for
BLEU and chrF++ with the following signa-
tures:

BLEU: nrefs:1|case:mixed|eff:
no|tok:13a|smooth:exp|version:
2.5.1

chrF++: nrefs:1|case:mixed]|eff:

yes|nc:6|nw:2|space:no|version:
2.5.1
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B Prompt and Data Examples

B.1 English Conversation

Figure 3 shows the English version of Figure 1

Intel Corporation (also known as Intel, stylized as intel) is an
American multinational corporation and technology company
headquartered in Santa Clara, California. It is the world’s
second largest and second highest valued semiconductor chip
makers based on revenue after being overtaken by Samsung,
and is the inventor of the x86 series of microprocessors, the
processors found in most personal computers (PCs). Intel
supplies processors for computer system manufacturers such
as Apple, Lenovo, HP, and Dell. Intel also manufactures
motherboard chipsets, network interface controllers and in-
tegrated circuits, flash memory, graphics chips, embedded
processors and other devices related to communications and
computing. Intel Corporation was founded on July 18, 1968,
by semiconductor pioneers Robert Noyce and Gordon Moore.

Qi:
A1Z

Q2:
AQI

Qs:
A32

Qa:
A4I

Qs:
As.’

Qs:
A@.’

Qr:
A7Z

Qs:
Agi

Qo:
AQZ

What is the subject of the article?
Intel Corporation

Where is the company’s headquarters?
Santa Clara, California

Are they a multinational company?
Yes.

What did Intel invent?
x86 series of microprocessors

Where is it used?
Most personal computers (PCs)

When was the company founded?
July 18, 1968

Name Founder.

And the ?
Gordon Moore

What else did he establish?

Unknown

Figure 3: A conversation from the BCoQA dataset
showing coreference chains in colors - Source of fig-
ure 1

B.2 Gemma3 Translation Prompts

Table 8 shows the different prompts tested for
Gemma 3 translation generation.
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Prompt Structure

Translate the following English sentence
to Bangla:

English: {English Sentence}

Bangla:

Translate the following English text into
Bangla. Here is an example:
English: Hello, how are you?

Bangla: &N, =« (FN ACRA?

Now, translate this:
English: {English Sentence}
Bangla:

You are a professional English to Bangla
translator. Translate the following
sentence accurately and naturally:
{English Sentence}

Table 8: Prompt Formats Experimented with for
Gemma 3 Translation

C Detailed Test Results

C.1 Pairwise t-test results for flores+,
in22-conv, in22-gen

Tables 9, 10, 11 show the pairwise t-test result for
flores+, in22-conv and in22-gen dataset consecu-
tively.

Model | bt5  gemma3  it2  m2ml00 nllb

bt5 - False False True False
gemma3 | True - False True True
it2 True True - True True
m2m100 | False False False - False
nllb False False False True -

Table 9: Pairwise t-test results on flores+ dataset

Model | bt5 gemma3  it2  m2ml00 nllb

bt5 - False False True False

gemma3 | True - False True True

it2 True False - True True

m2m100 | False False False - False

nllb False False False True -
Table 10: Pairwise t-test results on in22-conv test
dataset

C.2 Answer Specific Performance of BCoQA
Finetuned Models

Table 12 shows the answer type specific results of
BCoQA fine tuned models.



Model \ bt5 gemma3 it2 m2ml100  nllb

bt5 - False False True False
gemma3 | False - False True False
it2 True True - True True
m2m100 | False False False - False
nllb False False False True -

Table 11: Pairwise t-test results on in22-gen test dataset

Long (F1)

Model Yes/No (EM) Unknown (EM)  Short (F1)
bt5 78.5 31.2 58.4
mT5 77.9 14.5 46.3
bt5-sm 74.2 17.0 48.1
mBART 76.0 35.9 42.8

39.2
26.1
335
20.5

Table 12: Model scores on BCoQA test set by question-
answer type.

C.3 Detailed Comparison of CometKiwi and
LaBSE QE

Table 13 and Table 14 shows extensive statistical
analysis of CometKiwi and LaBSE Quality estima-
tion scores of unfiltered BCoQA dataset.

Table 13: Descriptive statistics and correlation for QE

scores on the unfiltered BCoQA dataset.
Train Validation
Metric CometKiwi LaBSE CometKiwi  LaBSE
Descriptive Statistics
Count 705740.0 705740.0 58565.0 58565.0
Mean 0.8628 0.8759 0.8617 0.8721
Std 0.0526 0.1015 0.0538 0.1093
Min 0.1911 -0.3380 0.1479 -0.2987
25% 0.8531 0.8633 0.8516 0.8620
50% 0.8811 0.8962 0.8803 0.8950
75% 0.8945 0.9192 0.8942 0.9180
Max 0.9229 1.0000 0.9226 1.0000
Correlation Analysis
Pearson 0.4591 0.4839
Spearman 0.2709 0.2932
Kendall 0.1859 0.2017

All correlations are significant (p<0.0001).

D GUI for Human Annotation and
Evaluation
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Table 14: Frequency distribution of CometKiwi and
LaBSE scores for the training and validation sets.

Train Validation
Score Bin CometKiwi LaBSE CometKiwi LaBSE
(-0.001, 0.1] 0 18 0 2
(0.1, 0.2] 3 17 2 3
0.2, 0.3] 38 15196 3 1577
(0.3,0.4] 105 292 10 20
0.4, 0.5] 572 514 50 40
(0.5, 0.6] 2403 1325 210 97
(0.6, 0.7] 8895 4455 749 344
(0.7, 0.8] 58776 29476 5142 2311
(0.8, 0.9] 532272 326342 44240 27708
0.9, 1.0] 102676 326510 8159 26363




Direct Assessment (DA) Guideline for Translation Quality N

Yourtaskis to rate the quality of the translated sentence compared to the original
English sentence. Please assign a score between 0 and 100, where 100 is a perfect
translation and 0 is completely inaccurate.

Consider how well the translation conveys the meaning of the original sentence. Start Rating Ses:

Use the following score ranges as a guide:
91-100: Excellent Translation Source Sentence (Engll
o Translation is perfect and conveys the source meaning without any errors.
o Reads like naturally written text.
71-90: Good Translation Translated Sentence

o Translation accurately reflects the source meaning with very minor errors or
awkward phrasing.

Easy to understand and grammatically correct.
51-70: Fair Translation Rating (0-100)

> Translation conveys the overall meaning, but may have some inaccuracies or
unnatural phrasing.

o Understandable, but might require slight effort to grasp the intended meaning.
31-50: Poor Translation

Translation partially reflects the source, but a significant portion of the meaning is
lost or unclear. Rating 0/10

Difficult to understand without significant effort and may contain grammatical
errors.

11-30: Very Poor Translation Reset for New Rater
o Translation is inaccurate and contains only a few keywords from the source.
o Meaning s largely lost or distorted. Contains numerous errors.

1-10: Completely Inaccurate Translation

> Translation is unintelligible and does not convey the source meaning at all

(a) UI for Human Direct Assessment Scoring

Bl Bangla Conversation Question Answering

s s et wrreRT a1 G o e = on e Sud v | Soaaren vaniea A Ty

AT

R B ((Fuamiam) -80 B8 (R TETae GO FeAr=TaT917-1983 ST S5 AT (ATE SAS A7 SAFE [2TS Hl5w- U8 Aot 5E-<~1a et a1 =raee, it 2 i wena w61 zrafem s garda i waam
TG TF RS (el (T 7w [T We 120,000 TEAE AT6-Rag S0 5 iatal Srors T Aofo, T8 S0 SuIEsTaR SHG R [diom o8 grs SRt ws i srege fa, 20 Bes @ ow, smmit g
IR STAITR <P (AP AT, A1 ST G e 9 15% (i s Gy e iea sl (emrres e ST Gasest Ta2er| Guessieis SO TS 6 (%21 S1wd 9 (15 SI=06, 11 BItia 2epeUas SFGm (G oTd F1g
CRIT 4,20,000 GETTE (HTHEET | GO 1983 T SRIRH-2 R SIgSI (BTG 25" <951 ST ST MABIE, (T 51 ©Ta 2R TR o=l FLABE | (R (MBS O STFOH 35" SIia8) e 1y SISy,
i 26 TR ST RTsrE wrgbTas wifowe , Fof ateitrev ca i 1% STt GuTe st SBIaTs (Srafties, [ Coresin Sifdars site oSt (UaIRIe= | ©IEe; 0, "GpTesT+ (3§ Ga-ll il (A0 (ST ] SId SIig
GIICNE (HUHS TG | IS Bl (7 (572 TS0 NRITS (TSl JaI0 A0 (1 fof~ i 57 e S aerrs (8 safzuem s fef wig s1eice S qreigeer | s iz o o wims awft s wroar e e
S ST | T A, R RS TR 1S 16 G 715 (At e fReraeeTe, fOfR 25 *ret corer AT S SrafeeT, 750,000 GENAH (15799 GO (RapTaa S (8T 20REET| 50, 000 FfEF Goag =5
ST P R 20 et RT3 S waw

CReTIC e iR
G T FIF (5]
BRI 3 B W AR
2 R G
GG S ([ Fra?
IR Go

(b) UI for BCoQA Human Evaluation.

Figure 4: User interfaces developed for human annotation and evaluation tasks.
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E Licensing Information

The licenses for the original English data are as
follows: QuAC (Choi et al., 2018): The QuAC
dataset is licensed under the Creative Commons
Attribution-ShareAlike 4.0 International License
(CCBY-SA 4.0). CoQA (Reddy et al., 2018): The
CoQA dataset is a compilation of passages from
several sources, each with its own license: Liter-
ature and Wikipedia passages are licensed under
CC BY-SA 4.0. Children’s stories from MCTest
are licensed under the MSR-LA license. Mid-
dle and High school exam passages from RACE
are provided under their own specific terms for
research use. News passages from the Deep-
Mind CNN/DailyMail dataset are licensed under
the Apache License 2.0. Our resulting BCoQA
dataset, along with all associated code and evalu-
ation scripts, is made publicly available under the
CC BY-NC-SA 4.0 license.

F Human Evaluation Protocol

F.1 Participant Recruitment

A total of 35 participants were recruited on a vol-
untary basis from undergraduate courses from an
university Computer Science and Engineering de-
partment. All annotators are native speakers from
Bangladesh where Bangla is the primary language,
providing the necessary cultural context to judge
translation naturalness. The participants were all
in the 20-24 age range.

F.2 Task Interface and Procedure

The evaluation was conducted using custom user
interface developed with Gradio. The procedure
was as follows:

1. Each of the 35 participants was assigned a
unique, anonymous ID for tracking purposes.

For the translation quality task, 25 partic-
ipants were presented with a source En-
glish sentence and its corresponding machine-
translated Bangla output.

Following the Direct Assessment (DA)
methodology (Graham et al., 2013), they
were instructed to rate the quality of the trans-
lation on a continuous scale from 0 to 100.
Figure 4a shows the Ul for this task.

For the conversational QA task, 10 partici-
pants were tasked with providing baseline hu-
man answers. Each was randomly assigned
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five conversations from the test set. Figure
4b shows the Gradio interface created for this
task.

G Computational Infrastructure

All experiments, including model inference, qual-
ity estimation, and fine-tuning, were conducted on
a single workstation with the following specifica-
tions:

e GPU: NVIDIA GeForce RTX 4090 with 24
GB of VRAM

¢ CPU: Intel Core 19-9900K
« RAM: 128 GB DDR4

H Finetuning Setup

We finetuned our models on the BCoQA dataset
using the Seq2SeqTrainer from the Huggingface
transformers library. The finetuning setup con-
sisted of:

* 2 epochs of training
* Learning rate of 4e-5
* Maximum sequence length of 1024

* Adafactor optimizer for BanglaT5, BanglaT5
Small, and MT5. AdamW optimizer for
MBART.

* Batch size between 4-8 depending on the
model size to maximize throughput.
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