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Abstract

Large-scale author coreference, the problem
of ascribing research papers to real-world au-
thors in bibliographic databases, is critical
for mining the scientific community. How-
ever, traditional pairwise approaches, which
measure coreference similarity between pairs
of author mentions, scale poorly to large
databases; and streaming approaches, which
lack the ability to retroactively correct errors,
can suffer from chronically low accuracy. In
this paper we present a hierarchical model
for solving author coreference that overcomes
these issues. First, our model enables scala-
bility over rich entity representations by com-
pactly organizing the mentions of each au-
thor into trees. Second, we employ Markov
chain Monte Carlo (MCMC) inference which
is able to retroactively correct existing coref-
erence errors when processing new mentions.
We validate these two properties empirically,
and demonstrate further scalability through
asynchronous parallel MCMC (allowing us to
scale to all 150,000,000 author mentions in
Web of Science).

1. Introduction

Bibliometric reasoning about academic research, the
people who contribute to it, and the organizations
(e.g., journals, institutions, grants) that foster its
growth, is a current area of high interest because anal-
ysis of such data has the potential to revolutionize the
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way in which scientific research is conducted. For ex-
ample, if we could predict the next hot research area,
or identify researchers in different fields with comple-
mentary research directions who should collaborate, or
facilitate the hiring process by pairing potential fac-
ulty candidates with academic departments, then we
could rapidly accelerate and strengthen scientific re-
search. A first step towards making this possible is
building a large bibliographic database by extracting
mentions of papers, authors, journals, and institutions,
and perform massive-scale cross document coreference
to identify the real-world entities and their relations.

In this paper, we focus on author coreference—the
problem of determining which author records (termed
mentions) in a bibliographic database refer to the same
real-world person (termed entity). Author coreference
is important because it ascribes scientific papers to au-
thors enabling direct bibliometric analysis of the peo-
ple in the scientific community; however the problem
is difficult to solve due to misspellings, alternative ab-
breviations and common first-initial last name com-
binations. For example, is the W. Li who authored
the paper “Reduction of Fe chelated with citrate in an
NOx scrubber solution”, the same person as the W. Li
who authored “Supercritical carbon dioxide extraction
of essential oil from Cinnamomum migao?” Context in
the author records such as the list of co-authors, key-
words in the paper title, and publication venue provide
crucial evidence for resolving such ambiguity.

Traditionally, this contextual information is exploited
via a pairwise similarity function, which inputs a pair
of mentions and outputs how likely that pair refers
to to the same entity (Bagga & Baldwin, 1999; Soon
et al., 2001; McCallum & Wellner, 2005; Singla &
Domingos, 2005; Bengston & Roth, 2008). For ex-
ample, in author coreference, the pairwise similarity
function might convert each author mention into a
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bag-of-words words representation, and then measure
the coreference similarity between mentions as a cosine
similarity between those mentions’ bags. Although
pairwise models of coreference have been the dominant
approach for years, they suffer two serious drawbacks.
First, pairwise models lack scalability because there
are a quadratic number of similarity functions. Sec-
ond, these models lack representational power because
they only model properties of mention-pairs and not
the entities themselves.

We present a discriminative model that addresses these
issues by (1) reducing the number of similarity func-
tions via a more efficient model structure which com-
presses mentions and (2) explicitly modeling the en-
tities as first-class citizens (e.g., with a full-set of at-
tributes) in the model. In particular our model or-
ganizes each author entity into a tree (Wick et al.,
2012). Nodes in an entity tree contain attributes rel-
evant to that entity: non-leaf node attributes are de-
rived from their children, and leaf-node attributes are
extracted from the entity’s mentions. Intermediate
nodes in the graph may thus compress entire sub-trees
of mentions (for example, a node may summarize 100
contextually similar L. Rabiner mentions). Instead of
measuring coreference compatibility between mention-
pairs (McCallum & Wellner, 2003; Singh et al., 2011),
our model measures coreference compatibility between
a node and its parent. We employ temperature reg-
ulated Markov chain Monte Carl (MCMC) to solve
hierarchical coreference by proposing changes to the
trees with the goal of maximizing these compatibility
scores.

Empirically, we demonstrate that our model is much
more efficient than the pairwise model, achieving or-
ders of magnitude speed-ups at the same-level of ac-
curacy. We further show that our approach can scale
to large datasets such as DBLP (5 million authors)
using just a single processor with one core, and even
larger datasets such as PubMed (60,000,000 million
authors), and Web of Science (150,000,000 authors)
through asynchronous parallelization across multiple
machines.

2. Author Coreference

In order to better understand why pairwise approaches
are not adequate for solving large scale author corefer-
ence, it is useful to express them as a graphical model
(e.g., factor graph). In this representation, author
mentions are observed variables, the decisions as to
whether or not two mentions are coreferent are en-
coded in binary prediction variables, and the pairwise
similarity functions are log factors that input two men-

Jamie,Callan, Jamie,Callan,

J.,Callan,

J.,Callan, J.,Callan,

J.,Callan, Jamie,Callan, Jamie,Callan,

v,Jamie,Callan,

J.,Callan,

v,v,v,

J.,Callan,J.,Callan, J.,Callan,

J.,Callan,

Jamie,Callan,

Figure 1: Pairwise model on six mentions: Open
circles are the binary coreference decision variables,
shaded circles are the observed mentions, and the black
boxes are the f actors of the graphical model that en-
code the pairwise compatibility functions.

tions with a setting to their binary decision variable,
and output their similarity score (e.g., cosine between
bags) if the setting to the decision variable is 1 and 0
otherwise.1 We depict a pairwise model instantiated
on six author mentions in Figure 1 (black boxes are
factors, open circles are the binary decision variables,
and shaded circles are the mentions).

Coreference is solved by searching for a setting (to the
quadratic number) of decision variables that has the
highest probability (usually subject to a transitivity
constraint that ensures a consistent setting of these
variables). While in theory the solution to this prob-
lem is NP-hard, in practice, local search techniques
such as temperature-regulated MCMC have proven to
be effective. Unfortunately, even MCMC becomes in-
tractable as the clusters get larger. For example, the
MCMC step of moving a mention from one entity to
another requires evaluating a linear number of factor
functions (linear in the number of mentions referring
to the two entities). For large datasets in which the
average size of each entity is likely to be large, the
MCMC computational costs are expensive.

2.1. Hierarchical coreference

In contrast to the pairwise model in which every pair
of mentions is connected by a factor, our hierarchi-
cal model is structured as a tree with mentions at
the leaves. For our model, we introduce random vari-
ables ei ∈ E that directly represent the attributes of

1In general, the factor could output a different (nonzero)
score if the setting to the variable is 0.
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Figure 2: Discriminative hierarchical factor graph for coreference instantiated on two entities. The
entity on the left consists of the same six mentions for which the pairwise model in Figure 1 is instantiated, and
the entity on the right consists of three additional mentions. Note how deciding whether or not to merge these
two entities requires only evaluating a single factor (shown in red).

entities, decision variables yij that encode whether a
mention mj ∈ M (a “child”) is coreferent to entity
ei (a “parent”), and factors that measure the coref-
erence compatibility between a parent entity, ei and
its child mention, mj . Despite having the same set
of attribute types as the mention variables (e.g., first
name, last name, bags of co-authors, bags of topics),
the attributes of an entity are not observed, but rather,
are inferred from the attributes of their children. Our
model structure is recursive in the sense that entity
variables may be the parents of other entity variables
(and the same types of factors exist to measure their
coreference compatibility). We also include factors
over each node in the tree measuring the compatibility
of that node’s attributes (recall that those attributes
have been inferred from that node’s descendants) and
can be thought of as a prior over nodes. Even with
these extra nodes and factors, our model still requires
fewer factor evaluations than the pairwise model and
thus enables fast MCMC inference. We describe the
specific factors of our model in more detail in Sec-
tion 2.3.

The structure of our model yields the following inter-
pretation: the root of each tree is the canonical “en-
tity,” intermediate nodes are “subentities,” and the ob-
served mentions are leaves. Singleton mentions (which
are not coreferent with any other mentions) are repre-
sented as trivial trees of size one. Our model requires
that each node (either mention, subentity or entity)
has either no children or two or more children (to avoid
linear chains). In constructing the tree, we infer a par-
ent’s attributes to be an aggregate of the attributes of
its children.

2.2. Inference

We employ low-temperature Markov chain Monte
Carlo (MCMC) to search for a set of entity trees that
have high probability under the hierarchical corefer-
ence model. MCMC explores the space of coreference
trees by suggesting local modification to an existing
coreference hypothesis. For example, MCMC might
propose to (1) infer the existence of a new entity, (2)
delete an entity, or (3) move a subtree of mentions
from one entity to another. Such proposals then have
a chance of being accepted by the model. The proba-
bility with which the model accepts one of these pro-
posals is equal to the likelihood ratio of the proposed
hypothesis to the current hypothesis. The variant of
MCMC which we employ is described in more detail
in earlier work (Wick et al., 2012).

2.3. Hierarchical Author Coreference Features

In author coreference, the author mentions are often
extractions from the headers and bibliography sections
of research papers. Thus, each mention is associated
with a paper title, a list of co-authors, a publication
venue, a date, a list of email addresses, a list of institu-
tions, and sometimes even domain-specific keywords.
In our model, these fields are represented using four
bags- of-words. In particular, the co-author bag con-
tains co-author first-initial-last names. The venue bag
the tokens in the publication field, and the keywords
bag contains a combination of keywords, institutions,
and email addresses. The bag of topics contains a list
of topics inferred by running latent Dirichlet allocation
(Blei et al., 2003) on the paper titles and venues from
DBLP; only topics with probability greater than 0.1
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are included in the bag.

The factors in our model measure the compatibility of
these bags. Our model includes child-parent factors
that encourage measure a cosine similarity between
a child and parent’s bag-of-words. Intuitively, these
factors encourages children to have similar topics/co-
authors/venues as their parent. Further, we penalize
the entropy of each bag-of-words. Intuitively, these
factors encourage the model to discover authors who
research small numbers of topics, or collaborate with
small numbers of co-authors. Finally, our model in-
cludes priors on the structure of the tree (to encour-
age or discourage the existence of entities or subenti-
ties, and control the depth and bushiness of the trees).
Our comprehensive set of coreference factors are in Ta-
ble 2, and are instantiations of the generic hierarchical
factor templates provided in Table 1.

2.4. Parallelization

In order to parallelize author coreference, we em-
ploy “blocking” (Hernández & Stolfo, 1995; McCal-
lum et al., 2000) which partitions the author mentions
into disjoint sets. We assume that mentions in dif-
ferent blocks do not refer to the same entity thereby
allowing for asynchronous parallelization. Our system
blocks mentions based on a normalized concatenation
of their first-initial last name. For example, the en-
tities “Francisco C. Pereira,” “F.C.N. Pereira,” and
“Fernando Pereira” would all be in the same block.

Our asynchronous parallelization algorithm operates
as follows. First, we store all the mentions in a data-
base (indexed by their block). Then, we assign each
block to an inference worker and add that worker to
a worker queue. We maintain the following property
during inference: if there are fewer than k active work-
ers, we pop a worker off the queue and run it in par-
allel. The worker (1) reads its mentions from the DB
using an assigned block key, (2) performs coreference
on the block, (3) writes the results back to the DB,
and (4) sets its status to inactive.

3. Experiments

3.1. Hierarchical vs pairwise coreference
models

In this section we compare our hierarchical coreference
model to the pairwise coreference model in order to
assess our model’s scalability. We use a publicly avail-
able collection of 4,394 BibTeX files containing 817,193
entries2 from which we extract 1,322,985 author men-

2
http://www.iesl.cs.umass.edu/data/bibtex
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Figure 4: Incorporation of additional author mentions
improves coreference accuracy of old author mentions.

tions. In addition we include 2,833 labeled mentions
from REXA3 for evaluation.

In Figure 3a we plot the number of samples (MCMC
proposals) versus time. Notice that the pairwise model
becomes increasingly slower with time. This is due
to the fact that we initialize both models to single-
ton clusters, and as the size of each cluster grows, the
cost of evaluating each sample in the pairwise model
increases. In contrast, the sampling rate of the hi-
erarchical model remains relatively high, even as the
size of the clusters increase. In figure 3b, we plot the
accuracy versus time. We can see that because of the
higher sampling rate that the hierarchical model is able
to achieve higher accuracy levels faster than the pair-
wise model.

3.2. Hierarchical MCMC vs streaming
inference

One way of achieving scalability to large numbers of
author mentions is to employ a streaming inference al-
gorithm which is only able to visit each mention once.
Thus, streaming coreference algorithms inherently lack
the ability to reconsider previous inference decisions
when new data arrives. As a result, these methods are
unable to retroactively rectify coreference errors when
mentions containing new evidence become available.
In this experiment, we study the impact of new data
on the accuracy of coreference and show that there is

3
http://www2.selu.edu/Academics/Faculty/aculotta/data/rexa.

html
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factor type input (variables) parameters output (log score)

BoW cosine similarity parent bag (p), child bag (c) w, t w log(‖c‖1 + 2)
(

(p−c)·c
‖p−c‖2‖c‖2 + t

)
entity existence penalty node (e) w −w1{isRoot(e)}
subentity existence penalty node (e) w −w1{¬isRoot(e)∧¬isLeaf(e)}
BoW norm. entropy penalty node’s bag-of-words (b) w −w H(b)

log ‖b‖0
BoW complexity penalty node’s bag-of-words (b) w −w ‖b‖0‖b‖1
names penalty node’s bag-of-names (b) w −min

(
w(‖b‖0 − 1)2,−16

)
Table 1: Precise definitions for factors in the hierarchical coreference model. We assume a sparse-vector repre-
sentations for a bag of words (b), |b|n is the ln norm of bag b, H(b) is the Shannon-entropy of bag b, 1{formula}
is an indicator function.

factor type inputs bag-of-words weights (w,t) dynamic range

BoW cosine similarity parent bag, child bag topics w = 8, t = −0.25 log n[−2, 6]
BoW cosine similarity parent bag, child bag co-authors w = 4, t = −0.125 log n[−0.5, 3.5]
BoW cosine similarity parent bag, child bag venues w = 4, t = −0.25 log n[−1, 3]
BoW cosine similarity parent bag, child bag keywords w = 2, t = 0 log n[0, 2]
entity existence penalty root node (entity) — −1.0 {0,−1.0}
subentity existence penalty interm. node (subentity) — −0.5 {0,−0.5}
BoW norm. entropy penalty node topics 0.5 [−0.5, 0]
BoW complexity penalty node co-authors 2 [−2.0, 0)
BoW complexity penalty node venues 1 [−1.0, 0)
names penalty root node (entity) bag first names 1 {−16,−9,−3, 0}
names penalty root node (entity) bag first initials 1 {−16,−9,−3, 0}
names penalty root node (entity) bag middle names 1 {−16,−9,−3, 0}
names penalty root node (entity) bag middle initials 1 {−16,−9,−3, 0}
names penalty root node (entity) bag last name ∞ {−∞}

Table 2: The comprehensive set of factor templates in our hierarchical coreference model. See Table 1 for scoring
functions.

indeed a cost included in employing streaming algo-
rithms for coreference.

In Figure 4 we demonstrate adding more mentions to
the bibliographic database actually improves the coref-
erence accuracy of the original bibliographic database.
For this experiment, we first randomly divide our la-
beled dataset in half—the first half we term the initial
data and second half we term the supplemental data.
Next, we initialize our database to contain only the
initial data (every mention is a singleton), and run
our MCMC-based author coreference algorithm. We
record the accuracy of the initial data every 1000 sam-
ples. After one million samples, we begin adding ad-
ditional mentions from the supplemental data (in the
plot, every blue dot shows the addition of more men-
tions). Notice that the addition of each new batch
of supplementary data improves the accuracy of the
initial data. This is because our MCMC-based coref-
erence algorithm is able to revisit previous coreference
decisions and incorporate the new data; in contrast,
a streaming algorithm would stagnate and suffer from

poor accuracy.

For this experiment, we use a more ambiguous ver-
sion of the REXA author coreference dataset (Cu-
lotta et al., 2007). This dataset contains 1,459 au-
tomatically extracted paper citations and 4,370 auto-
matically extracted author mentions (1,459 of which
are manually labeled with author coreference ground-
truth). Each of the 1,459 labeled mentions belongs
to one of eight common first-initial-last-name com-
binations: D. Allen, A. Blum, S. Jones, L. Lee, J.
McGuire, A. Moore, H. Robinson, S. Young.

3.3. Massive-scale coreference

We have been able to scale our coreference system to
up to 150 million author mentions from web of sci-
ence. Table 3 summarizes some large databasets on
which we have performed coreference. Note that we
compiled the data for this table from disparate runs
spanning the course of a year. Different computa-
tional resources were utilized in each run, and further
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Figure 3: Hierarchical vs pairwise models of author coreference.

dataset #mentions #cpus # cores inference running time
DBLP 5 million 1 1 5 hours
REXA 20 million 3 48 1 day
PubMed 60 million 1 24 2 days
WoS 147 million 3 48 2 days

Table 3: Large scale author coreference.

the computational resources are shared; thus reported
run times are subject to wide variation. Reported in-
ference time does not include time spent reading and
writing the data to the DB.

4. Related Work

Recent work has demonstrated that modeling enti-
ties hierarchically improves scalability of coreference.
For example, fixed depth entity hierarchies with sub-
entities and super-entities has been shown to greatly
improve the efficiency of inference in models with pair-
wise factors between mentions (Singh et al., 2011).
We are able to achieve further scalability by remov-
ing these pairwise factors, and increase the modeling
power by allowing tree depth to be arbitrary.

Other work has achieved scalability by averaging all
the mention feature vectors in each entity (Rao et al.,
2010; Levin et al., 2012). The former combines this
technique along with streaming algorithms to scale to
millions of mentions, and the latter applies this tech-
nique in the context of agglomerative clustering to
scale to 54 million author mentions in Web of Science.
Our model also compresses the mentions in an entity;
however, rather than simply averaging the mentions,
we directly model the author attributes and compress

them using a tree. As a result, we are able to provide
both scalability (150 million author mentions) and in-
creased representational power: we are able to pro-
vide the advantages of recently proposed entity-based
coreference systems that are known to provide higher
accuracy (Haghighi & Klein, 2007; Culotta et al., 2007;
Yang et al., 2008; Wick et al., 2009; Haghighi & Klein,
2010).
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6. Conclusion

In this paper we presented a scalable author corefer-
ence system using a hierarchical model of coreference
with asynchronous parallel MCMC for inference. We
demonstrated that our model is more scalable than
pairwise approaches while also being more accurate
than streaming approaches. Finally, we demonstrated
scalability to various datasets including 150 million au-
thors on Web of Science. We hope our techniques will
help enable the creation of large bibliographic knowl-
edge bases and provide the foundation for rich entity-
based bibliometrics.
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