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Abstract

A common technique for aligning large lan-001
guage models (LLMs) relies on acquiring hu-002
man preferences by comparing multiple gen-003
erations conditioned on a fixed context. This004
method, however, relies solely on pairwise com-005
parisons, where the generations are evaluated006
within an identical context. While effective to007
such conditional preferences often fail to en-008
compass the nuanced and multidimensional na-009
ture of human preferences. In this work, we010
revisit the traditional paradigm of preference ac-011
quisition and propose a new axis based on elic-012
iting preferences jointly over the instruction-013
response pairs. Unlike prior preference opti-014
mizations, which are designed for conditional015
ranking protocols (e.g., DPO), we propose Joint016
Preference Optimization (JPO), a new pref-017
erence optimization objective that upweights018
the joint probability of the chosen instruction-019
response pair over the rejected instruction-020
response pair. Interestingly, LLMs trained with021
joint instruction-response preference data us-022
ing JPO outperform LLM trained with DPO023
by 5.2% and 3.3% win-rate for summarization024
and open-ended dialogue datasets, respectively.025
Our findings reveal that joint preferences over026
instruction and response pairs can significantly027
enhance the alignment of LLMs by tapping028
into a broader spectrum of human preference029
elicitation.1030

1 Introduction031

Recently, alignment (Stiennon et al., 2020; Ouyang032

et al., 2022) has emerged as a crucial step in en-033

hancing the performance of large language models034

(LLMs) (Anthropic, 2024; OpenAI, 2023; Team035

et al., 2023; Anthrophic, 2023; Brown et al., 2020;036

Touvron et al., 2023; Jiang et al., 2023) in diverse037

real-world applications (Li et al., 2023; Zheng038

et al., 2023a; Wu et al., 2023a; Clusmann et al.,039

1We will release the data, code, and models upon accep-
tance.

2023; Lambert et al., 2024). In particular, aligned 040

LLMs generate responses that maximize human 041

utility along various dimensions such as helpful- 042

ness, coherence, and harmlessness (Askell et al., 043

2021; Ouyang et al., 2022). Here, the notion of hu- 044

man utility is subjective (Kirk et al., 2024; Gabriel, 045

2020), and mainly hinges on how preferences 046

are acquired from annotators (Otto et al., 2022). 047

Among the various preference acquisition protocols 048

(Lightman et al., 2023; Wu et al., 2023b; Scheurer 049

et al., 2023; Bansal et al., 2023), the ranking-based 050

approach is the most widely used paradigm to align 051

LLMs (Stiennon et al., 2020; Ouyang et al., 2022; 052

Bai et al., 2022a; Tunstall et al., 2023; Teknium, 053

2023). Specifically, in ranking approach the annota- 054

tor has to compare a pair of responses conditioned 055

on a fixed context. For instance, humans can se- 056

lect a ‘preferred’ response by comparing a pair of 057

responses for the instruction ‘Create a list of four 058

fruits other than Apple’ (Figure 1 (left)). 059

Although traditional conditional rankings pro- 060

vide rich preferences for alignment, they fail to 061

holistically capture the multi-faceted nature of hu- 062

man decision-making and preferences (Zhi-Xuan 063

et al., 2024; Gigerenzer, 2008). Besides ranking 064

preferences conditioned on a fixed context, hu- 065

mans can also express preferences in non-identical 066

contexts. For example, while browsing reviews 067

for products on an e-commerce website, humans 068

are likely to prefer an accurate and detail-oriented 069

review for a camera over an incoherent, vague 070

movie review even though the products (camera 071

and movie) are qualitatively different. 072

In this work, we revisit the traditional paradigm 073

of conditional preference acquisition by develop- 074

ing a framework to acquire preferences jointly 075

over instruction-response pairs. Starting from an 076

instruction-response data consisting of response 077

Ri for instruction Ii (say i ∈ {1, 2}), we acquire 078

ranking-based preferences over the instruction- 079

response pairs (I1, R1) and (I2, R2). As shown 080
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Create a list of four fruits other than Apple

Create a list of four fruits 

       Apple, Orange, Banana, Grape

    Orange, Blueberry, Kiwi, Banana

Apple, Orange, Banana, Grape

Create a list of beach activities

wear sunscreen, don't litter

A

B

X

Y

A B

Instruction

Responses

Conditional Preference Optimization
Compare Responses for Fixed Instruction

   Reasoning:
B does not 

mention Apple 

X Y

  Reasoning:
X lists fruits, Y 
does not list 

beach activities 

Annotator
Annotator

Joint Preference Optimization
Jointly Compare Instruction-Response Pairs

Figure 1: Overview of the Joint Preference Optimization. (Left) We show that the conditional preference acquisition method
would require the annotators to compare two responses for an identical instruction. (Right) We show that the annotators can
also assign rankings jointly over instruction-response pairs. Specifically, the annotator prefers a helpful response (e.g., Apple ...
Grape) over a response that ignores the context of the instruction (e.g., wear sunscreen ... litter). Our framework thus elicits
preferences that are obfuscated in the prior approach.

in Figure 1 (right), we aim to understand whether081

the response in the pair X is perceived better than082

the response in the pair Y . We hypothesize that by083

capturing preferences in non-identical contexts our084

protocol can elicit human behaviors that are obfus-085

cated in prior protocols. First, wee show that hu-086

mans can provide decisive preferences in joint pref-087

erences protocol (4.4). Then, we analyze how joint088

preferences differ from conditional preferences on089

the same dataset(§4.4).090

Preference
Acquisition Algorithm Alignment

Objective
Different

Instructions
Score Ethayarajh et al. (2024) Conditional No

Comparison
(DPO Variants)

Rafailov et al. (2024) Conditional No
Park et al. (2024) Conditional No
Liu et al. (2024) Conditional No

Meng et al. (2024) Conditional No
Hong et al. (2024) Conditional No

Pairwise JPO (ours) Joint Yes

Table 1: JPO differs from prior works along three key
aspects: preference acquisition (scoring or comparison),
objective (conditional or joint distribution), and their
ability to handle non-identical instruction-responses.

Prior works like DPO and its variants (Rafailov091

et al., 2023; Yin et al., 2024; Liu et al., 2024; Meng092

et al., 2024; Hong et al., 2024; Azar et al., 2023)093

rely on conditional rankings, and thus do not have094

access to the joint distribution of human prefer-095

ences in the ranking protocol (Table 1). While a096

rating protocol (Ethayarajh et al., 2024) allows for a097

comparison between responses from non-identical098

instructions, it can be inconsistent with rankings099

(Bansal et al., 2023) and ignores the possibility100

of preferences over a pair of chosen or rejected101

responses. 2 Thus, we propose Joint Preference102

2For instance, a pair of responses that achieves a score
of 0, under the rating protocol, will result in an indecisive
preference.

Optimization (JPO), a framework for aligning 103

LLMs with our proposed joint preference elicita- 104

tion scheme. Specifically, it upweights the joint 105

probability of the chosen instruction-response pair 106

over the rejected instruction-response pair. Further- 107

more, JPO subsumes prior preference optimiza- 108

tions as conditional rankings are a special case of 109

joint preferences (e.g., when the instructions are 110

identical). 111

We conduct experiments to explore new reason- 112

ing paths enabled by joint preference elicitation 113

and alignment of LLMs with the JPO objective. 114

By analyzing feedback from conditional rankings 115

and joint preferences protocols, along with expla- 116

nations from human annotators, we uncover the 117

complexities of the preference acquisition process 118

(§4). Using our JPO algorithm, we align a Mistral- 119

7B LLM with the collected preferences, achieving 120

a 30% and 18% higher win rate against gold re- 121

sponses on unseen instructions from summariza- 122

tion and dialogue datasets, respectively. JPO lever- 123

ages diverse preferences effectively, outperforming 124

DPO by 5.2% and 3.3% win-rate points on the 125

summarization and open-ended dialogues, respec- 126

tively. In addition, JPO outperforms KTO by 3.5% 127

on the open-ended dialogues dataset. It also sur- 128

passes both DPO and KTO in the AlpacaEval2 129

benchmark (§5). This indicates that by utilizing 130

the diverse preference signals present in the exist- 131

ing data, we can align an LLM robustly without 132

acquiring additional instruction-response data. 133

2 Background 134

In this work, we focus on aligning language models 135

to generate outputs preferred by humans in dimen- 136

sions like helpfulness and coherence. Aligning a 137
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pretrained base model involves four steps: (a) col-138

lecting instruction-response data, (b) supervised139

fine-tuning (SFT), (c) acquiring preference data,140

and (d) deploying an alignment algorithm. The141

instruction-response data can be either hand-crafted142

by humans (Conover et al., 2023; Wang et al., 2022)143

or generated by AI (Taori et al., 2023; Tunstall et al.,144

2023). Subsequently, the base model undergoes145

supervised fine-tuning (SFT) on the instruction-146

response pairs (Zheng et al., 2023b; Wang et al.,147

2023c, 2022; Peng et al., 2023; Xu et al., 2023; Yin148

et al., 2023; Wang et al., 2023b; Yu et al., 2023;149

Toshniwal et al., 2024).150

Following SFT, feedback data is gathered (e.g.,151

rankings) to train the SFT model via an alignment152

algorithm. This often involves training a reward153

model on preference data (Bradley and Terry, 1952;154

Bansal et al., 2023) and aligning the model using155

Reinforcement Learning (RLHF) (Schulman et al.,156

2017; Ouyang et al., 2022). To address challenges157

in human feedback collection (Dubois et al., 2023;158

Zheng et al., 2023b), LLMs can provide feedback,159

enabling Reinforcement Learning through AI Feed-160

back (RLAIF). Alternatively, (Rafailov et al., 2024)161

introduced Direct Preference Optimization (DPO)162

that mitigates the instability due to PPO for re-163

ward maximization by optimizing directly within164

the model parameter space, hence by-passing the165

reward modeling step.166

3 Joint Preference Optimization (JPO)167

A common technique for feedback data acquisition168

requires the annotators to assign a preferred and169

non-preferred label to a pair of responses for an170

instruction (Stiennon et al., 2020; Rafailov et al.,171

2023; Ouyang et al., 2022; Ethayarajh et al., 2024).172

However, this paradigm does not capture the com-173

plex and multidimensional aspects of human prefer-174

ences (Kendall and Smith, 1940; Thurstone, 2017;175

Zhi-Xuan et al., 2024). Specifically, the heuristics176

for making preference decisions depend upon the177

context in which the comparison is made (Otto178

et al., 2022). While the traditional ranking protocol179

compares the two responses under a fixed context,180

humans can perform pairwise comparisons jointly181

over instruction-response pairs. For example, con-182

sider two summaries, A and B, for articles X and Y,183

respectively; then, a human can reason and choose184

the response that better summarizes its correspond-185

ing article. Hence, it is critical to align language186

models with diverse feedback signals to accurately187

model human behavior and decision making. 188

In our setup, the annotator has to decide 189

a chosen and rejected instruction-response pair 190

(Ia, Ra, Ib, Rb) where Ra and Rb are responses 191

to the instructions Ia and Ib, respectively, and 192

(Ia, Ra), (Ib, Rb) ∈ D. We note that our joint 193

preference setup is equivalent to the original 194

ranking protocol when Ia = Ib. As before, 195

the preference reasoning from the annotator will 196

be based on subjective dimensions like help- 197

fulness, coherence, and harmlessness. Formally, 198

the annotator assigns a joint ranking feedback 199

h(Ia, Ra, Ib, Rb) ∈ {(Ia, Rm), (Ib, Rb),Equal} 200

where ‘Equal’ indicates that both the instruction- 201

response pairs are perceived equally good or 202

bad. Finally, the joint preference optimiza- 203

tion creates a pairwise feedback data DH = 204

{(Ia, Ra, Ib, Rb, h(Ia, Ra, Ib, Rb))}. 205

Our formulation suggests that we can obtain 206

large-scale and diverse preference data (covering 207

all possible combinations of (Ia, Ra) and (Ib, Rb)) 208

without the need for gathering additional instruc- 209

tion and response data, which is typically more dif- 210

ficult and costly to acquire. In addition, joint prefer- 211

ence acquisition does not necessitate the presence 212

of multiple responses for a given instruction that 213

can be hard to collect for low-resource languages 214

(e.g., Kalamang 3). Specifically, one can collect 215

an instruction-response data D′ = {(Ia, Ra)}a=n
a=1 , 216

and acquire preferences on various combinations 217

of instruction-response pairs. Finally, we assess the 218

interplay between the joint feedback dataset DH 219

with the conditional feedback dataset DC along 220

with qualitative examples in §4. 221

We propose JPO, a preference optimization ob- 222

jective that learns to align the language models with 223

preferences acquired jointly over the instruction- 224

response pairs. We assume a joint preference 225

dataset DX = {(Iwi , Rw
i , I

ℓ
j , R

ℓ
j)}, that can be con- 226

structed from DH , where (Iwi , R
w
i ) and (Iℓj , R

ℓ
j) 227

are the chosen and rejected instruction-response 228

pairs, respectively. Similar to DPO, we start with 229

a reference model pref which is usually the super- 230

vised finetuned language model psft. Specifically, 231

the JPO objective aims to learn an aligned model 232

pθ by upweighting the joint probability of preferred 233

responses p(Rw
i , I

w
i ) over non-preferred responses 234

p(Rℓ
j , I

ℓ
j ). Formally, the optimization objective for 235

JPO, L(θ;DX , β, pref) minimizes the expectation 236

over (Iwj , R
w
j , I

ℓ
j , R

ℓ
j) ∼ DX : 237

3https://endangeredlanguages.com/lang/1891?hl=en
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E

[
log

(
σ

(
β log

pθ(R
w
i , I

w
i )

pref(Rw
i , I

w
i )

− β log
pθ(R

ℓ
j , I

ℓ
j )

pref(Rℓ
j , I

ℓ
j )

))]
(1)

238

where σ denotes the sigmoid function and β is239

a hyperparameter. Further, we show that Eq. 1 re-240

duces to the DPO formulation (Appendix Eq. 2)241

when the instructions Ii = Ij in Appendix §F. We242

can also see that the JPO objective aims to learn an243

aligned model pθ by upweighting the conditional244

probability of preferred responses p(Rw
i |Iwi ) over245

non-preferred responses p(Rℓ
j |Iℓj ), along with a cor-246

rection factor based on the prior probability of the247

instructions under the language model pθ(Iwi ) and248

pθ(I
ℓ
j ). In §5, we utilize JPO to align language249

models to generate human-preferred summaries250

and answer open-ended instructions.251

4 Interplay between Feedback Protocols252

4.1 Instruction-Response Acquisition253

In this work, we consider two kinds of instruction-254

response data. First, we consider a filtered ver-255

sion of the TL;DR summarization dataset (Völske256

et al., 2017) from (Stiennon et al., 2020) consist-257

ing of Reddit posts, their summarizes, and human258

preferences over a pair of summaries for a given259

post. Throughout the dataset, the task is of sum-260

marization that is close-ended and well-defined for261

language models. Second, we consider the single-262

turn dialogues from the helpful-base subset of the263

Anthropic-HH dataset (Bai et al., 2022b). Specif-264

ically, this dataset consists of open-ended instruc-265

tions with a collection of responses.266

Both these datasets have a train and test split267

where each instance consists of an instruction268

and a pair of responses D = {(Ii, R1
i , R

2
i )}ni=1269

where n is the dataset size. In this work, we col-270

lect AI and human feedback on the instruction-271

response data from their train split and filter in-272

stances with duplicate instructions. We can di-273

rectly compare the two responses for the fixed274

instruction and construct a ranking feedback275

dataset DC = {(Ii, R1
i , R

2
i , c(Ii, R

1
i , R

2
i ))}. To276

acquire preferences jointly over the instruction-277

response pairs, we randomly select one of the278

responses from every instance of D to construct279

DS = {(Ii, Ri)} where Ri ∈ {R1
i , R

2
i }. Subse-280

quently, we create the joint instruction-response281

pairs by matching every instance (Ii, Ri) ∈ DS282

with another instance (Ij , Rj) ∈ DS to get283

DH = {(Ii, Ri, Ij , Rj , h(Ii, Ri, Ij , Rj))} of the 284

same size as DS and DC . In §5, we will utilize DS 285

to SFT the base model, and DC and DH as prefer- 286

ence datasets for LLM alignment. We provide the 287

dataset statistics in Appendix §E. 288

4.2 Feedback from AI and Humans 289

Dataset Ranking H-H H-AI
TL;DR

Conditional
69% 63%

Anth.-Helpful 70.1% 72%
TL;DR Joint

(Non-Identical)
62% 60%

Anth.-Helpful 68.8% 71%
Average 67.5% 66.5%

Table 2: Agreement analysis between within human
annotators and gold human feedback and AI (ChatGPT)
feedback. We perform the agreement calculations for the
two ranking protocols: (a) conditional rankings, and (b)
joint preferences where instructions are non-identical.
In addition, we assess the agreement rates over the two
datasets: (a) TL;DR and (b) Anthropic-helpful dataset.

Feedback from AI. We collect feedback over a 290

pair of responses for a fixed instruction, and joint 291

instruction-response pairs without identical instruc- 292

tions from GPT-3.5-Turbo-0125 (ChatGPT). We 293

choose ChatGPT due to its affordability (e.g., out- 294

put tokens from ChatGPT are 50× cheaper than 295

GPT-4). To mitigate any ordering bias, we run two 296

queries for all comparisons. When the ChatGPT 297

preferences flip by flipping the order of the two re- 298

sponses, then we consider it a tie, similar to (Bansal 299

et al., 2023; Bitton et al., 2023). Specifically, we 300

instruct the AI to to choose the response that is 301

more accurate, coherent, and harmless. 302

To collect conditional preferences over a pair 303

of responses for a fixed instruction, we prompt 304

ChatGPT to choose a response. To collect AI pref- 305

erences jointly over the instruction-response pairs, 306

we prompt ChatGPT to decide the response that 307

better answers its corresponding instruction. We 308

collected approximately 50K comparisons across 309

both feedback acquisition protocols for the summa- 310

rization and Anthropic-Helpful dataset, at a cost of 311

$100. We provide the AI prompts in Appendix §J. 312

Feedback from Humans. In this work, we also 313

collect human preferences for 2000 comparisons 314

over TL;DR and Anthropic-Helpful dataset. Specif- 315

ically, we ask two annotators to assign a chosen 316

response or chosen instruction-response pair based 317

along the same dimensions as ChatGPT guidelines. 318
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Figure 2: Results for the preferences acquired jointly
over the instruction-response pairs where both the re-
sponses were either chosen or rejected under the condi-
tional rankings protocol. Here, decisive implies that the
annotators could assign a preference to one instruction-
response pair over the other. Here, AH means Anthropic-
Helpful.

Annotators can also choose ‘equal’ if they fail to319

make a identify a decisive preference. The human320

annotations were collected from Amazon Mechani-321

cal Turk (AMT). We recruited the participants that322

passed a preliminary qualification exam. In total,323

we spent $720 on human feedback acquisition. We324

provide the screenshot of the annotation UI in Ap-325

pendix §K.326

4.3 Agreement Analysis327

We present the annotator agreement scores in Table328

2. We find that the average agreement is 67.5% and329

66.5% between the human-human and human-AI330

annotators, respectively. Specifically, we find that331

in the conditional setup (identical instructions), the332

average human-human agreement is 69.5% for the333

TLDR and Anthropic-Helpfulness datasets. Simi-334

larly, in the joint setup (non-identical instruction-335

response pairs), the average inter-rater agreement is336

68% on the same datasets.These agreement scores337

are comparable to those reported in prior studies338

(Li et al., 2023; Bansal et al., 2023), demonstrat-339

ing the robustness of our evaluation. Interestingly,340

we find that agreement scores vary depending on341

the underlying distribution of instruction-response342

pairs and the choice of ranking protocol. Overall,343

our results highlight that humans and AI can pro-344

vide rich feedback in both conditional and joint345

setup with acceptable agreement.346

TLDR
(AI)

TLDR
(Human)

AH
(AI)

AH
(Human)

Average0

20

40

60

80

100

C>R C<R Indecisive

Figure 3: Results for the preferences acquired jointly
over the instruction-response pairs where one of the
instruction-response pair was chosen (C) and the other
pair was rejected (R) under the conditional rankings.
Here, C < R implies that the instruction-response pair
that was rejected under conditional rankings is actually
preferred over an instruction-response pair that was re-
jected under the conditional rankings. Here, AH means
Anthropic-Helpful.

4.4 Interplay Analysis 347

Setup. Here, we aim to study the interaction 348

between the conditional rankings and joint rank- 349

ings over non-identical instructions. Formally, each 350

instruction-response pair (Ii, Rx
i ) from the condi- 351

tional pairwise feedback dataset DC where x ∈ 352

{1, 2} can be assigned a preference PC(Ii, R
x
i ) 353

among {‘chosen’, ‘reject’, ‘equal’}. For instance, 354

PC(Ii, R
1
i ) = ‘chosen′ and PC(Ii, R

2
i ) = ‘reject′ 355

if the response R2
i is rejected in the dataset DC 356

i.e., c(Ii, R1
i , R

2
i ) = R1

i . Similarly, we can assign 357

a preference PH(Ii, Ri) among {‘chosen’, ‘reject’, 358

‘equal’} to an instruction-response pair (Ii, Ri) 359

from the joint preference dataset DH . For in- 360

stance, PH(Ii, Ri) = ‘chosen′ and PH(Ij , Rj) = 361

‘reject′ where i! = j if the instruction-response 362

pair (Ii, Ri) is chosen in the dataset DH i.e., 363

h(Ii, Ri, Ij , Rj) = (Ii, Ri). 364

To study the interplay between the pref- 365

erence protocols, we assess PC(Ii, Ri), 366

PC(Ij , Rj), PH(Ii, Ri) and PH(Ij , Rj) for 367

all (Ii, Ri, Ij , Rj) ∈ DH . Here, if PH(Ii, Ri) = 368

‘chosen′ then PH(Ij , Rj) = ‘reject′. 369

Annotators show decisiveness in joint setup. In 370

Figure 2, we study the joint preferences over the 371

instruction-response pairs (Ii, Ri, Ij , Rj) where 372

the individual instruction and response data is ei- 373

ther chosen or rejected in the conditional feed- 374
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Table 3: Response B and D are rejected under the conditional rankings. However, in the the joint setup humans
consider that the response B answers Instruction 1 better than response D answers Instruction 2. Thus, joint setup
human give a decisive feedback between two responses that were rejected under the conditional rankings.

Instruction 1 My dog has been scratching a lot, but he doesn’t have any fleas. What else could be causing this?

Response A Fleas are the most likely cause of a dog’s scratching, but there are many other possible reasons. It’s
worth taking him to the vet to check things out.

Response B Oh no! Maybe his skin is dry. I bet if you gave him a good bath, that would help!

Conditional Preference 1 Human Preference: A>B. Human Explanation: Response A answered the query by giving possible
causes of the problem along with a suggestion of just going to the vet.

Instruction 2 Do you have any good chili recipes?

Response C I’m happy to give some suggestions and ideas, but I’m not really an expert on chili. What kind of chili
do you want to make?

Response D I’m afraid not, I don’t have any experience in cooking, and have been programmed to give answers and
ask for clarification on issues in the area of cooking!

Conditional Preference 2 Human Preference: C>D. Human Explanation: Response D claims they can’t help and then later on in
the same sentence claims they’ve been programmed to give answers on cooking issues, which doesn’t
make much sense. C asks a reasonable clarifying question.

Joint preference Human Preference: (Instruction 1, Response B) > (Instruction 2, Response D). Human Explanation:
Response B provides answer to the Instruction 1 while Response D does not provide an accurate answer
to Instruction 2.

back protocol (e.g., PC(Iz, Rz) = ‘chosen′ for375

z ∈ {i, j}). Interestingly, we find that the an-376

notators can assign a decisive preference (e.g.,377

(Ii, Ri) > (Ij , Rj)) in 71% of the joint compar-378

isons. While we observe that the annotators assign379

a ‘tie’ to 29% of the comparisons. This highlights380

the existence of valid preference decisions that re-381

mained obfuscated in the traditional approach for382

ranking-based feedback acquisition.383

Annotator preferences depend on context and384

comparisons. In Figure 3, we study the joint385

preference over the instruction-response pairs386

(Ii, Ri, Ij , Rj) where one of them is chosen and387

the other is rejected in the conditional feed-388

back protocol (e.g., PC(Ii, Ri) = ‘chosen′ and389

PC(Ij , Rj) = ‘reject′). To our surprise, we find390

that the annotators do not prefer the instruction-391

response pair that was chosen under the condi-392

tional feedback protocol in 48% of the compar-393

isons. Specifically, there are 19% of the compar-394

isons where rejected pair (R) is preferred over the395

chosen pair (C) and 28% of the comparisons where396

the annotators considered the pair equally good or397

bad. This highlights that both human and AI anno-398

tators’ perceptions of preferred and non-preferred399

data depends on the context of the comparisons, in-400

dicating that feedback acquisition is a multifaceted401

phenomenon.402

Qualitative Case Study. To understand the403

heuristics used in preference annotations, we asked404

human annotators to provide brief explanations for405

their feedback decisions in both conditional and 406

joint preference setups. In Table 3, we observe that 407

humans provide reasonable explanations for reject- 408

ing responses B and D in the conditional setup. 409

However, when these same rejected responses are 410

presented in a joint setup, humans offer decisive 411

feedback, basing their decisions on the accuracy 412

of the responses—an aspect not emphasized in 413

the explanations for the conditional preferences. 414

We present additional qualitative examples in Ap- 415

pendix §H to showcase the multi-faceted nature 416

of human feedback revealed through joint prefer- 417

ences. 418

5 LLM Alignment with JPO 419

In previous sections, we explore how we collect 420

ranking-based feedback for a pair of responses for 421

identical and non-identical instructions. Here, we 422

study how to leverage joint and conditional feed- 423

back data to align large language models effectively 424

with JPO §3. 425

5.1 Setup 426

We align Mistral-7B (Jiang et al., 2023), a strong 427

base LLM for its model capacity. We experiment 428

with two datasets that exhibit diverse characteris- 429

tics: (a) TL;DR dataset where the instruction is to 430

summarize Reddit posts, and (b) open-ended dia- 431

logues from Anthropic-Helpful dataset (§4.1). In 432

particular, we collect a conditional preference data 433

DC and joint preference data for non-identical in- 434

structions DH of similar data sizes from ChatGPT. 435
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(a) Performance on TL;DR (b) Performance on Anthropic-Helpful (c) Performance on AlpacaEval2.0

Figure 4: Results for aligning LLMs with JPO. We utilize ChatGPT to compare the model responses with the gold
responses. In 4a and 4b we report the results averaged over three runs of the preference optimization objectives and
three sampling temperatures. In 4c, we report the results for temeperature set at 0.7 for AlpacaEval2.

Then, we convert the conditional preference data436

into an instruction-response data for supervised437

finetuning DSFT.438

We supervise finetune the entire base LLM439

model parameters with the SFT dataset to ensure440

that the preference data is in-policy for the align-441

ment algorithms (Rafailov et al., 2023). JPO algo-442

rithm can utilize both the conditional preferences443

and joint preference with non-identical context. 4444

Thus, we train the base LLM with JPO algorithm445

after merging conditional and joint preferences data446

DM = DC∪DH . We provide more details on train-447

ing setup in Appendix §I. We also apply we apply448

DPO and KTO algorithm on the SFT model to449

compare against JPO.450

Post-alignment, we evaluate the aligned model451

responses against the gold responses in the dataset’s452

test split. We utilize ChatGPT to compare model453

and gold responses to decide on the preferred re-454

sponse or a tie. Finally, we report the win-rate of the455

model responses as the evaluation metric for 500456

unseen instructions from the test sets. In particular,457

we report the win-rate against the gold responses458

for the model generated responses averaged across459

three sampling temperatures T ∈ {0.001, 0.5, 1.0}.460

5.2 Results461

We compare the performance of the DPO, KTO,462

and JPO aligned models in Figure 4a and 4b. In-463

terestingly, we find that JPO outperforms DPO464

by 5.2% and 3.3% win-rate points on the summa-465

rization and helpfulness datasets, respectively. In466

addition, the performance of JPO is better than467

DPO across all the sampling temperatures. We ob-468

serve similar trends in comparison to KTO. This469

4It is because the conditional preferences can be viewed as
joint preferences with identical context.

highlights that one can align LLMs by leveraging 470

novel preference acquisition paths without collect- 471

ing new instruction-response data. 472

Figure 5: Win-rate against the gold response in the
TL;DR averaged over three sampling temperatures. We
study the impact of the joint preferences over non-
identical instructions using JPO.

5.3 Extending the Results to AlpacaEval 473

Similar to Rafailov et al. (2023), we show the use- 474

fulness of aligning LLMs using joint preferences 475

via JPO on close-ended (e.g., summarization) and 476

open-ended tasks (e.g., dialogues). However, we 477

further evaluate the effectiveness of our method 478

on a broad set of instructions in the AlpacaEval2 479

leaderboard using the length-controlled win-rate 480

metric (Li et al., 2023). Additional experimental 481

details are provided in Appendix G. 482

We present the results in Figure 4c where we 483

compare JPO with DPO and KTO. We find that the 484

JPO-aligned LLM outperforms DPO-aligned LLM 485

by 1.8 percentage points on the challenging Al- 486

pacaEval2 leaderboard using the length-controlled 487

win-rate metric. This indicates that the JPO can 488

utilize the joint preferences and elicit helpful and 489

accurate responses for a broad set of instructions. 490
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6 Ablations491

Impact of Joint Preferences over Non-Identi-492

cal Instructions. Here, we aim to understand493

the sole impact of joint preferences acquired over494

non-identical instructions on the performance of495

the JPO algorithm. To do so, we train JPO algo-496

rithm with joint feedback data DH only. We present497

the results averaged across the three sampling tem-498

peratures in Figure 5. We find that training with499

joint preferences over non-identical instructions500

achieves 71.7% win-rate on the summarization501

dataset. This indicates that it is possible to align502

LLMs with just joint preferences over instruction-503

response data without any conditional preferences504

too. Furthermore, this highlights that the feedback505

paths exposed in our setup are robust and effective506

for alignment.507

Impact of Dataset Size. In the main experiments,508

we demonstrated that JPO can learn effectively509

from a combination of conditional preferences (i.e.,510

100% of the conditional rankings) and joint prefer-511

ences over non-identical instructions (of the same512

size as the conditional preferences). To assess the513

impact of dataset size, we trained JPO using a514

50:50 mix of conditional and joint preferences for515

the TL;DR dataset, with a fixed total size as that of516

conditional. Our results in Figure 6 show that JPO517

achieves a win rate of 71.9%, outperforming DPO,518

which was trained on only the conditional prefer-519

ence dataset of the same size, by 4.2 percentage520

points.521

Figure 6: Win-rate against the gold response in the
TL;DR dataset averaged over three sampling temper-
atures. We study the impact of dataset size on JPO.

Data Scaling. We aim to understand the impact522

of increasing the number of preferences collected523

jointly over instruction-response pairs, for non-524

identical instructions, on the win-rate against the525

reference summaries in the TL;DR summarization 526

dataset using JPO algorithm. We present the re- 527

sults in Figure 7 for the sampling temperature of 528

0.001. We find that the win-rate scales from 42.4% 529

to 71.7% as the size of the dataset increases from 530

100 to 9000 comparisons. We also observe that 531

the change in the win-rate is within 1% when the 532

dataset size increases from 4000 to 9000. This high- 533

lights that the performance gains are non-linear 534

with the dataset size. In the future, it would be 535

pertinent to explore techniques for selecting a sub- 536

set of joint preference comparisons that result in 537

maximum performance gains. 538
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Figure 7: Results for scaling the feedback data size on
TL;DR summarization dataset. We find that the win-rate
improves with the increase in the dataset size using the
JPO preference optimization objective.

7 Conclusion 539

In this work, we propose a framework that elicits 540

preferences jointly over instruction-response pairs. 541

Further, we find that the joint preference optimiza- 542

tion uncovers heuristics of human decision making 543

that remain obscured in the traditional approach. 544

Additionally, we propose JPO, a novel preference 545

optimization objective for aligning LLMs. In our 546

experiments, we show that it outperforms DPO and 547

KTO on summarization and dialogue datasets. JPO 548

also outperforms DPO and KTO on AlpacaEval2. 549

We note that the number of joint preferences over 550

instruction-response data scales quadratically with 551

the number of instances in the instruction-response 552

dataset. Therefore, identifying the most informative 553

joint comparisons for robust LLM alignment rep- 554

resents a relevant area for future research. While 555

traditional LLM evaluation has focused on con- 556

ditional rankings, LLM evaluation through joint 557

rankings would be an important future work. 558
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8 Limitations559

While there are various protocols for feedback ac-560

quisition, our work is focused on acquiring rank-561

ings on a pair of responses under a fixed context562

or jointly over instruction-response pairs. While563

ranking-based protocol is widely accepted, there564

are several limitations associated with it. For in-565

stance, conditional or joint rankings do not quantify566

the strengths or weaknesses for a particular task. In567

addition, (Bansal et al., 2023) show that different568

forms of feedback data often disagree with each569

other. This highlights at the complex and multidi-570

mensional aspects of human preferences.571

In our work, we propose the joint acquisition572

of feedback for pairs of instruction-response over573

diverse tasks (e.g., comparing a movie review with574

an e-commerce product review). However, acquir-575

ing joint preferences may be challenging for certain576

combinations of instruction-response data. This dif-577

ficulty arises particularly when the distributions of578

the instructions are significantly dissimilar. For ex-579

ample, it may be challenging to compare feedback580

for a response to the instruction ’how to cook fried581

rice?’ with a response to ’how to steal my neigh-582

bor’s wifi?’. In this scenario, the first instruction583

aims to elicit a helpful response, while the latter584

seeks a harmful one. In such cases, it is reasonable585

to expect that human annotators will be biased, pre-586

ferring more helpful responses over harmful ones587

or vice versa. Therefore, introducing a notion of588

instruction similarity to decide which instruction-589

response pairs to compare under the joint prefer-590

ence protocol might be beneficial.591

Finally, we acquire human annotations from592

Amazon Mechanical Turk (AMT) where most of593

the annotators belong to the U.S. or Canada regions.594

Hence, the preferences in our dataset are not rep-595

resented of the diverse demographics in the world.596

It is pertinent that the future work should study the597

impact of the diverse groups on the feedback data598

behaviours and subsequent LLM alignment (Zhao599

et al., 2023).600
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A Related Work908

Alignment using Reinforcement Learning.909

Aligning LLMs with human preferences using re-910

inforcement learning is widely adopted to ensure911

LLMs follow user intents without being harmful912

(Ouyang et al., 2022). This alignment is usually913

done by first optimizing for a reward model on914

preference data (Bradley and Terry, 1952; Likert,915

1932; Bansal et al., 2023), followed by aligning the916

LLMs distribution that maximizes the learned re-917

ward model using Reinforcement Learning (RLHF)918

(Schulman et al., 2017; Ouyang et al., 2022), with919

optional Divergence penalty (Wang et al., 2023a) to920

avoid deviating from the reference policy. Addition-921

ally, (Dubois et al., 2023; Lu et al., 2024; Zheng922

et al., 2023b) observe that preferences from LLMs923

can also be used for alignments motivating Rein-924

forcement Learning through AI feedback (RLAIF).925

Contrary to prior work that collect preferences as926

conditional rankings, we emphasize that preference927

acquisition is a complex phenomenon and elicit928

joint preferences over instruction-response data.929

Reward Free Policy Alignment. Rafailov et al.930

(2024) introduced Direct Preference Optimization931

(DPO) that optimizes directly within the model pa-932

rameter space, hence eliminating the reward model-933

ing step. (Liu et al., 2024) extends this framework934

where instead of two responses, alignment is done935

over the list of responses while (Liu et al., 2023)936

improves DPO using statistical rejection sampling.937

(Amini et al., 2024) provides an offset in the DPO938

objective to increase the margins and (Pal et al.,939

2024) suggests adding an explicit penalty term to940

avoid a reduction in the likelihood of preferred941

pairs over the DPO training. Recent variants of942

DPO such as SimPO (Meng et al., 2024) alleviates943

the need of reference policy in the objective. Con-944

trary to our work where we compare the joint distri-945

butions, (Yin et al., 2024) proposes RPO that com-946

pares the conditional likelihood of a winning re-947

sponse with the losing response of another prompt.948

Beyond DPO, (Ethayarajh et al., 2024) proposed949

a human-aware loss function-based framework us-950

ing prospect theory named KTO, and (Azar et al.,951

2023) proposes IPO that uses human preferences952

expressed as pairwise preferences. Lastly, (Zhao953

et al., 2022) uses sequence likelihood calibration954

to align the model from human preference. Despite955

of a vast body of work arising from DPO, none of956

the existing methods can operate and contrast over957

the joint distribution of instruction-response pairs958

like the proposed JPO algorithm. 959

B Ranking Feedback Acquisition 960

Protocol 961

Assume a supervised finetuned language model 962

psft that is capable of responding to user instruc- 963

tions (e.g., imperative tasks or questions). The 964

goal of alignment is to ensure that the SFT model 965

generates high-quality outputs, preferred by hu- 966

mans. To do so, we consider a set of instructions 967

I = {I1, . . . , In} where n is the number of in- 968

structions. Further, we consider a set of responses 969

{R1
j , R

2
j , . . . , R

k
j } where k is the number of re- 970

sponses for each of the instruction Ij ∈ I. This 971

forms a dataset of instructions and their correspond- 972

ing responses, D = {(Ij , R1
j , R

2
j , . . . , R

k
j )}.5 973

Next, we acquire conditional ranking-based feed- 974

back over the collected instruction-response data. 975

Under this feedback acquisition protocol, the an- 976

notator selects a chosen and rejected response from 977

{Rx
j , R

y
j} conditioned on the instruction Ij where 978

x, y ∈ {1, 2, . . . , k}. The preference decision by 979

the annotator is based on the perceived quality of 980

the responses along various dimensions such as 981

helpfulness (accuracy), coherence (grammar), and 982

harmlessness (safety). 983

Formally, the annotator assigns an instruction- 984

conditioned ranking feedback c(Ij , R
x
j , R

y
j ) ∈ 985

{Rx
j , R

y
j ,Equal} where ‘Equal’ indicates that 986

both responses are perceived equally good or 987

bad. If c(Ij , R
x
j , R

y
j ) = Rx

j , this implies that 988

the response Rx
j is the chosen response while 989

the Ry
j is the rejected response by the anno- 990

tator. As a result, the ranking protocol creates 991

a conditional pairwise feedback data DC = 992

{(Ij , Rx
j , R

y
j , c(Ij , R

x
j , R

y
j ))}. Next, we apply an 993

alignment algorithm on this data to elicit human- 994

preferred responses from the LLM. 995

C Alignment Algorithms 996

Rafailov et al. (2023) introduced direct prefer- 997

ence optimization (DPO) that can align a lan- 998

guage model without utilizing on an external re- 999

ward model. Specifically, DPO requires that feed- 1000

back data should consist of conditional preferences 1001

between a pair of responses for a given instruction. 1002

Additionally, the algorithm assumes a preference 1003

dataset DC and the reference model pref which is 1004

usually the supervised finetuned language model 1005

5We will drop the iterator over j when defining the dataset
for the ease of notation.
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psft. Specifically, it aims to train an aligned model1006

pθ using an optimization objective that upweights1007

the conditional probability of the chosen response1008

pθ(R
w
j |Ij) over the rejected response pθ(R

ℓ
j |Ij)1009

where Rw
j and Rℓ

j are the chosen and rejected re-1010

sponse, respectively. Formally, the optimization ob-1011

jective for DPO, LDPO(θ;DC , β, pref) minimizes1012

the expectation over (Ij , Rw
j , R

ℓ
j) ∼ DC :1013

E

[
log

(
σ

(
β log

pθ(R
w
j |Ij)

pref(Rw
j |Ij)

− β log
pθ(R

ℓ
j |Ij)

pref(Rℓ
j |Ij)

))]
(2)1014

where σ denotes the sigmoid function and β is a1015

hyperparameter. Post-alignment, the model gener-1016

ates high-quality outputs for unseen instructions.1017

D Comparison of Joint Preferences with1018

Prior Preference Protocols1019

JPO improves over prior work by acquiring1020

ranking-based preferences over non-identical in-1021

structions that has remained unexplored in prior1022

work (please refer to table 1). Diverse human rea-1023

soning cannot be captured in the traditional con-1024

ditional framework it fails to capture human pref-1025

erences over varied contexts. Context influences1026

decision-making and subjective valuation when1027

capturing human preferences (Otto et al., 2022).1028

Prior work (Yin et al., 2024; Liu et al., 2024; Meng1029

et al., 2024; Hong et al., 2024) collect conditional1030

preferences in a pairwise manner and are variants1031

of DPO (Rafailov et al., 2023). Thus, in our ex-1032

periments we compare JPO to DPO directly. Fur-1033

thermore, we implement KTO (Ethayarajh et al.,1034

2024) as a baseline since KTO removes the require-1035

ments of preference data that should be paired in1036

preference optimization and implicitly compares1037

responses from different instructions. We find that1038

JPO outperforms both DPO and KTO.1039

E Dataset Statistics1040

We present the dataset statistics in Table 4. We re-1041

port the number of instructions after filtering the in-1042

stances with repeated instructions. Each instance in1043

the dataset consists of an instruction, and a pair of1044

responses. Originally, the number of AI-generated1045

conditional and joint preferences equals the num-1046

ber of instructions data. Here, we report the number1047

of instances for which we observe a decisive pref-1048

erence from ChatGPT i.e., after removing the ties.1049

F Proof for JPO subsuming DPO 1050

We highlight a result that reduces JPO into DPO 1051

when the prompts are the same in Lemma E.1. 1052

G JPO on AlpacaEval2 Leaderboard 1053

We train Mistral-7B base model on the UltraChat- 1054

200K dataset (Ding et al., 2023) to get the SFT (ref- 1055

erence) model. Subsequently, we utilize the condi- 1056

tional preference dataset, Ultrafeedback-binarized 1057

(60K instances) (Cui et al., 2023) to align the SFT 1058

model using DPO as the baseline algorithm. Specif- 1059

ically, we utilize the training setup highlighted in 1060

the alignment handbook for SFT and DPO (Tun- 1061

stall et al., 2023). Since JPO algorithm allows ac- 1062

cess to joint preferences, we construct non-identical 1063

instruction-response tuples by pairing a chosen 1064

instruction-response (Ichosen, Rchosen) with a re- 1065

jected instruction-response (Ireject, Rreject) from 1066

the Ultrafeedback dataset. For simplicity, we do not 1067

collect new joint preferences for this experiment, 1068

and rather utilize the pairings between chosen and 1069

rejected instruction-response pairs as a proxy for 1070

true joint preference distribution. In particular, we 1071

train with JPO algorithm for one epoch, and sweep 1072

over three learning rates {1e-7, 3e-7, 5e-7} and set 1073

the β = 0.01. Post-training, we sample responses 1074

from the SFT model, DPO-aligned LLM, KTO- 1075

aligned LLM, and JPO-aligned LLM for the in- 1076

structions in the AlpacaEval2 with a temperature 1077

of 0.7. 1078

H Qualitative Examples 1079

In this section, we present the qualitative exam- 1080

ples to study the interplay between the conditional 1081

rankings and the joint preference over instruction- 1082

response pairs. Here, we acquire ranking feedback 1083

from the human annotators and ask them to provide 1084

the reasoning for their decision. 1085

H.1 Anthropic-Helpful Examples 1086

We present the qualitative examples for the prefer- 1087

ences acquired for the Anthropic-helpful dataset in 1088

Figure 8, and 9. We present our observations in the 1089

figure captions. 1090

H.2 TL;DR Summarization Examples 1091

We present the qualitative examples for the pref- 1092

erences acquired for the TL;DR summarization 1093

dataset in Figure 10, 11, and 12. We present our 1094

observations in the figure captions. 1095
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OpenAI TL;DR Summarization Dataset Number
Number of instructions 11.8K

Number of AI generated conditional preferences 7.2K
Number of AI generated joint preferences 7.7K

Anthropic-Helpful Dataset
Number of instructions 12.8K

Number of AI generated conditional preferences 9.4K
Number of AI generated joint preferences 8.5K

Table 4: Statistics for the train split of the summarization and open-ended dialogue datasets.

Lemma F.1. Under the case where DX = {(Ii, Ri, Ii, Rj)}, that is, prompts are the same for preferred
and not-preferred prompt generation pairs, LDPO(θ;DC , β, pref) = LJPO(θ;DX , β, pref), where DC =
{(Ij , Rw

j , R
ℓ
j)}.

Proof.

LJPO(θ;DX , β, pref) = E(Iwj ,Rw
j ,Iℓj ,R

ℓ
j)∼DX

[
log

(
σ

(
β log

pθ(R
w
i , I

w
i )

pref(Rw
i , I

w
i )

− β log
pθ(R

ℓ
j , I

ℓ
j )

pref(Rℓ
j , I

ℓ
j )

))]
(3)

= E(Iwj Rw
j ,Iℓj ,R

ℓ
j)∼DX

[
log

(
σ

(
β log

pθ(R
w
i |Iwi )pθ(Iwi )

pref(Rw
i |Iwi )pref(Iwi )

− β log
pθ(R

ℓ
j |Iℓj )pθ(Iℓj )

pref(Rℓ
j , I

ℓ
j )pref(Iℓj )

))]
(4)

= E(Ij ,Rw
j ,Rℓ

j)∼DC

[
log

(
σ

(
β log

pθ(R
w
j |Ij)

pref(Rw
j |Ij)

− β log
pθ(R

ℓ
j |Ij)

pref(Rℓ
j |Ij)

))]
(5)

= LDPO(θ;DC , β, pref) (6)

The proof follows from applying bayes rule and substituting Iwj = Iℓj = Ij .

I Alignment Training Details1096

I.1 Supervised Finetuning Details1097

We present the SFT details in table 6. We perform1098

full-finetuning of Mistral-7B using the source code1099

from https://github.com/abacaj/fine-tune-mistral.1100

I.2 JPO1101

We present the training details for JPO preference1102

optimization objective in the Table 7. We select1103

the learning rate hyperparameter by sweeping over1104

three learning rates: {1e− 5, 5e− 5, 5e− 4}. We1105

utilize the TRL library (von Werra et al., 2020) for1106

the DPO source code.1107

J ChatGPT Prompts1108

We present the ChatGPT for acquiring condi-1109

tional rankings feedback and joint preferences over1110

instruction-response pairs in Table 13 and Table 14,1111

respectively.1112

K Human Annotation Platform 1113

For human evaluation, we recruit annotators from 1114

Amazon Mechanical Turk, and all annotators are 1115

fairly paid more than $18 USD per hour (it varies 1116

depending on the time spent on HITs), which is 1117

higher than the national minimum wage where the 1118

annotators are recruited. We present the screenshots 1119

for the human interface in the Figure 15 (condi- 1120

tional rankings) and Figure 16 (joint ranking pref- 1121

erences over instruction-response pairs). 1122
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TL;DR Anthropic-Helpful

Method T = 0.001 T = 0.5 T = 1.0 Average T = 0.001 T = 0.5 T = 1.0 Average
SFT 46.6 44.9 39.8 43.8 59.1 56.2 56.8 57.4
DPO (Rafailov et al., 2024) 66.5 67.0 69.5 67.7 73.5 72 69.5 71.7
KTO (Ethayarajh et al., 2024) 71.8 71.9 70.6 71.4 72.8 72.9 68.8 71.5
JPO (Ours) 72.7 71.9 74.2 72.9 76.3 74.5 74.1 75.0

Table 5: Results for aligning LLMs with the JPO preference optimization objective. We compare the win-rate against the gold
responses of the supervised finetuned (SFT), DPO-aligned and JPO-aligned LLM on the (a) TL;DR summarization and (b) the
Anthropic-Helpful datasets. In our experiments, we utilize ChatGPT to compare the model responses with the gold responses. We
generate model responses for three sampling temperatures. The results are averaged over three runs of the preference optimization
objectives.

Is it safe to burn paper in a fireplace?

It depends on what you mean by
“safe”.  If you are using a conventional

wood-burning fireplace, then it’s
definitely not safe, since the burn rate is
slow and the fire smolders and smokes,

but the fire can’t escape...

Yes, and I’ll tell you why.

Instruction 1

Response A

Response B Instruction 1: Is...fireplace?

Response A: It ... escape..

Instruction 2: What 
... cooking?

Response C: Garlic..fresh

Reasoning
Response A answered
the query in detail while
Response B does not

provide any useful
information.

A B

What are some things that I can use garlic
for when cooking?

Garlic is widely used for flavor, and it’s
also super healthy.  You can use it in
soups, salads, to flavor stews, and to

cook rice.  When buying garlic, it’s best
to buy fresh..

Here’s an example of a sentence where
the verb “use” means “create a result
through a specific activity”, so this is

definitely right..

Instruction 2

Response C

Response D

Reasoning
Response D does not

answer the query
directly while Response

C gives a relevant
answer.

C D

P1

P2

Reasoning
Response in P1

answered the query
with a good correct

answer.  Response in
P2 didn't answer the
query but instead just
provided a few facts.

P1 P2

Joint Preferences over Instruction-Response Pairs

Figure 8: Interplay between the conditional rankings and joint rankings and reasoning acquired from the human
annotators for the Anthropic-Helpful dataset. In this example, we find that the response A and C are accepted under
the conditional rankings. When asked to compare the response A and C, humans consider that the response A
answers Instruction 1 better than response C answers Instruction 2. This indicates that the joint preference humans
elicits a decisive feedback between two responses that were accepted under the conditional rankings.

Anthropic-Helpful Dataset
Learning Rate 1.5e-6

Batch Size 6
Epochs 3

OpenAI TL;DR Summarization Dataset
Learning Rate 2e-5

Batch Size 12
Epochs 3

Table 6: Training details for the supervised finetuning of Mistral-7B.
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How do I get my children to nap if they
think they are too old for naps?

If I understand you correctly, you are
asking about a parenting issue.  One

thing you could try is to wait to
intervene until your child shows signs of
fatigue.  A few ideas you might try are

to put your child in a dark room...

it hard for me to answer as a computer,
but perhaps I can be of some help here.

Instruction 1

Response A

Response B Instruction 1: How...naps?

Response A: It ... escape..

Instruction 2:
Where..invented?

Response D: No,..Mexico!

Reasoning
A gives helpful,

actionable advice. B
openly admits to being
a computer, which isn't
a very natural-sounding

response.

A B

Where was ice cream invented?

The first frozen dessert was made in
China about 2,500 years ago, although

in this case the "dessert" was a fruit
compote rather than ice cream.

No, but it’s the official dessert of New
Mexico!

Instruction 2

Response C

Response D

Reasoning
Response B is
nonsensical. 

Response A it seems a
somewhat sensible

response to the
question.

C D

P1

P2

Reasoning
Response in P1 was
a correct answer and
a good one.  It was
easy to read and

follow.

P1 P2

Joint Preferences over Instruction-Response Pairs

Figure 9: Interplay between the conditional rankings and joint rankings and reasoning acquired from the human
annotators for the Anthropic-Helpful dataset. In this example, we find that the response A is accepted and D is
rejected under the conditional rankings. When asked to compare the response A and D, humans consider that the
response A answers Instruction 1 better than response D answers Instruction 2. This indicates that a response that
was preferred (rejected) under the conditional rankings can still be preferred (rejected) under the joint rankings.

Instruction 1: I'm ... organized...

Response B: atheist ... out

Instruction 2: I .. wrong?

Response C: Fiancee..this

Summarize this: I am posting this.
My fiancee has never been good at gift giving

with me. I have never gotten a birthday or
anniversary gift ... This past year I received

flowers on Valentine's Day and a set of vehicle
floor mats for Christmas.  How do I solve this

without looking wrong?

Fiancee never gives me gift on special
occasions where usually given a gift

would be received. Makes me feel like I
am not worth any effort/reassuring him
that he was thinking of me. What can I

do to fix this

Fiancee gets no special surprises for
birthdays/anniversaries. Makes me feel

like I do not matter/worth much
because of this. Need a fix/solutions.

Instruction 2

Response C

Response D

Reasoning
Response D was a

direct summary of the
post and easier to

read.

D C

P1

P2

Reasoning
Response in P2 gives
a fuller picture of the

author's internal
feelings than P1.

P1P2

Joint Preferences over Instruction-Response Pairs

Summarize this: I'm a 25 year old guy
who's just recently moved to a new city a

fair distance from home. I moved for a new
job and hit it off with a 29 year old female

colleague at a pub visit which another
colleague organized... 

Do you date a pretty devout christian?
I'm an atheist.

atheist guy likes girl who is pretty
devout christian, not sure if I should ask

them out.

Instruction 1

Response A

Response B

Reasoning
Response B provides a

more complete summary
of the situation. It
mentions the key

elements: the atheism, the
devout Christianity of the

girl, and the person's
uncertainty about asking

her out.

B A

Figure 10: Interplay between the conditional rankings and joint rankings and reasoning acquired from the human
annotators for the TL;DR summarization dataset. In this example, we find that the response B is accepted and C is
rejected under the conditional rankings. When asked to compare the response B and C, humans consider that the
response C answers Instruction 2 better than response B answers Instruction 1. This indicates that a response that
was preferred (rejected) under the conditional rankings can be rejected (preferred) under the joint rankings, further
highlighting at the complex and multidimensional nature of human preferences.

17



Instruction 1: Let ... house...

Response B: As ... issue?

Instruction 2: There .. friend..

Response C: I..talk to me
"Summarize this: There was co-worker, we
have been really good friends for 6 months..

After 6 months I propose her and she said she
only see me as friend.. after that she started

ignoring me.. finally one day I said I cant talk to
you as friend...

I proposed my female co-worker and
she said she only see me as friend now

she doesn't talk to me

I proposed my friend and she said she
only see me as friend. Now she is

ignoring me.

Instruction 2

Response C

Response D

Reasoning
Response C is more

accurate as the
information about

proposing a co-worker
is important.

C D

P1

P2

Reasoning
Response in P1
covers the main

points of the post
much better than
response in P2.

P2P1

Joint Preferences over Instruction-Response Pairs

Summarize this: Let me just say, this is a
house (not an apartment) nothing has

happened yet, and none of my property
was damaged, but the air conditioning unit
in my house started leaking from the side. 
It is inside and is in contact with the inside

of the house... 

 The pipes in my house were blocked
up. There is no way of knowing how

much it will cost to fix it...

As a tenant can I be held liable for water
damage that was caused by a pipe that I

didn't know was backed up? Is it negligent for
me to not have known there was an issue?

Instruction 1

Response A

Response B

Reasoning
Response B is a great

summary and contains are
the pertinent information. 

B A

Figure 11: Interplay between the conditional rankings and joint rankings and reasoning acquired from the human
annotators for the TL;DR summarization dataset. In this example, we find that the response B and C are accepted
under the conditional rankings. When asked to compare the response B and C, humans consider that the response B
answers Instruction 1 better than response C answers Instruction 2. This indicates that the joint preference humans
elicits a decisive feedback between two responses that were accepted under the conditional rankings.
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Instruction 1: This... ONION...

Response A: person...extra onions

Instruction 2: Its .. emotion..

Response C: i am..proceed

Summarize this: Its been a nightmare. he has past 
criticism from his father. i've always had a temper 
and just 4 months ago we went to therapy to get 
down to it. he had enough and i finally admitted i 
need to better control my anger and emotions... 

i am heartbroken and confused about
my husbands [25M] emotional cheating

and i need to know how to proceed.

 finally separated, husband cheated on
me with another woman and now i cant

stop thinking about him. i cant stop
thinking about him.

Instruction 2

Response C

Response D

Reasoning
Response D is a

better summary as
it talks about the 

content more
accurately

D C

P1

P2

Reasoning
Response in P2 is

factually more
accurate than P1.

P1P2

Joint Preferences over Instruction-Response Pairs

Summarize this: This is about the first 
difficult customer I ever dealt with when I was 
working as an insider in a pizza shop in high 
school.  He was this rich person who ordered 
a large pizza with extra onion.  His complaint, 

and the reason we had to redo his order 3 
times, was "I ORDERED EXTRA ONION! 

WHY DIDN'T YOU ADD ONION?!"..

 person ordered extra onions, called two 
pizzas bad, got new pizza remade with extra 
onions, and then yelled at me for not giving 

him extra onions.

person didn't think there were enough onions 
on his pizza and after repeatedly screaming at 

and insulting me, I made a pizza with an 
absurd amount of onion

Instruction 1

Response A

Response B

Reasoning
Both included the

necessary information
for a good summary.

They are both easy to
read snd understand.

B A

Figure 12: Interplay between the conditional rankings and joint rankings and reasoning acquired from the human
annotators for the TL;DR summarization dataset. In this example, we find that the response A is considered to be
equally good as response B for the instruction 1. In addition, response C is rejected in comparison to the response D
for the instruction 2. However, when asked to compare the response A and C, humans consider that the response C
answers Instruction 2 better than response A answers Instruction 1. This highlights that a rejected response can be
preferred over a non-rejected response under joint rankings.
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OpenAI TL;DR Summarization Dataset
Peak Learning Rate 5e-5

Optimizer AdamW (Loshchilov and Hutter, 2017)
Learning Schedule Cosine

Batch Size 32
Epochs 10

Warmup Steps 100
α (LoRA) 16

Dropout (LoRA) 0.05
Bottleneck r (LoRA) 8

4bit Loading True
β 0.1

Anthropic-Helpful Dataset
Peak Learning Rate 5e-5

Optimizer AdamW
Learning Schedule Cosine

Batch Size 32
Epochs 5

Warmup Steps 100
α (LoRA) 16

Dropout (LoRA) 0.05
Bottleneck r (LoRA) 8

4bit Loading True
β 0.1

Table 7: Training details for JPO preference optimization objective. We use the identical settings for DPO.
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You are a helpful following assistant whose goal is to select the preferred output for a given instruction. Answer the question by printing
only a single choice from ["Output (a)", "Output (b)"] (without quotes) corresponding to the correct answer with no other text.

#### Annotation Guideline

In this task, we will ask you to select the preferred output AI model’s responses to instructions.
You will read examples, which are composed of the following:
1. an Instruction we give to the AI system
2. Output (a), the first output from the AI system
3. Output (b), the second output from the AI system
Your task is to decide which response is better for each example. There are several dimensions that you can think along. Consider the
following dimensions:

Accuracy: The output sentence should be factually consistent with the instruction and the input. Coherence: The output sentence should
be easy to understand and free of grammatical errors when read on its own. Harmlessness: The output sentence should not contain
derogatory, harmful, or toxic connotations.

You should answer using only Output (a) or Output (b) depending on which response is better.

### Instruction:
instruction

### Output (a):
output1

### Output (b):
output2

## Preferred Output:

Figure 13: GPT-3.5-Turbo API prompt for comparisons on identical instructions

You are a helpful following assistant whose goal is to select the preferred output for a given instruction. Answer the question by printing
only a single choice from ["Output (a)", "Output (b)"] (without quotes) corresponding to the correct answer with no other text.

#### Annotation Guideline

In this task, we will ask you to select the preferred output AI model’s responses to instructions.
You will read examples, which are composed of the following:
1. Instruction (a), the first input to the AI system and Output (a), the first output from the AI system
2. Instruction (b), the second input to the AI system and Output (b), the second output from the AI system

Your task is to decide which response is better for each example. There are several dimensions that you can think along. Consider the
following dimensions:

Accuracy: The output sentence should be factually consistent with the instruction and the input. Coherence: The output sentence should
be easy to understand and free of grammatical errors when read on its own. Harmlessness: The output sentence should not contain
derogatory, harmful, or toxic connotations.

You should answer using only Output (a) or Output (b) depending on which response is better.

### Instruction (a):
instruction1

### Output (a):
output1
### Instruction (b):
instruction2

### Output (b):
output2

## Preferred Output:

Figure 14: GPT-3.5-Turbo API prompt for comparisons on non-identical instructions
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Figure 15: Human annotation interface for Conditional Rankings

Figure 16: Human annotation interface for joint preferences over instruction-response pairs.
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