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Abstract

This paper addresses the covariate shift problem in the context of nonparametric
regression within reproducing kernel Hilbert spaces (RKHSs). Covariate shift
arises in supervised learning when the input distributions of the training and test
data differ, presenting additional challenges for learning. Although kernel methods
have optimal statistical properties, their high computational demands in terms
of time and, particularly, memory, limit their scalability to large datasets. To
address this limitation, the main focus of this paper is to explore the trade-off
between computational efficiency and statistical accuracy under covariate shift.
We investigate the use of random projections where the hypothesis space consists
of a random subspace within a given RKHS. Our results show that, even in the
presence of covariate shift, significant computational savings can be achieved
without compromising learning performance.

1 Introduction

Classical supervised learning assumes that the training and test data distributions are identical Vapnik
(1999). However, in practice, it is often the case that there is a significant mismatch between the
two Quinionero-Candela et al. (2022). This discrepancy can arise from various factors, such as
inconsistencies in measurement equipment, differences in data collection domains, or variations
in subject populations Koh et al. (2021). Among these scenarios, one particularly interesting and
common case is known as covariate shift Sugiyama & Kawanabe (2012). Covariate shift occurs when
the marginal distributions of the input covariates differ between the training and test data, while the
conditional distribution of the output label given the input covariates remains unchanged Shimodaira
(2000); Cortes et al. (2008). This phenomenon is observed in a variety of well-studied learning
problems, including among all domain adaptation Ben-David et al. (2006); Mansour et al. (2009);
Cortes & Mohri (2014); Zhang et al. (2012), active learning Wiens (2000); Kanamori & Shimodaira
(2003); Sugiyama & Ridgeway (2006), natural language processing Jiang & Zhai (2007), and medical
image analysis Guan & Liu (2021).

Despite its practical significance, covariate shift remains relatively underexplored in theoretical
frameworks compared to the classical setting where no distribution mismatch is assumed. Recently,
several studies have attempted to bridge this gap. A widely adopted approach to addressing covariate
shift involves correcting the learning objective by reweighting the loss function using the so-called
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importance weighting (IW) function. This function corresponds to the Radon-Nikodym derivative
of the test marginal distribution with respect to the training marginal distribution Huang et al.
(2006); Sugiyama et al. (2012); Fang et al. (2020). Shimodaira (2000) was the first to demonstrate
the consistency of the importance-weighted maximum likelihood estimator, while in Cortes et al.
(2010) the authors derived suboptimal finite-sample bounds for restricted function classes with finite
pseudodimension. In the context of nonparametric regression in reproducing kernel Hilbert spaces
(RKHSs) and under the assumption that the regression function belongs to the RKHS (well-specified
case), Gizewski et al. (2022) provided optimal excess risk convergence results for the minimizer of
the reweighted empirical risk when the weight function is known and uniformly bounded. In Ma et al.
(2023), authors recently showed that the standard unweighted kernel ridge regression estimator is
still minimax optimal under an appropriate choice of the regularization parameter, provided the IW
function is uniformly bounded or its second moment is bounded. Similar results for nonparametric
classification were obtained in Kpotufe & Martinet (2021). We also mention Schmidt-Hieber &
Zamolodtchikov (2024); Pathak et al. (2022) in the context of nonparametric regression for classes of
functions different from RKHSs, and Wen et al. (2014); Lei et al. (2021); Yamazaki et al. (2007) for
parametric models. Building on Ma et al. (2023), in Gogolashvili et al. (2023) the authors extended
the analysis to (simplified) misspecified case, where the regression function is not assumed to lie in
the RKHS itself, but its projection is. In this setting, the authors showed that, under covariate shift,
the unweighted classic KRR predictor is not a consistent estimator of the projection of the regression
function. In such cases, IW correction is necessary.

Kernel methods provide a robust framework for nonparametric learning, but their scalability is limited
by high computational and memory costs—challenges that clearly do not disappear under covariate
shift. To address this, researchers have developed more efficient strategies, ranging from improved
optimization (Johnson & Zhang, 2013; Schmidt et al., 2017) to randomized linear algebra techniques
(Mahoney, 2011; Drineas & Mahoney, 2005; Woodruff, 2014; Calandriello et al., 2017). These aim to
reduce costs, raising a key question: do such shortcuts compromise statistical accuracy? Recent work
suggests they often do not (Rudi et al., 2015; Bach, 2017; Bottou & Bousquet, 2008; Sun et al., 2018;
Rudi & Rosasco, 2017; Della Vecchia et al., 2021). A promising approach is to restrict the hypothesis
space to a lower-dimensional (random) subspace, as in sketching (Kpotufe & Sriperumbudur, 2019)
and random projection methods (Woodruff, 2014), including Nystrém methods for kernels (Smola &
Schokopf, 2000; Williams & Seeger, 2001). Recent results confirm that these methods can achieve
both computational efficiency and statistical accuracy, for both smooth and general convex losses
(Rudi et al., 2015; Bach, 2013; Marteau-Ferey et al., 2019; Della Vecchia et al., 2024).

Although random projection techniques—such as the Nystrom method—have been widely studied in
standard learning settings, their use under covariate shift remains largely unexamined. A recent step
in this direction was taken by Myleiko & Solodky (2024), building on the framework of Gizewski
et al. (2022). The authors consider Nystrom subsampling in a setting where weights are known and
uniformly bounded, and derive optimal risk bounds that, in the case of Tikhonov regularization, can
be recovered as a special case of our results.

Contribution. In this paper, we investigate the importance-weighting correction for kernel ridge
regression under the covariate shift setting. Unlike most of the previous work in this setting, we
employ random projection techniques, specifically the Nystrom method, to improve the algorithm’s
scalability and efficiency. Our primary goal is to explore the balance between computational effi-
ciency and statistical accuracy in this framework. By analyzing the interplay among regularization,
subspace size, and the various parameters that characterize the complexity of the problem, we identify
the conditions under which the best-known statistical guarantees can be achieved while drastically
reducing computational costs. Notably, we show that our algorithm achieves a remarkable result:
despite Nystrom approximation, it attains the best rates reported in the literature without compromis-
ing statistical accuracy, all while being significantly more computationally efficient. Regarding the
theoretical aspects, while we build upon established results from the random projections literature,
our novel proofs presented here address additional technical challenges arising from the mismatch
between training and test distributions, as well as the potential unboundedness of the weighting
function in the empirical risk minimization. Full technical details are provided in Appendix B. Finally,
we validate these theoretical findings through simulations and real data experiments.

Limitations. As remarked in Section 5, Assumption 3 imposes boundedness of all moments of the
weight function. While this is a relatively strong condition, especially when compared to the mere
second-moment boundedness required in Ma et al. (2023), it is essential in our setting to ensure



the applicability of the Nystrom method with ALS sampling in the unbounded case. Assumption 2
ensures that the projection of the regression function onto the hypothesis space H exists and lies within
‘H, rather than on its boundary. This is slightly more general than the standard well-specified setting,
but conceptually similar. We do not consider the fully misspecified case here, which introduces
significant additional complexity (see interpolation spaces in Steinwart & Christmann (2008) for
example). Finally, as mentioned in Section 8, a more refined understanding of the role of the constants
in the learning rate bounds could explain why, in practice, a misalignment between training and test
distributions can sometimes be benign or, conversely, highly adversarial, depending on its relation
with the source condition. These directions are left for future work.

Organization. The paper is organized as follows. In Section 2, we introduce the key definitions
and notations used throughout the paper, while refreshing KRR in the classical setting. Section 3
provides an overview of KRR in the covariate shift setting. In Section 4, we present empirical
risk minimization on random subspaces using Nystrom. Section 5 explores the interplay between
computational efficiency and statistical accuracy. Section 6 extends our analysis to scenarios where the
true IW function is unknown. Section 7 presents a series of simulations and real-world experiments.

2 Background

We start defining some key quantities we will need in the rest of the paper, see e.g. Caponnetto &
De Vito (2007); Smale & Zhou (2007). Given a measurable space X, a probability distribution y on
X, a space of square-integrable functions L2 with respect to measure p and a Reproducing Kernel

Hilbert Space (RKHS) H of (bounded) kernel K: X xX —R,with K,(-) ) € H, define
S/L : H — L?p (S,llf) (I) = <fa Kt>7~[ = f(l’) /’L —a.s. and Sp,g - /KTg d/’L

forf e H, g€ Li. Covariance operator 3, : H — H is defined as 3, := S} S, = E,[K, ® K,].
Define the sampling operator S : H — R™ associated with set {z1,.. a:n} e X", for f € H, as

(SF)i = f(z:)) = (f, Ku,)y, i €[n], and S*(7): Zyl vy JER™

2.1 Classical Setting

Classical nonparametric regression aims to predict a real-valued output ) = R given a vector of
covariates X € X. More formally, let X x R be a probability space with distribution p, where X’ and
R are the input and output spaces, respectively. Let px denote the marginal distribution of p on X
and p(-|x) the conditional distribution on R given « € X. For any fixed « € X/, the optimal estimator
in a mean-squared sense is given by the regression function ¢*(z) := [ ydp(y|z), i.e.
g" = argminR(g) = E[(Y — g(X))?].
geERX

The minimization problem is generally unsolvable since the distribution p is unknown. In practice,
we only have access to a dataset of n input-output pairs (z;, ;)" € (X x R) sampled independently
and identically (i.i.d.) from the joint distribution p, i.e. (z1,41),..., (ZTn,yn) ~ p(z,y).

A common approach to derive an approximation of g* involves restricting the hypothesis space from
all measurable functions to a real separable Hilbert space H, and replacing the expected risk R with

the (regularized) empirical risk Ry : H — [0, 00) defined as

N 1 n
Ra(f) == (i = @) + A3, feH, A>0. 6))
i=1
The (Regularized) Empirical Risk Minimization (ERM) algorithm then solves:
.]?)\ = argmin’}%)\. 2)
feH

When H is an RKHS, as in the rest of this paper, the resulting estimator is known as the kernel ridge
regression (KRR) estimator. Our primary goal is to upper bound the excess risk £ of fy, i.e.

E(F) =RA) =R = ="},

Here, the equality follows from a standard result, see for example Caponnetto & De Vito (2007).



3 Covariate Shift Setting

The covariate shift setting introduces an additional complexity: training and test distributions may
differ, but only through their marginals, while sharing the same conditional distribution:

Pz, y) = plyle)pS(x),  p"(z,y) = plylz)p% (x).

Since the regression function ¢* only depends on the conditional distribution, which is identical for
both p¢ and p'", it is unique. As in the standard setting, we are provided with 7 input-output pairs
(@i, y:)" 4 € (X x R) sampled i.i.d. from p'", i.e. (z1,91), ..., (Zn,yn) ~ p'" (2, 7).

The challenge consists in the fact that we train our model using samples from the p'", but we aim to
evaluate its performance on new data drawn from p®®. Then, we want to upper bound the excess risk

ER) = 1 — 97 %

Note that the empirical risk computed from p®” samples is a biased estimate of the expected risk under
p'€. As a result, minimizing it may not yield a predictor that performs well on the test distribution.

3.1 Importance-Weighting (IW) Correction

The goal of importance-weighting (IW) correction is to construct an unbiased estimator of the risk
with respect to test distribution p'¢, while using data sampled from p'”. The idea is to reweight ERM
samples based on their relevance to the test distribution, ensuring good performance under pt®.

If pi¢ < p%, we can define the IW function w representing the weight assigned to a point x € X as
the Radon-Nikodym derivative of p’¢ with respect to p'y:

d te
w(x) == dzg (z). (3

Points that are likely to be encountered during testing (p%¢ is large) while are rare to be sampled at
training time (p% is small) are considered particularly relevant and will receive higher weights.

In the rest of the paper, we will focus on applying this framework in the context of kernel methods.

Assumption 1. H is an RKHS with scalar product (-, -),, and associated kernel K : X x X — R.

We define the regularized importance-weighted empirical risk, for all f € H, as

n

R = = 3wl 5 — (K £ + A0 4

n -
=1

where H > K, (-) = K(z,-). For the square loss, the minimizer ff\” of eq. (4) is given by:
Fo(z) = (8 M,S + \)~18* M7, )

where M, is the diagonal matrix with i-th entry w(z;). In case weights are all positive, we have

n

(@) = Ky, (x) €span{K,,,.... K, }, ¢ =(K+n\M,)"'§ €R", (6)
=1

where K is the kernel Gram matrix, and M, 1/w is the diagonal matrix with i-th entry 1/w(x;).
Since the regression function g* may not generally belong to H (i.e., the model may be misspecified),
we introduce the best approximation fy; € H of ¢* with respect to the Li“ distance.

X

Assumption 2. There exists an H.[ € ‘H such that
E(fy) =min&(f) = min||f — ¢* 2. 7
( ) fEI? ( ) f617 H ||ptx ( )

Note that, while the minimizer might not be unique, we select f3; as the unique minimizer with
minimal norm (De Vito et al., 2021). In the following, we will evaluate the performance of our
estimator relative to the best estimator in H, i.e. fx.



Computations A significant limitation of the procedure outlined above is the computational cost
associated with the n X m matrix inversion required to compute the estimator, see (6). This operation
has a complexity of O(n?) in time and O(n?) in memory, making it impractical when n > 10°.

4 ERM on Random Subspaces and the Nystrom Method

In this paper, we consider an efficient approximation of the above procedure based on considering a
subspace B C H and solving the corresponding importance-weighted regularized ERM problem

inRY 8
min R (6), (®)
with B\j\” the unique minimizer. As clear from (6), choosing B = H,, = span{K,,,..., K, } is

equivalent to considering the full space  and yields the same solution as in (5). However, a natural
alternative is to consider a smaller subspace:

B=H,, =span{K3z,,..., Kz, }, C)

where {Z1,...,Z;} C {z1,...,z,} is a random subset of the input points and m < n. This is
equivalent to Nystrom approximation (Williams & Seeger, 2000). A basic approach is to select these
points uniformly at random from the training dataset. Alternatively, we can employ more refined
sampling techniques, such as using leverage scores (Drineas et al., 2012)

lila) = (K(K +an) ™)y, i=1,...,n. (10)

Since in practice computing leverage scores directly can be computationally expensive, approxima-

tions (/;(a))™_; have been considered (Drineas et al., 2012; Cohen et al., 2015; Alaoui & Mahoney,
2015). In particular, we consider the following one.

Definition 1 (7-approximate leverage scores). Let (I;(«))!_; be the leverage scores associated to the

training set for a given . Let 0 > 0, tg > 0 and T > 1. We say that (I;(«))?_, are T-approximate
leverage scores with confidence 5, when with probability at least 1 — 6,

%li(a) <li(e) < Thi(a),  Vie{l,...,n}, a>to. (11)

Given the T-approximate leverage scores for a > ty, ALS sampling proceeds by independently
drawing samples Z1, ..., Z,, from the training set with replacement, where each point x; is selected
with probability Q, (i) = l;(c)/ > y I;(). All the results in the next sections are obtained under
ALS sampling.

We can now define the Nystrom W-KRR problem as follows:

N B T I Nt 2
S = argmin — ’M&)ﬂ(y_Sﬁ)H +)\||ﬂ||§_[ :argmlanM}U/Q(y—Sme)H +)\||f||3{,
BEH,, T 2 feH n 2

(12)

where P,, is the orthogonal projection operator onto H,,, given by P,, = VV*, see Appendix A.
Taking the derivative and using the first order condition (see Appendix A), the Nystrom estimator can
be expressed as:

Fm = V(V*§*M,SV + A\I)"'V*5* M, . (13)
Alternatively, using some linear algebra, it can also be written as:

@) =Y Kz (x), @ = (KL, MyKnm + 1A K ) " KL, M, (14)
=1

where ]?;’(:17) € span{K3,,..., Kz, }, ¢ € R™, I?nm c Rnxm, (IA(mn)ij = K(z;,7;) and
Ko € R (Kmm)i; = K(Z;,Z;) (see derivation in Appendix A).

Computations From eq. (14), it is clear that the Nystrom method can offer significant computational
benefits. Unlike in eq. (13), computing our projected estimator only requires O(m? +m?n) time and
O(mn) memory, compared to the previous O(n3) and O(n?). When m < n the difference between
the two can be big and efficient implementations such as in Rudi et al. (2017); Meanti et al. (2020)
can drastically reduce computational requirements.



5 Statistical Guarantees

In this section, we aim to derive excess risk bounds for the Nystrom estimator presented in eq. (13).
We begin by introducing the technical assumptions required for the subsequent analysis.

5.1 Further Assumptions

The following assumption, inspired by Gogolashvili et al. (2023), ensures the boundedness of the
importance-weighting (IW) function or of its moments.

Assumption 3. Let w = dp'¢ /dp'} be the IW function. There exist constants q € [0,1], W > 0 and
o > 0suchthatVp e N, p > 2

q
p— 1
( / w(a) qldpé?> < GpWrTEe?, (15)
X
where the left-hand side for ¢ = 0 is defined as pr -1 HDQ pler the ess sup with respect to p'¢.
Px

Considering the uniformly bounded case ||w||- < 0o, Assumption 3 is satisfied for ¢ = 0. When w
is not uniformly bounded, Assumption 3 can still be satisfied for ¢ € (0, 1] if the moments of w are
bounded. For example, it is satisfied for ¢ € (0,1]if W > 1,02 > 1 and

te
2p'¢ <{x e X: dpf( (x) > t}) < o?exp (—W_ltl/q) forall t > 0
dpx

(see Appendix A in Gogolashvili et al. (2023) for the detailed result). Equivalently, Assumption 3 can
be stated as a condition on the Rényi divergence between pf,? and pf,g (Mansour et al., 2009; Cortes
etal., 2010). It follows that this assumption can be interpreted as a requirement for the test distribution
p% not to deviate significantly from the train distribution p'}, with ¢ € [0, 1] quantifying the extent
of the deviation. Introducing the parameter ¢ is useful for presenting results such as Theorem 1 in a
unified form, which can then be specialized to the two cases considered in Corollary 1: uniformly
bounded (¢ = 0) and possibly unbounded (¢ # 0) weights. Note that in Ma et al. (2023), a weaker
assumption requiring only the second moment to be bounded is considered. The stronger condition
in eq. (15) is anyway crucial in our case to apply the Nystrom method in the unbounded setting (see
Appendix B and how the proof differentiates from Rudi et al. (2015)).

Assumption 4. The range of the output Y € R is upper bounded, i.e. Y € [-B, B], B < .

Furthermore, we make the following regularity assumption, usually known as source condition.

Assumption 5 (Source condition). There exist 1/2 <1 < land g € L* (X, p¢) with ||g|| e < R
for some R > 0 such that fy = L"g, where L := S ptES;te is the integral operator:

Assumption 5 and its equivalent formulations (e.g., Assumption 4 in Rudi et al. (2015)) are common
in literature (Smale & Zhou, 2007; Caponnetto & De Vito, 2007). r quantifies the smoothness of
the target function f; and the extent to which it can be well approximated by functions in . For
r = 1/2, the assumption is always satisfied. Intuitively, a larger r implies f3; being smoother.

Finally, we impose an assumption on the capacity of our RKHS, which roughly measures the number
of eigenvalues of X greater than A (Zhang, 2005; Caponnetto & De Vito, 2007).

Definition 2 (Effective dimension). For A > 0, define the random variable N (\) =
(Ko, (24 M) K,),, with x € X distributed according to p, then N,(\) = E,N,(X) is called
effective dimension.

Assumption 6 (Capacity condition). VA > 0, there exists 0 < v < 1, @ > 05.t. Npee (A) < QA7

It is known that the condition in Assumption 6 is ensured if the eigenvalues (7, ); of the covariance
operator ¥ satisfy a polynomial decaying condition 7; ~ i~/ (see Appendix C).

5.2 Excess Risk Bounds

In this section, we present our main theoretical results. We will derive excess risk bounds for the
Nystrom predictor defined in eq. (13) and we will show that Nystrom approximation does not affect
the state-of-art rates of convergence while instead reducing both time and memory requirements.



We present now the main result of the paper.
Theorem 1. Under assumptions 1,2,3,4,5,6, for ALS sampling, let § > 0,

1
(256(W+02)10g2(4/6))'v(l—q)+1+q < A < ||2H0pr and m > 144T2Q)\_710g87n, with proba—

n

bility greater or equal than 1 — §

~w 1/2 W o2 8 ,
‘R(fA,m)_R(fH)‘ S4B | | e | o (5 ) T8RN

The detailed proof of Theorem 1 can be found in Appendix B.
If the weighting function w is bounded, i.e. ||w|/s < oo, then Assumption 3 is satisfied for ¢ = 0.
We specify Theorem 1 for this setting against the unbounded one.

Corollary 1. Under the assumptions and conditions as in Theorem 1,

(a) with Assumption 3 satisfied by ¢ = 0 and choosing \ = (||w||<,o/n)ﬁ with m 2
(n/||w||0s) 7 log n, with high probability

A Wl 7
st = 17—l s (1=) 77 (16)

n

1
(b) with Assumption 3 satisfied by ¢ = 1 and choosing A =< (n/(W + 02)) L with m 2,
(n/(W + 02))2nﬁ log n, with high probability

~ 1\ Tt
EfXm) = 1 fm = Pl S (n) : (17)

The rate in eq. (16) matches the optimal convergence rate of standard kernel ridge regression (KRR)
established in Caponnetto & De Vito (2007). However, it explicitly depends on ||w||~, which can
become arbitrarily large as the training and test distributions diverge. This result also recovers
Theorem 2.1 from Myleiko & Solodky (2024) for Tikhonov regularization in the special case v = 1.
Compared to their work, we consider ALS sampling, which enables fast rates under a suitable
capacity condition. Furthermore, we extend the analysis to the case of unbounded importance
weights. Specifically, eq. (17) shows that when the weighting function is unbounded (i.e., ¢ = 1 in

Assumption 3), the convergence rate deteriorates to (9(717#;1 ). This slower rate, which does not
depend on the capacity assumption 6), is always worse than the rate in eq. (16). These findings are
consistent with the results reported in Gogolashvili et al. (2023) for the full (non-projected) model.
Note that the rate in eq. (17) can possibly be improved, even under our Nystrom approximation,
by clipping the unbounded IW function w at a threshold that depends on n (see Section 5.2.2 in
Gogolashvili et al. (2023)). This idea follows Corollary 2 of Ma et al. (2023), although the result is
not directly comparable due to differing assumptions.

Example 1. To illustrate the benefits of the Nystrom approach, consider for example the common
setting ¢ = 0, 1 = 1/2 and v = 1. From eq. (16), we achieve the optimal rate of O(n~'/?)
(Caponnetio & De Vito, 2007), with m = O(y/nlog(n)). This results in computational costs of
O(m3 +m?n) = O(ny/n+n?) in time and O(mn) = O(n\/n) in memory. These are significantly
lower than the costs of the non-approximated method, respectively O(n?) and O(n?).

6 Unknown Weights

Clearly, when dealing with real data, assuming knowledge of the exact weighting function w is
unrealistic. Instead, if we have access to some samples from both distributions, we can attempt
to estimate an approximate weighting function v ~ w and control the error resulting from this
approximation. Let us choose a function v such that there exists a probability distribution p% with

o(z) = dp% ()

_ , 18
dp% (@) (19



i.e. v(z) is the Radon-Nikodym derivative of p% with respect to p%/. Note that, in general, p% # p’¢.
Similarly to eq. (7) in Assumption 2, we assume that

fi = argmin€°(f) = [f — 9"y, (19)
fer

exists (again we consider the unique with minimal norm in case of multiple minimizers). Furthermore,
we assume that v satisfies Assumptions 3, 5, 6 with constants V, n, r, v, @, respectively. Since v is
chosen, weights v(x) are known for all z € X', allowing us to compute the estimator

FY = V(V*S*M,SV + A\I)"'V*5* M, 7, (20)

where M, is the diagonal matrix with diagonal entries v(x1), ..., v(x,). Still, we are interested in
the excess risk of this estimator with respect to the original p*¢ distribution.

) - _ - oo
Denoting ¥ = X ple and ¥, = X , we decompose the excess risk of f  as:

ESXm) = 1m = Frulloe IR Nopll FXm = FllZs + 17 — frulllee- 1)

Well Specified Case If g* € H, then clearly g* = f3; = f}, and eq. (21) simplifies to:
15 = FrellZee < USE Nopll R m — FaellZs, - (22)

The second term corresponds to what we have already analyzed in Theorem 1, with the distribution p’¢
and its associated weighting function w replaced by p% and v. The first term quantifies the additional
cost incurred due to the mismatch between p’¢ and p% . Using Proposition 5 from Appendix C, we
can show that if we set v(z) = 1,i.e. p% = P, then =25t H op < ||wHoo This indicates that, when
w is bounded, we have a finite control on the appearing term involving the two covariance operators.

By setting A =< (||wHoon)ﬁ, and ensuring m > n7 5 logn, then, with high probability

2r
~_ 1\ =7+
175 = e < e () @

where we used the fact that ||v||o, = 1. It is important to note that, when compared with the bound in
eq. (16), which assumes knowledge of the true (typically unknown) weights, we achieve the same
rate in n. This means that, when the model is well-specified, the classical Nystrom-ERM algorithm
gives the same rate as the importance-weighted variant, despite the covariate shift between train and
test distributions. This result agrees with findings in Ma et al. (2023); Gogolashvili et al. (2023),
where anyway random projection approximations are not involved. More than that, we emphasize
that although the rate remains the same, the dependence on ||w||~, which is assumed finite but can
be arbitrarily large, is worse than in eq. (16), where the true w is employed.

Misspecified Case In the misspecified case, the situation is more complex since in general g* #
fu # f3,- In particular, the term || f3, — f Hzte in eq. (21) is not zero, and its magnitude can become
X

arbitrarily large, depending on the severity of the mismatch between p’¢ and p%.

7 Simulations and real data experiments

As emphasized in the introduction, the main goal of this study is to show that the Nystrém method
can deliver significant computational savings under covariate shift without compromising accuracy.

7.1 Simulations

We start by reproducing the experimental setting in Gogolashvili et al. (2023). We want to solve
a regression problem using KRR with RBF kernel in the context of distribution shift, assuming
P~ Nty Sr)s 0 ~ N (ftre, Sre) and fiuy # fises Sur # e The regression function s

c2

g*(z) = cie =135k eN, ceN,

where the parameter k controls the level of misspecification. Note that, in fact, when k increases, the
regression function becomes essentially piece-wise constant, and neither constant nor discontinuous
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Figure 1: On the left: MSE for the different models varying the number of train samples n. The result
for Nystrom W-KRR model is obtained for optimal 7. On the right: n = 3000, optimal m is selected
as the smallest for which Nystrom W-KRR matches the full W-KRR model (m = 1000 here).

functions belong to the RKHS of the Gaussian kernel. Data samples are generated following
yir = g*(2l") + &, yi¢ = g*(al°), with 2" ~ pir, xt¢ ~ pl¢ and & ~ N(0,2?). Figure 1 shows
the results in this setting for £ = 50. In the plot on the left, we observe that the two weighted models,
namely KRR with IW correction (W-KRR) and its Nystrom-approximated version (Nystrom W-KRR),
perform similarly. As expected, the simple (unweighted) KRR model shows a performance gap. On
the right, despite reaching the same error of the weighted KRR model, Nystrom approximation can
lead to important computational savings allowing for choosing a number of Nystrom centers m < n.

7.2 Experiments on Benchmark Datasets

As regards real-world applications, we conduct experiments on commonly used benchmark datasets
in the domain adaptation field (Wang & Sun, 2024; Wilson et al., 2020; He et al., 2023; Dinu et al.,
2023). The size of the original datasets is reduced in case of memory issues with KRR and W-KRR

when building the full Gram matrix K (see memory bottlenecks in Section 4). In these experiments,
weights are estimated using RuLSIF method (Yamada et al., 2013; Liu et al., 2013). We consider 4
real-world datasets: HHAR (Stisen et al., 2015), WISDM (Kwapisz et al., 201 1), HAR70+ (Ustad
et al., 2023) and HARChildren (Tgrring et al., 2024). These datasets consist of data collected from
multiple users using wearable sensors, such as accelerometers and gyroscopes. To simulate covariate
shift, we train each model on data collected from one user and evaluate it on data from a different
user. We employ an RBF kernel with length-scale parameter -y and regularization parameter A, both
selected via cross-validation. The results reported in Table 1 are obtained using ALS sampling (see
Definition 1), specifically through the BLESS fast implementation described in Rudi et al. (2018).
For comparison, Table 2 in Appendix D presents analogous results obtained with uniform sampling
of the Nystrom centers. Additional details on the datasets and experimental setup are provided in
Appendix D.

Table 1: Performances of the various methods, both in terms of MSE and training/prediction time.

HAR70+ (n = 20000) HARChildren (n = 15000) HHAR (n = 15500) WISDM (n = 25000)
MSE ¢ train (s) t pred (s) MSE  ttrain(s) ¢ pred (s) MSE ttrain(s) tpred(s) MSE ttrain(s) ¢t pred (s)
KRR 10+£1 1694+2 15.0+£05 266+09 762+12 102+04 3.7+£03 876+6 10.5+0.9 7.8+0.1 3280+48 38+5

W-KRR 50402 1785+£2 15.1£0.3 13.5+£0.8 809£26 9.0+0.1 1.8+0.3 1034+93 9.9+0.1 48+0.2 3364+30 33+£2
Ny W-KRR 51+£02 89+19 1.0£0.1 132406 80+£02 1.6+£01 18401 65£04 1.1£01 47+£03 994+04 14+£0.1

The above Table 1 shows that the two methods using IW correction achieve the best and essentially
equal performance. However, in terms of computational efficiency, our Nystrom W-KRR method,
offers significant time and memory savings. The number of Nystrom points m required by Nystrom W-
KRR is 1100, 1800, 1400, and 1550, for HAR70+, HARChildren, HHAR, and WISDM, respectively.



8 Conclusions and Future Work

In this paper, we showed that even under covariate shift, random projection techniques —particularly
the Nystrom method— can significantly enhance computational efficiency without any loss in learning
performance. We provide new statistical bounds for our compressed Nystrom algorithm, showing
that it matches the optimal statistical guarantees of the full W-KRR model. Leveraging results from
random projection theory, we developed novel technical proofs to account for the mismatch between
training and test distributions and the potential unboundedness of the IW function. We evaluated the
effectiveness of our approach through simulations and experiments on real-world datasets.
However, several questions remain open for future investigation. Although optimal rates are achieved
in the well-specified case, the misalignment between the training and test distributions relative to the
target function (see the source condition in Assumption 5) appears to play a critical role empirically,
as it can make covariate shift either benign or severely adversarial. A deeper understanding of this
phenomenon may come from a more detailed analysis of the constants in the learning bounds and
their influence on the overall rate (see eq. (21) and the interaction between the covariance operators
of source and target distributions).
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didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification:
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts
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11.

12.

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This is a theoretical work to provide understanding of basic machine learning
models, which aims to advance the field of Machine Learning. There might be potential
societal consequences of our work, none which we feel must be specifically highlighted
here.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

» Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Section 7, Appendix D
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13.

14.

15.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has curated
licenses for some datasets. Their licensing guide can help determine the license of a
dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
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Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/L.1LM) for what
should or should not be described.
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A Derivation of the estimators

We define some quantities we will need when deriving our estimators. Following Section 2, we define
the sampling operator Z,, : H — R™ associated with the subset {Z1,..., T} C {z1,...,2,} as

Zm : Hpm — R™, (me) = <f7 K511>Hm7 24)

with its adjoint

Z5 R™ = My, Z3e=) Kz, YEER™ (25)

i=1
Moreover, consider the singular value decomposition (SVD) of Zm and Z*n
Zpwm =UDV*,  Z* =VDU*

with U : R¥ — R™, D : R¥ — R* the diagonal matrix of singular values sorted in non-decreasing
order D = diag(cy,...,0¢) with oy > ... > o > 0,V : RF = H,,, k < m such that U*U = I,
and V*V = Ij,. The projection operator with range #,, is given by P,,, = VV*. We used this fact
in Section 4. We derive an expression for the KRR minimizer when considering IW correction and
Nystrom approximation.

Lemma 1 (Nystrom W-KRR estimator). Given the minimization problem in (12), the unique mini-
mizer can be written as

f, = V(V*S*M,SV + A) V5 M5 (26)
where A > 0, Y = (Y1, ..., Yn) " and the matrix M, = diag(w(z1), ..., w(xy)).

Proof. Eq. (12) can be rewritten as

|725Pns 9| = (HEEPr—9) (WE2SPas 1) @
Using first-order condition we have that
%Pm§*ﬂ7w§Pm Fm — %Pm§*ﬁng+ 2AfY,, =0, (28)
that is . N o
(PrS* My SPp + Anl) Y, = PpnS™ M, (29)

Replacing P,,, = VV* we obtain
V(V*S* M, SV + M)V i, = VV*S* M, (30)
Multiplying both sides by V* and using that (V*g* A/i\wgV + Anl) is invertible, we obtain
Ve, = (VS M8V + Anl)~'V*S* M, 3. (31)
The result is obtained multiplying both side by V' and remembering that f/’\“m € Hp,. O

We can express our estimator in an alternative form which will be useful in the actual implementation
of the algorithm.

Lemma 2 (Nystrom W-KRR estimator, representer theorem form). The above minimizer J/c}f:m can
be also written as
~ m — —
fm (@) = ZE;DK(%le)a & = (K Moy K + nAK )~ K Moy (32)
i=1
where Kpm = S’\ZZ € Rnxm (I?n )ij = K(x;,%;) and Ko = Zmz*n € Rmxm, (I?mm)ij =
K(z;, ;).
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Proof. Eq. (26) can be rewritten as
Fem = V(V*S*M,SV + Anl)"'V*5* M5
= VDU*UD Y (V*§*M,SV + Anl) "' D~ 'U*UDV*§*M,,§
=22 ZmS* MySZ2, + N 225) 2, S* Mo (33)
where we used (FGH)" = HTG™!FT (see the full-rank factorization of the pseudo-inverse (Ben-

Israel & Greville, 2006)) with F = UD, G = V*S*M,,SV + ATl and H = DUT.
Using the definitions of K,,,, and K,,,, we have

(KL My K + MK ) VKL Moy = (Zin S* My SZ5 + 220 25) 20 S* My (34)

and substituting this expression above we get the result. O

B Main proofs

To prove Theorem 1, we will need the following two propositions.

Proposition 1 (Empirical Effective Dimension). Let N, (\) = Tr f)wfl;\_t. Under assumption 3

forany é > 0 and (IQS(WJ“TZ) 1Og2(4/6))m <AL|E
1-4,

, then the following holds with probability

N (A) = Npge (V)|
Nog

< 2.

Proof. Let’s call Nt (A) = N(A) to simplify the notation. The proof partially follows the structure
of Proposition 1 in Rudi et al. (2015), with some complications deriving from the presence of the (pos-
sibly unbounded) weights. Define Bv = 2;1/2(2 — f]w)Z;l/Q. Using Lemma 18 in Gogolashvili
et al. (2023) we have that || B ||ys < 3/4, when nA*4 > 64 (W + 02) N (A)'~7log® (2). We
can rewrite

R ) =N )| = [T (54,80 - =5571) | = P SEh, (Su - ) 57 (35)
= ATV (1- Elv)fl 52 (Sw-3) S A2 )
= ATes A (1 Ew)_l BUn Y. (37)

Following Rudi et al. (2015) and using that, for any symmetric linear operator X : H — H the
following identity holds
I-X)"'X=X+XI-X)"'X.

Applying the above identity with X = B

~ \—1 <
AT (1= Be)  Brey

<A |Tes 2 Bens |

A

~ ~ \—1 <
F AT 2B (1= BY) Byt

B

To find an upper bound for A notice that

A=

1 n
M—ﬁ;&
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with & = (K, Aw(2;)5,?K,, ) € Riid. random variables with i € [n] and p = E[¢;]. Using
Lemma 18 in Gogolashvili et al. (2023) and a general version of Bernstein inequality requiring,
instead of boundedness, only an appropriate control of moments (Boucheron et al., 2013), we have
with probability greater than 1 — ¢

W Npte(/\)l_q 2
< — _fx 7 i
A<A4 )\n+0 \Ttap log(é)

~ ~ \—1/2
As regards B, write B = ||Q||%,5 where Q = )\1/22;1/23“’ (I - B“’) , moreover

B 201~ 112 N —1/2]2 ~
it < s A [5,  - 5) <05t

N —1/2]2 .
(1-8") H < (1= | BUI)7" < 4, for nA* > 64 (W + 02) N (V) =7 log? (3).

since te
X

Using again Lemma 18 in Gogolashvili et al. (2023) and a version of the Bernstein inequality for
Hilbert space-valued random variables (see for example Caponnetto & De Vito (2007)) we obtain
with probability greater than 1 — ¢

Px
B<16 m"‘g A1+Qn

2
w N e ()\)1_‘1 9 (2
—=X | log ( )

Putting all together, with probability 1 — ¢:
2

-~ te >\ 1- te )\ 1—
MH(A) *N(/\)’ < 4 W + o M ]og (4> + 16 K +o0 M 10g2 <4>

n A+an 0 An A+an )
(38)
2
W 1 4 w / 1 o (4
<4 (An e )\v(lq>+1+qn> log (5) 16 ()\n o >ﬂ<1q>+1+qn> o <5>
(39)
Using that N'(\) > =251 = 1/2if A < ||| we have
() = N ) (40)
W 1 4
<4 log ( = 41
( (pr;wﬂ "\/ N,,;;u)wqu) Og(a>+ @b
2
W 1 e
1 log? ( = » 42
¥ 6<Npgg()\))\n+ "\/ Np;mw»wn) 8 (5))”*” @

2
oW 1 4 oW 1 2 (4
<[4 ZE 4o/ rog (5) +16 [ 2 + 0y log? (2 ) | Ve (). @
()\n T )\1+qn> Og(5>+ 6<)\n+a Auqn) o8 (5) Nog()- (43)

Then for (256(W+"2>1°g2<4/ ‘”)m < A < ||| with probability 1 — &

n

O

Proposition 2 (Nystrom approximation with ALS sampling). Let (l}(t)) be the collection of

i=

1
approximate leverage scores. Let A > 0 and Py be defined as Py (i) = li(A)/ >_,cn [j(N) for any
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i€ Nwith N ={1,...,n}. Let 3 = (i1,...,1im) be a collection of indices independently sampled
with replacement from N according to the probability distribution Py. Let Py, be the projection
operator on the subspace H,, = span {K |jeJ } and J be the subcollection of J with all the
duplicates removed. Under Assumption 3 and 6 , for any § > 0 the following holds with probability
1—-26

1 = Pr)=Y) < 30

when the following conditions are satisfied:

n

* there exists T > 1 and \g > 0 such that (l}(t)) are T'-approximate leverage scores for
-
any t > \g (see Definition 1), '

1
« XV (256<W+02>log2<4/6>> TN«

n

© m > 144T?N e (A) log &

Proof. Let’s call ¥ = Zpgg to simplify the notation. Define 7 = 4/4. Next, define the diagonal

matrix H € R"*" with (H);; = 0 when Py (i) = O and (H);; = Jg(z) when P (7) > 0, where

q(%) is the number of times the index i is present in the collection J. We have that

PP q(i) aG) oK
* i w:*E i K, ® K, = j ~ Ky ;-
SwHS m = w(e )P,\(i) @8 = w(xJ)P,\ i) ® Hos

Now, considering that 1%({])') > 0 for any j € J, thus ran §Z,H S = Hym. Therefore, by using Prop.

3 and 7 in Rudi et al. (2015), we exploit the fact that the range of P,, is the same of S\;ng, to
obtain
A

L—BN)’
with S(A) = Amax (E 1/2 (Z S HSw) by 1/2) Considering that the function (1 — )~ is

w

2 PR ~-1/2 2
H(I_Pm)zi/zu gAH(S;;HSwH[) n12| <

increasing on —oo < x < 1, in order to bound A/(1 — 5(\)) we need an upperbound for 5(A). Here
we split 5(A) in the following way,

B(A) < Amax (E 1/2 (Z 5 ) 2;1/2) + Amax (ZAl/Q < _ S* HS,, ) 1/2) .

B1(N) B2(N)
(31 can be bounded as in eq. (44).
As regards (o:
B < |57 (B - SLH5,) 577
<[] 5 (S - Sumsa) 2
Let
Bs(A sz‘”Q( - §,H8,) _1/2HfH2_1/ZS*(I )3, 2_1/2H

1

Note that 5, 5-15% = §,(8%5, + A)~15 = (f{w + )\nI) K, since K, = nS,8%, with
(Kuw)ij = w(@) Y ?w(z;) V2K (z;, ).

Thus, if we let UDU " be the eigendecomposition of IA(w, we have that (IA(w + )\nl) o IA(w =
U(D + AnI)~'DUT and thus S,,$15% = U(D + AnI)~'DU . In particular this implies that
SwEoi8r =UQY2QV2UT with Q = (D + AnI)~'D. Therefore we have

B0 = [SL2850 - 8.8, = @i - muge)|
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Consider the matrix A = @1/ 2UT and let a; be the i-th column of A, and e; be the i-th canonical
basis vector for each i € N. We prove that [|a;||> = /;()\), the true leverage score, since

lai® = H@MUT@HQ — T UQU e, = ((f{w + AnI)il f(w) — L)

i

Considering that >_,_, 13562) apay, =37, y pia, » We have

1 1
AAT — — ia;
m ; Py(i) "

P3(A) =

Moreover, by the T-approximation property of the approximate leverage scores (see Def. 1 in Rudi
et al. (2015)), we have that for all i € {1,...,n}, when A > Ag, the following holds with probability
1-946
I;(\ Li(A )2
P)\(Z) — (A ) >T_2 ( ) :T—2 ||a’ || -
>, (V) 2251 TrAA

Then, we can apply Prop. 9 in Rudi et al. (2015), so that, after a union bound, we obtain the following
inequality with probability 1 — 6 — 7:

Ba(A)

i

2|l Al|? log 22 A AII2T2 Tr AAT log 22 21og 22 2T2N,,(\) log 22
24l og7+\/| T TrAAT g2 2log % (272, (0 log 2

3m m 3m m

~ -1
where the last step follows from ||A|? = (Kw —|—/\nI> K,| < 1 and Tr(4AT) =

Tr (EA];}\EAJW) = ./\A/w()\). Applying proposition 1 we have that /\A/'w()\) < 3Np§§()\) with prob-

ability 1 — 7, when <AL |I2]]. Thus, by taking a union bound again, we

(128(W+o2) 10g2(4/6))ﬁ

have

() < 2log 22 N \/16T2Np5§()\) log 22

3m m

2

—1/2531/2 , as follows

with probability 1 — 27 — §. The last step is to bound HE N WA ’

~1/o][2 ~ N
R e B TR GRS R R

withn = HZ;\UQ (f}w — E) 2;1/2 H We can bound 7 using Lemma 18 in Gogolashvili et al. (2023)

(see eq. (44)). Finally, by collecting the above results and taking a union bound we have

2N e (N)1—4 21og 20 16T2N e (N) lo 2n
B(N) <4 L TNV 10g(2>+(1+77) 8 +\/ psc N log >
T

n A+apn 3m m

1

with probability 1 — 47 — § = 1 — 26 when (256(W+"2)1°g2<4/ ‘”)m < A < |2 Note that, if

n

n

B(A) < 5/6, so that

1
we select 256(W+02)1°g2(4/6)) T N |||, and m > 144T% N e (A) log &, we have

2
H(I — Py) EWH < 6
with probability 1 — 24. O

We can now proceed with the proof of Theorem 1.
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Proof of Theorem 1

proof of Theorem 1. We split the excess risk as

1/2

RUw) = RU| = [ B = 1

- HzW V(V*E,V + ) VAE* My — f?-L)HH

- - sl

t

Hzl/2v (V*SuV + D)~V §* My (y — SfH)HH—l—

A
+ HEW(I —V(VE,V + AI)’lV*iw)fHHH

B

Term A

M

s [ [V S v (S [ v S0,

AL Az As=p Aq
b All
S N | R

<1 B

* Ag: using lemma 8 in Rudi et al. (2015) it’s easy to show that
~ ~ 2
PRV Sa)vERT = [ERV sy vl
the only possible values for Az are 0 and 1. Then

, and therefore

Ar <1
* A3 = (3 using proposition 7 in Rudi et al. (2015) we have
< -
p 1-9

~

b= Amax [23 32 = 80)5, ] < 1.

Applying Lemma 18 in Gogolashvili et al. (2023) we get, with probability greater than 1 — §

LN L
HS n Atan
(44)
and for nA'*9 > 64 (W + 02) Ny (\)! ?log? (%) , with probability greater than 1 — §
the above quantity is less or equal than 3/4.

o 55  80557 ¢ [55 (5-5.) 5

4 A4Z

To control this term we use lemma 19 in Gogolashvili et al. (2023), where & =

E;l/ 2u;(az;i)}(%yi. We obtain that, with probability greater or equal than 1 — §
W 2N e (N) 14
. — E[¢] —Hz 1250, 5 H < 4B P 1
Zf My(y — Sfn) Y + o 0g
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Term B
As regards B, following Rudi et al. (2015) we proceed as follows. Noting that

V(V*E V) VS VV* = VV*, we have

[-V(V*E V) VS, = T = V(VE V) WS r + AV (VS V)V
— I —V(V*E V) VSN VV = V(V*E V)V En (I = VV) + AV (VS0 V)V
= (I —VV) 4 AV (VS V)V = VIV S0 V) VA En (I = VVH) .

By assumption 5, we have HE;g\T_l/Z)fHH < ||2;§fHHH < 123" fully < R. Define 1 :=
H

r — 1/2 to simplify the notation. Using the above decomposition, we can rewrite term B as

B < HEW (1 — V(v*imvrlv*iw)

_'r\l
wA fHH?—[

<R HEWE*WH H21/2 (I - VV*) sy ||+ Ba

zl/Z’i*l/?H Hii{fV(v*iww)—lv*zg’

e [ | T [ S

R(1 + B9) szg (I-vve sy

+Rm”z}u/§ (VS V) tvesy |,

B.1 B.2

with 0 = S350

e B.1:
B.1= Hzi/“' (I—VV*)2sy

’(1 —vvesy

< Hzi/z (I—VV*)

Since V'V* is a projection operator, we have that (I — VV*) = (I — VV*)®, for any s > 0,
, we have

therefore, by applying Cordes inequality (see proposition 6) to H (I-VVv™*) Ef\/

’ P 2
H(I—VV*)E’,{ :H(I—Vv*)zrz%2 <H(I—VV*)E§/2

This term can be controlled using Proposition 2 above.

* B.2:
AHZ”Q V*iww)—lv*ingHHi;;’zg’

~ ~ ~ 2
QERV )V, S ey

< B\ (v*zmv)u2 (V*i‘mv)_l (V*f)w,\V)r/

=52\ H (V*iwv n /\I) B

‘ < AAY2HT = T,

where the first step is obtained multiplying and dividing by Ew - the second step by applying
Cordes inequality, the third step by Prop. 6 in Rudi et al. (2015).

n

1
Putting all together, for 256(Wto”) 10g2(4/5)) YT N |ID)|, and > 144T2QATY log &2,
with probability greater or equal than 1 — §

w0 1/2 9 w o2 8 i, o r
R(f),m)_R(fH)’ <4Bp A TV o log = ) +3R(1+ BO)\" + RE2A",
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Under the above conditions on A we have that 5 < 4 and § < 2 and then for
1
(256(W+02)10g2(4/5))quHHq < A< |3, and m > 144T2QN~ 710g , with probability

n

greater or equal than 1 — §

g

< 64B w ’ 1 8 43R\
SO A TV viarg ) 0g(5) T8RN

[R(F )~ R(|

C Known results

In this section, we derive tight bounds for the effective dimension N, () defined in Definition 2
when assuming polynomial decay of the eigenvalues ¢;(X) of the covariance operator 3.

Proposition 3 (Polynomial eigenvalues decay, Proposition 3 in Caponnetto & De Vito (2007)). If for
some~y € Rt and1 < B < +o0

then
N,(\) < ym——=A"VP (45)

Proof. Since the function o/(o + A) is increasing in o and using the spectral theorem ¥ = UDU*
combined with the fact that Tr(UDU™*) = Tr(U(U*D)) = TrD

o0 oo ’y
A) =Te(Z(Z 4+ M)~ S - 46
N,(A) = Te(2(S + > 2 v 45
The function v/ (y + #°)) is positive and decreasing, so
<y
M) < —d
= /P /OO 7 ar
o Y+
B\ —1y
e W 47
51 47)
since fooo(’H—Tﬁ)‘l < B/(B—1). O

Further improvements can be found assuming exponential decay of the eigenvalues o;(2) of 3.
Proposition 4 (Exponential eigenvalues decay, Proposition 5 in Della Vecchia et al. (2021)). If for
some ~y, B € R*o; < ve P! then

log(1 +~/A)

48
3 (48)

No(A) <

Proof.

o0 o0 o0

§ : 0; Z 1 1 400 1
G moitA I Ao Pl Nelt /o 1+ vepe ™ (49)

where \' = )\ /. Using the change of variables ¢ = ¢7* we get

(49) B/W L B/m H’Xt]dt:;[bgt—log(HXt)1+
_ﬁ{ (1+)\’t)} %{IOg 1/)‘)+log(1+)\)} (50)
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So we finally obtain

log(1+7/)

No(A) < 3

{log(w/)\) +log(l+M/v)| = (51)

E \

Next proposition gives some relations between weights and covariance operators.

Proposition 5. Suppose that p' is absolutely continuous with respect to p%, and the Radon-Nikodym
derivative dp'¢ /dp¥. is bounded by G € R. Then

[DOEYIES

see Gogolashvili et al. (2023).
Moreover, if w(x) < oo and v(x) > 0 for all x € X, with w and v defined as in eq. (3) and (18)
respectively, then

w
Imsall <5

Proof For operators A and B on H, denote by A > B that A — B is a non-negative operator. Let
= ||dp% /dp%|| .- Forall f € H, we have

<f,EfH—<f, / Ko () (x >> / U Koo S@re @) = [ @it (o)
= [ P@SE @) <G [ P =6 0.5,

Therefore, we have

LG, Gy +A) = D(Z,+A) <Gl

where | : H — H is the identity operator. This implies HE (X, + )\)71 H < G, which proves the first
assertion. The second part comes simply from the fact that

130w = [ P@EE 0L @) = [ P Sako <[] 150

O

Proposition 6 (Cordes Inequality Fujii et al. (1993)). Let A, B two positive semidefinite bounded
linear operators on a separable Hilbert space. Then

|A*B®|| < |ABJ||® when0 < s < 1.

D Experimental Details and Datasets

This section includes some additional details on the experimental setting and a detailed summary of
all the datasets presented.

The four datasets consist of data collected from multiple users using wearable sensors, such as
accelerometers and gyroscopes. We allocate 1% of the test dataset for weight estimation, reserving
the remaining 99% for predictions. Weights are estimated using Relative Unconstrained Least-
Squares Importance Fitting (RuLSIF) method, which minimizes the relative density-ratio divergence
between distributions (Yamada et al., 2013; Liu et al., 2013).The experiments were conducted in
Python on a 2018 MacBook Pro with a 2.3 GHz Intel Core i5 Quad-Core processor, 16GB of RAM,
and no GPU.

We give here a brief description of the four datasets.
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¢« The HHAR dataset (Stisen et al., 2015), accessible on DR-NTU (Data), dataset DOI:
https://doi.org/10.21979/N9/OWDEFXO, version used: 3.0 (May 27, 2022), license: CC
BY-NC 4.0, authors of the dataset version: Mohamed Ragab and Emadeldeen Eldele.
It comprises 13,062,475 samples with 10 features for human activity recognition using
smartphone and smartwatch sensors. It explores the effect of sensor heterogeneity on
activity recognition algorithms, aiming to classify physical activities. Data were collected
from accelerometer and gyroscope sensors during activities like Biking, Sitting, Standing,
Walking, Stair Up, and Stair Down. Nine users participated, using 4 smartwatches (2 LG, 2
Samsung Galaxy) and 8 smartphones (2 each of Samsung Galaxy S3 mini, Samsung Galaxy
S3, LG Nexus 4, and Samsung Galaxy S+). Features include accelerometer readings (X,
y, z), user ID, device, model, and activity labels. Non-essential columns—index, arrival
time, and creation time—were removed. The categorical columns (device and model) were
converted to numerical values. User A has 1,218,871 samples designated as training data,
from which 15,500 samples were randomly selected, while user H provides the test data.

* The HAR70+ dataset (Ustad et al., 2023), available from the UCI Machine Learning
Repository, dataset DOI: https://doi.org/10.24432/C5CW3D, version used: Latest version
available via the Norwegian Centre for Research Data (NSD), license: CC BY 4.0 (Creative
Commons Attribution 4.0 International), dataset authors: Aleksej Logacjov, Astrid Ustad. It
contains 2,259,597 samples with 6 features for activity classification. Data were recorded
from 18 older adults (ages 70-95) wearing two Axivity AX3 accelerometers at 50 Hz
for 40 minutes in a semi-structured, free-living setting. Five participants used walking
aids. Sensors were placed on the right thigh and lower back. Activities such as walking,
shuffling, ascending/descending stairs, standing, sitting, and lying were annotated frame-
by-frame using chest-mounted camera video. For training and testing, we used data from
two files: 518.csv, containing 141,714 samples with 6 features, and 516.csv, containing
138,278 samples with 6 features. From 518.csv, 20,000 samples were randomly selected for
training. To introduce covariate shift and study feature selection, the timestamp and thigh
accelerations in the x and z directions were excluded.

* The HARChildren dataset (Tgrring et al., 2024), available on DR-NTU (Data), dataset DOL:
https://doi.org/10.18710/EPCXCC, version used: published on August 30, 2024, license:
CCO0 1.0, dataset authors: Marte Fossflaten Tgrring et al. It contains over 5 million samples
with 8 features for activity classification. It includes data from 63 typically developing (TD)
children and 16 children with Cerebral Palsy (CP), classified at levels I and II of the Gross
Motor Function Classification System (GMFCS). These children wore two accelerometers,
on the lower back and thigh. The features initially included a timestamp and accelerometer
readings (X, y, z), but the timestamp was removed during preprocessing. The recorded
activities include walking, running, shuffling, ascending and descending stairs, standing,
sitting, lying, bending, cycling seated, cycling standing, and jumping. For training and
testing, two files were used: 004.csv, which contains 354,139 samples, and 010.csv, which
contains 238,574 samples. From 010.csv, 15,000 samples were randomly selected for
training, while 004.csv was used for testing.

* The WISDM dataset (Kwapisz et al., 2011), available on DR-NTU (Data), dataset DOI:
https://doi.org/10.21979/N9/KIWESB, version used: 1.0 (May 27, 2022), license: CC BY-
NC 4.0, dataset authors: Mohamed Ragab and Emadeldeen Eldele. It contains 1,098,209
samples with 5 features from accelerometer and gyroscope data collected at 20 Hz using
smartphones and smartwatches. Data were recorded from 36 users performing 18 activities
for 3 minutes each. Features include a user ID, activity code (label), and sensor readings (x,
y, z). User 12 has 32,641 samples designated as training data, from which 25,000 samples
were randomly selected, while user 19 provides the test data.

A common way to specify the grid of possible values of ) is to consider a geometric series.

Remark 1 (Geometric grid). Let A, in and Ay the smallest and largest values of the regularization
parameter we wish to consider and let

1/(Q-1)
h— <)\maw) ]
)\min

We generate a geometric grid of Q values of the regularization if forq = 1,...,Q), we let

)\q = bqil/\minv
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so that A\ = Apin and A\ = Apaq-

We used A1 = 1074, A\g = 1 and Q = 10 to generate the geometric grid. We also propose a method
for generating a geometric sequence of «y values, derived from distinct formulas for even and odd
indices.

Remark 2. The following values represent the parameter -y for the Gaussian kernel:

1073+, k odd,

i k=1,2,....6.
5.1073F%", K even,

Ve =

We optimize the hyperparameters using hold-out cross-validation, partitioning the dataset into 70%
for training and 30% for validation. For each combination of hyperparameters A and -y, we train the
model on Xin and yirin and validate it on Xy, and 9y,

HHAR Dataset HARChildren dataset
n=15500, d=7 n=15000, d=7
—== Weighted KRR === Weighted KRR
5 - --- KRR -=- KRR
—+= Weighted Nystrom KRR —+=— Weighted Nystrom KRR
30-
4 T e — ———— e | RS
25
y "
4 B
= =
3
20-
—_ .
2 [ 15 e
250 500 750 1000 1250 1500 1750 20 s 730 100 1250 1500 1750

m
m

Figure 2: These plots illustrate the results in Table 1 for HHAR and HARChildren datasets.

As regards the simulations, we report here the parameters used to generate the results in Figure 1:
k = 50 (that we can consider misspecified), i, = (0.7,0.7), o2, = diag(0.7,0.7), pe = (1.8,1.8),
o2, = diag(0.5,0.5), €2 = 0.2, ¢; = co = 10.

Table 2: Performances of the various methods, both in terms of MSE and training/prediction time
using uniform sampling.
HAR70+ (n = 20000) HARChildren (n = 15000) HHAR (n = 15500) WISDM (n = 25000)

MSE  ttrain (s) t pred (s) MSE ¢ train (s) ¢ pred (s) MSE ttrain (s) tpred(s) MSE ttrain(s) ¢ pred(s)

KRR 101 16944+2 15.0£0.5 266£09 762412 102£04 3.7£03 876+£6 10.5+09 7.84+0.1 32804+48 38L5
W-KRR 50+£02 1785+£2 151+0.3 13.54+0.8 809+£26 9.0+0.1 1.84+0.3 1034£93 99+0.1 48+0.2 3364 +30 33+2
Ny W-KRR 5.0+£0.1 67+0.8 3.84+0.1 129402 57£02 62£10 1.79£0.01 59£0.1 134+02 48+£01 32+£05 72£0.1

Table 2 shows that even when using uniform sampling, the two methods with importance weighting
(IW) correction achieve the best and essentially equal performance. However, the number of Nystrom
points m required by Nystrom W-KRR is 5500, 6500, 1750, and 4500 for HAR70+, HARChildren,
HHAR, and WISDM respectively, which represents an increase compared to the ALS method.
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