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Abstract

A young child’s vocabulary size is correlated
with their level of personal wellbeing and future
academic success. Yet, interventions aimed
at increasing early vocabulary would ideally
be tailored to each individual child’s needs
and interests, and such personalization would
be impossible without technological support.
Here, we explore if and how natural language
processing can be used to create individual-
ized bedtime stories around target words to be
learned by preschoolers. Generating stories
from scratch is challenging and often results
in stories of low quality. Thus, we propose an
alternative approach: completing phrase-level
gaps within prewritten stories. On this task,
we explore the performance of GPT-3 with and
without finetuning as well as with and without
providing a word which is semantically related
to the target word. Manual evaluation of the
generated stories shows that GPT-3 and GPT-3-
based models perform well on the task. Using
GPT-3 without finetuning and including a con-
text word into the prompt is the best performing
approach.

1 Introduction

Language is at the core of a lot of human activity –
we interact and connect with each other using lan-
guage; we share culture, values, and ideas using
language. Learning the language or languages in
ones’ environment is one of the main achievements
of every child’s first few years of life. Children
progress from babbling sounds, to recognizing and
producing the words of their language, to speaking
in full sentences in what is, in many ways, a self-
reinforcing loop: learning and using language gives
a child access to even more language. This pattern
can be observed at various ages and in multiple as-
pects of language that influence each other through-
out development. For example, early vocabulary
size is strongly related to reading ability years later
in 2nd and 3rd grade (Walker et al., 1994; Fewell

and Deutscher, 2004), and even when controlling
for vocabulary size in kindergarten, reading ability
in 4th grade is associated with vocabulary growth
through 10th grade (Duff et al., 2015).

Given this self-reinforcing loop, it is not sur-
prising that vast vocabulary size differences can
be observed throughout the lifespan. More sur-
prising, perhaps, is the fact that these differences
can start in the first years of life: some typically
developing two-year-olds produce as few as 200
words, while others produce well over 500 (Fen-
son et al., 2007). To add to that, the disparities
in vocabulary size of children growing up in fami-
lies of different socio-economic status are measur-
able by 18 months of age, and are accompanied by
differences in language processing skills (Fernald
et al., 2013). Aside from the effects on language de-
velopment and language-related achievement (e.g.,
literacy), vocabulary size is related to other mea-
sures of wellbeing. For example, 2-year-olds with
larger vocabularies display better self-regulation
skills when they start kindergarten (Morgan et al.,
2015) and language and emotional competence are
linked in middle-school children (Beck et al., 2012).
In sum, early small differences in language skills
compound into larger later differences in linguistic
measures (e.g., vocabulary, reading skills) and non-
linguistic measures (e.g., self-regulation, emotional
competence).

Given the critical importance of language to so
many facets of development, many vocabulary in-
tervention programs have been proposed, imple-
mented, and evaluated. Most of these programs
focus on school-age children, though a handful
start younger (e.g., Stahl and Fairbanks (1986);
Elleman et al. (2009)). Early vocabulary interven-
tions are generally based on storybook reading with
a parent or teacher, individually or in groups. A
meta-analysis focusing on vocabulary intervention
studies on children in pre-K and kindergarten con-
cluded that, although such interventions may in-



crease oral language skills, they are not powerful
enough to close the vocabulary gap, even when im-
plemented at this early age (Marulis and Neuman,
2010). Experts agree that intensive, individual-
level interventions would be necessary to make
a difference, but acknowledge that something on
that scale would require a substantial infrastructure
investment (Suskind et al., 2013).

Here, we explore whether it is possible to use nat-
ural language processing to help achieve this impor-
tant scaling up: our goal is to investigate whether
language models are able to insert phrases that
include specific target vocabulary for children to
learn into pre-written (incomplete) stories. Specifi-
cally, we ask the following research questions: (1)
Does GPT-3 (Brown et al., 2020) generate phrases
that contain specific pre-selected words when com-
pleting stories? (2) Does generation improve when
we add an auxiliary target word which is seman-
tically related to the main target word? (3) Does
finetuning the model on children’s stories improve
generation?

We find that GPT-3 is mostly effective at gener-
ating phrases with target vocabulary, particularly
when using the standard GPT-3 model without fine-
tuning. We also find that the amount of information
in the responses increases significantly when an
auxiliary target word is included. Lastly, we find
that finetuning the model does not provide signifi-
cant improvement in any of the categories assessed,
but is actually a detriment to both narrative and syn-
tactic cohesion. Therefore, we propose a prompting
method wherein users provide an auxillary target
word in addition to the primary target word to a
base GPT-3 model for the best generative results.

2 Related Work

Story Generation Models Automatic story gen-
eration has been a research topic of interest for
many decades. The earliest systems generate sto-
ries according to hand-crafted grammars (Ryan,
2017; Rumelhart, 1975; Thorndyke, 1977). Other
early approaches are based on story planners (Mee-
han, 1977; Riedl and Young, 2010). However,
those systems are limited in terms of the topics they
can cover. More recent story generation systems
are typically based on machine learning. While
non-neural approaches do exist (McIntyre and Lap-
ata, 2009, 2010; Li et al., 2012, 2013), deep learn-
ing systems define the state of the art, which is why
we propose to explore neural models for our goal

of preschooler-directed story generation. Existing
state-of-the-art story generation models fall into
one of the following two categories: (1) end-to-end
systems, which generate stories with a single model
and optionally receive an input at inference time,
and (2) multi-stage systems, which consist of mul-
tiple individual components, typically a planning
module and a natural language generation mod-
ule. End-to-end systems are based on language
models and can consist of LSTMs (Hochreiter and
Schmidhuber, 1997), as suggested by, e.g., Peng
et al. (2018), or transformer models (Vaswani et al.,
2017), as proposed by See et al. (2019); Ziegler
et al. (2019); Fang et al. (2021), inter alia. Multi-
stage systems, in contrast, perform one or more
planning steps before generation. For example,
some approaches are based on first automatically
generating a story line (Martin et al., 2018; Yao
et al., 2019; Ammanabrolu et al., 2020a; Chen et al.,
2021) or on first predicting the protagonists emo-
tional trajectory throughout the story (Brahman and
Chaturvedi, 2020). Here, we explore how we can
create stories for preschoolers by completing manu-
ally written partial stories as opposed to generating
stories from scratch.

Story Generation Datasets Multiple English
story datasets have been presented in prior work
and are publicly available, but many consist of sto-
ries targeting adults (Bamman et al., 2013; Rae
et al., 2019; Mostafazadeh et al., 2016; Louis and
Sutton, 2018; Ammanabrolu et al., 2020b; Akoury
et al., 2020; Huang et al., 2016; Chen and Gimpel,
2021; Fan et al., 2018; Chaudhury et al., 2019), and
the ones which are child-directed are aiming at an
older age group than the preschoolers we gener-
ate stories for (Richardson et al., 2013; Hill et al.,
2015; alf; Modi et al., 2016). The one dataset that
is suitable for training our models is BfP ("Books
for Preschoolers"), which consists of preschooler-
directed stories; cf. Section 4.2. While other exist-
ing datasets differ from BfP with regards to their
target group, some are similar in terms of their
average story length (e.g., InScript (Modi et al.,
2016), MCTest (Richardson et al., 2013), Shmoop
(Chaudhury et al., 2019), or WritingPrompts (Fan
et al., 2018)). Others are also tailored to children
and contain many themes and plot devices similar
to the stories in BfP, but have a target age slightly
older than BfP (Richardson et al., 2013; Hill et al.,
2015; alf; Modi et al., 2016).



3 Models

As described in the introduction, our goal is to
explore the ability of GPT-3 (Brown et al., 2020)
to complete children’s stories – with and without
auxiliary target words as well as with and without
finetuning. In this section, we introduce the models
used in our experiments.

3.1 GPT-3
GPT-3 is a traditional language model which is
based on a transformer decoder architecture (Luitse
and Wiebke, 2021). It is trained on large amounts
of text and has strong zero-shot abilities. This is
why, even though GPT-3 is not explicitly trained
on preschooler-directed stories, we expect it to pro-
duce reasonable results for our task.

Version Four GPT-3 models are publicly avail-
able, which differ in terms of model size and, thus,
capability and speed of computation. For the ex-
periments described in this paper we make use of
the Davinci model, which is the most capable one
in the series.

3.2 Finetuning
For our investigation of finetuned GPT-3 models,
we additionally train the Davinci model on child-
directed stories from BfP. For this, we feed a max-
imum of 3 preceding pages to the model as input
and train it to generate the subsequent page.

3.3 Hyperparameters
For generation, we set the following hyperpa-
rameters: (1) temperature, which controls ran-
domness (a lower temperature setting means a
model is more likely to select words that have
a higher probability of occurrence, resulting in
less random results), (2) the maximum number
of tokens per generated output max_tokens, (3)
top_p, which also controls randomness, but via nu-
cleus sampling (a smaller top_p value means fewer
likelihood-weighed options are considered), and
(4) frequency_penalty and presence_penalty,
which both alter the model’s ability to gener-
ate repeated phrases or words (higher values of
frequency_penalty and presence_penalty de-
crease the model’s likelihood to repeat the same
line verbatim and increase the model’s likelihood
to talk about new topics, respectively).

We set temperature to 0.7, max_tokens to
50, top_p to 1, frequency_penalty to 0 and
presence_penalty to 0. Aside from max_tokens,

these are the default hyperparameters. For finetun-
ing, we further train the model for 4 epochs. In
total, finetuning completes in 1 hour, 44 minutes,
and 10 seconds.

Our hyperparameters are chosen based on pre-
liminary experiments. Due to the monetary cost
associated with the use of GPT-3, we do not tune
our hyperparameters exhaustively.

4 Experiments

We experiment with both the standard GPT-3 model
as well as with GPT-3 finetuned on our dataset of
children’s stories. In this section, we define the
experimental setup and evaluation.

4.1 Experimental Setup
In an effort to answer the research questions defined
above, we experiment with two models (GPT-3
with and without finetuning) as well as two prompts
for target-word inclusion.

Our first prompt only mentions the target noun
and is as follows:

Insert a sentence which contains the
word "<target noun>":

<story>

The second prompt asks the model to include
the target noun in addition to a context verb which
is semantically related to the noun. It is structured
as follows:

Insert a sentence which contains the
words "<target noun>", "<target verb>":

<story>

4.2 Data
Books for Preschoolers Dataset For our experi-
ments, we use the BfP ("Books for Preschoolers")
dataset from Wiemerslage et al. (2022), which con-
sists of 1,024 published children’s stories. The sto-
ries in that dataset are from transcribed books and
come accompanied by information such as page
numbers, genre, and character names. Of the 1,024
stories included, 600 are our training data for fine-
tuning, and the remainder are used for testing and
development.

Target Words We select ten concrete nouns used
for insertion into the story.1 Our target words are

1For the purpose of our experiments, we choose the target
words by hand based on an average preschooler’s expected



Target Word Frequency in BfP

Car 1810
Tree 860
House 746
Snake 94
Treasure 71
Sandwich 64
Pencil 26
Ceiling 19
Trumpet 12
Pineapple 7

Table 1: Frequency of our target words in the BfP
dataset; sorted from high to low.

car, ceiling, house, pencil, pineapple, sandwich,
snake, treasure, trumpet, and tree. Not only do
these words fit into varying contexts, but they also
appear with varying frequency in the BfP dataset;
cf. Table 1. This enables us to assess the relation-
ship between frequency in the training data and
cohesion and informativeness in the results.

Context Verbs For our second prompt type, we
further select ten context verbs. These verbs are
paired with the target words to provide additional
information about them. Our hypothesis is that,
by prompting the model to include a context verb
in addition to a target noun, we can increase the
informativeness of the resulting story as it relates
to the target noun. For now, the context words
are manually selected, but an automatic detection
of suitable context verbs is an interesting area for
future work. Our context verbs for all target words
are shown in Table 2.

Stories We manually write three short stories
of varying prompt lengths (L) designed to test
a model’s completion capabilities given varying
amounts of information. These prompt lengths ex-
clude parts of the story after the insertion point, as
the model is not fed this information. Each story
contains one phrase-level gap and the gap’s preced-
ing context is given to the model as input. The first
story is about a sleepy dragon who is dreaming in
his cave, L = 38 words. The second is written
about a travelling llama and his trip to a new coun-
try, L = 59 words. The third is written about a girl
named Sarah who opens presents with her family

vocabulary. In a real-world application, the target words would
be chosen individually for each child.

Target Word Context Verb

Car Drive
Ceiling Paint
House Build
Pencil Write
Pineapple Eat
Sandwich Grill
Snake Hiss
Treasure Find
Tree Climb
Trumpet Play

Table 2: Context words for all target words in our exper-
iments; sorted alphabetically.

and Santa on Christmas morning, L = 114 words.
The full (incomplete) stories are shown in Table 5.

4.3 Evaluation

Upon generating a model’s completion and insert-
ing it into the partial story, five properties of the
resulting complete stories are evaluated, which are
described in the following.

Validity We assess the validity of the story: as
our stories can only serve their purpose of teaching
a target word to children if they actually feature
the target word, we consider outputs valid if the
target word is contained in the output, and invalid
otherwise. Validity is assessed automatically by
checking for the presence of the target noun in the
model’s response.

Informativeness We also assess the informative-
ness of the story as it relates to the target word:
How much information about the target word is
revealed by the surrounding context? This is mea-
sured on a scale of 1 to 5, with 1 being the least
informative and 5 being the most informative, e.g.,
giving detailed descriptions of the noun or its pur-
pose. The protocol for rating informativeness is to
start with a score of one and add to that score for
each piece of information in the story. However,
information which relates to the core function, pur-
pose, or identity of the noun may warrant a larger
increment in score.

Syntactic Cohesion We assess the syntactic co-
hesion of the story by considering grammar, punc-
tuation, sentence structure, and completion. This
is again rated on a scale of 1 to 5, with 1 being
the least cohesive (e.g. spelling or grammar errors,



Once upon a time, there was a sleepy dragon who loved to take naps. Every day, he would curl up in his cozy cave and take
a long nap. His favorite thing to do was to dream about [GAP] Sometimes the dragon’s dreams would take him on crazy
adventures, but no matter where the dragon’s dreams led him, he knew he could always feel better after a good nap.

Once upon a time, there was a travelling llama who loved to explore the world. He would often pack his bags and set off on
new adventures, meeting new people and animals along the way. One day, the llama decided to visit a new country. When
he arrived, he was amazed by all the sights and sounds. He saw [GAP] The llama was very happy with the adventures he
had, but he already felt excited for wherever he ended up next!

It was Christmas morning, and Sarah was so excited. She had been waiting all year for Santa to come, and now he was
finally here! She ran to the tree and found her presents, all wrapped up in colorful paper and ribbons. She tore open the first
one, and it was a new baby doll. She was so happy! She hugged it and then ran to show mom. She couldn’t decide what to
name the doll. How about Ethan? Maybe Zoey? Then Santa said "How about Rudolph?" Together, Sarah and Rudolph
the doll opened more presents. The second present was a new toy car, and the third was a new book. Sarah even got [GAP]
Sarah was thankful for the gifts, but she was most thankful for the time she was able to spend with her family. She decided
that this had been her best Christmas yet!

Table 3: Our three manually written stories. Each story contains one phrase-level gap to be completed by the model.

punctuation issues or incomplete sentences) and
5 being the most cohesive (e.g., a grammatically
and structurally correct story). Rating protocol is
to begin with a score of 5 and deduct a point for
each error, and to deduct more for severe errors.

Narrative Cohesion Narrative cohesion consid-
ers whether the events in the completion make
sense in context and overall flow of the story. This
measure is also rated on a scale of 1 to 5, with 1
being least cohesive (i.e., the response does not
continue the story) and 5 being most cohesive (i.e.,
the response continues the story, even referencing
prior events or characters). Protocol for assessing
this is to start with a score of 5 and deduct points
for each narrative error or inconsistency. Errors
which detract significantly from the narrative of the
story may reduce the score more significantly than
others.

Appropriateness Responses are given an appro-
priateness flag containing information about the
appropriateness level of each response. Responses
are rated considering the intended audience of
preschool-age children. The appropriateness flags
are:

0: No Inappropriate Content

1: Physical Violence Above a Very Minor Level

2: Dangerous/Imitable Situations

3: Politics/History

4: Alcohol or Drug References

5: Sexual/Suggestive Results

6: Other

4.3.1 Manual Evaluation
Results are manually evaluated by human annota-
tors, who give ratings for the five properties defined
above. Our annotators are given the prewritten sto-
ries as well as a spreadsheet with the results. On the
spreadsheet are four descriptive columns: "Story",
a one-word indicator for the prewritten story which
GPT-3 has inserted a word into (one of "Llama",
"Dragon", and "Christmas"); "Target Word", the
word that the GPT-3 model has inserted into the
story; "Response", the response received from GPT-
3 which contains the target word; and "Full_Story",
the response concatenated with the original story.
Participants are also given descriptions of the prop-
erties which they will rate, as well as examples of
each rating for each. We re-sample the responses
for Validity so that all responses evaluated by partic-
ipants are valid. All identifying information about
each response (such as whether the response was
generated by a finetuned model or prompted with a
context verb) is removed in the interest of objectiv-
ity.

5 Results

5.1 Validity

The validity scores of all models are shown in the
second column of Table 4.

GPT-3 generates the highest proportion of valid
responses: 78.06% of its stories contain the tar-
get word, compared to 44.72% of the outputs of
the finetuned model. Using GPT-3, inputs which
exclude a context verb also demonstrate slightly
more proficiency at including the target word than
context-inclusive counterparts, with 78.89% and
77.22% validity, respectively. Using the finetuned
model, however, prompts featuring a context verb



Model Validity Informative Syntactic Cohesion Narrative Cohesion Appropriate

GPT-3 0.77 2.42 4.96 4.32 0
GPT-3+CV 0.79 3.44 4.87 4.36 0
GPT-3+FT 0.43 2.94 2.73 3.49 3
GPT-3+FT+CV 0.47 3.33 2.92 3.49 3

Table 4: Results of the manual evaluation for all models. Validity in percentages; Appropriateness as a label.
FT=finetuning; CV=context verb; Informative=Informativeness; Appropriate=Appropriateness.

result in a valid output in 46.67% of the cases, com-
pared to 42.78% with no context verb. Based on
this information, it seems that the standard GPT-3
model is significantly more successful at includ-
ing the target word in responses when prompted
than the finetuned model. This trend holds when
considering context verbs.

Additionally, there are varying success rates
among input stories (not shown in the table). Con-
sidering only experiments using GPT-3 without
finetuning, inputs which contain a context verb
return valid responses 86.67% of the time when
given the shortest story (sleepy dragon, L = 38
words), 83.33% of the time when given the middle-
length story (travelling llama, L = 59 words),
and 66.67% of the time when given the longest
story (Christmas morning, L = 114 words). Inputs
which do not contain a context word scored higher
on this metric for the middle-length story, returning
valid responses 75.00% of the time when given the
shortest story, 91.67% of the time when given the
middle-length story, and 65.00% of the time when
given the longest story. Considering experiments
using the finetuned model, inputs which contain a
context verb return valid inputs 71.67%, 31.67%,
and 36.67% of the time for the shortest, middle-
length, and longest stories, respectively. Inputs
which do not contain a context verb follow a simi-
lar pattern, returning valid inputs 60.00%, 30.00%,
and 38.33% of the time, respectively. Based on this
information, it seems that both models generally
return a higher proportion of valid responses with
shorter input stories. This trend can also be seen in
Figure 1.

It is important to note, however, that invalid in-
puts can easily be removed as they can be detected
automatically and the respective stories can be re-
generated until they contain the target word. Thus,
while the validity measure helps us assess the mod-
els, it is not important for our target use case.

Figure 1: Average validity by story length.

5.2 Informativeness

Informativeness scores can be found in the third
column of Table 4.

Responses generated by GPT-3 without a con-
text verb receive an average informativeness score
of 2.42 out of a possible 5 points. When including
context verbs into the prompts, GPT-3’s informa-
tiveness score goes up to 3.44 – an increase of more
than 1 point. Outputs generated using the finetuned
model obtain an informativeness score of 2.94 with
and 3.33 without context verbs.

The best performing configuration with regards
to informativeness is using GPT-3 without finetun-
ing and with a context verb, yielding an average
score of 3.46. Overall, prompts which include a
context verb generally return outputs which are
more informative than their exclusive counterparts.



High Quality

1. It was Christmas morning, and Sarah was so excited. She had been waiting all year for Santa to come, and now he was
finally here! She ran to the tree and found her presents, all wrapped up in colorful paper and ribbons. She tore open the first
one, and it was a new baby doll. She was so happy! She hugged it and then ran to show mom. She couldn’t decide what to
name the doll. How about Ethan? Maybe Zoey? Then Santa said "How about Rudolph?" Together, Sarah and Rudolph the
doll opened more presents. The second present was a new toy car, and the third was a new book. Sarah even got a new
dress.Then she opened the last present. It was wrapped in a brown paper bag. She had never gotten a present like
this before. Inside was a sandwich. Sarah was confused. Sandwich? Why would she want a sandwich for Christmas?
Sarah was thankful for the gifts, but she was most thankful for the time she was able to spend with her family. She decided
that this had been her best Christmas yet!
2. Once upon a time, there was a travelling llama who loved to explore the world. He would often pack his bags and set off on
new adventures, meeting new people and animals along the way. One day, the llama decided to visit a new country. When he
arrived, he was amazed by all the sights and sounds. He saw a group of monkeys playing in the park and wondered what
they were doing. The monkeys were having a picnic. The llama decided to join in. He was eating a sandwich when he
suddenly realized that he had forgotten to pack any drinks. The llama was very happy with the adventures he had, but he
already felt excited for wherever he ended up next!

Average Quality

1. Once upon a time, there was a travelling llama who loved to explore the world. He would often pack his bags and set off on
new adventures, meeting new people and animals along the way. One day, the llama decided to visit a new country. When he
arrived, he was amazed by all the sights and sounds. He saw sheep playing the trumpet and asked them if they would
like to join in. The sheep didn’t even need to think about it. They just shook their heads and bleated. The llama
thought that was very rude. As he walked away, The llama was very happy with the adventures he had, but he already
felt excited for wherever he ended up next!
2. Once upon a time, there was a sleepy dragon who loved to take naps. Every day, he would curl up in his cozy cave and take
a long nap. His favorite thing to do was to dream about the delicious treats he would eat when he finally woke up. One day,
he was dreaming about eating a whole bag of marshmallows. Suddenly, his pencil rolled off the table and fell out of
the cave. "A Sometimes the dragon’s dreams would take him on crazy adventures, but no matter where the dragon’s dreams
led him, he knew he could always feel better after a good nap.

Low Quality

1. Once upon a time, there was a sleepy dragon who loved to take naps. Every day, he would curl up in his cozy cave and take
a long nap. His favorite thing to do was to dream about MERRIAM-WEBSTER’S COLLEGIATE DICTIONARY
ceiling. He dreamed about all the things he would do if he could fly.When he was awake, he would flap his wings
and take little hops, but he Sometimes the dragon’s dreams would take him on crazy adventures, but no matter where the
dragon’s dreams led him, he knew he could always feel better after a good nap.
2. It was Christmas morning, and Sarah was so excited. She had been waiting all year for Santa to come, and now he was
finally here! She ran to the tree and found her presents, all wrapped up in colorful paper and ribbons. She tore open the first
one, and it was a new baby doll. She was so happy! She hugged it and then ran to show mom. She couldn’t decide what to
name the doll. How about Ethan? Maybe Zoey? Then Santa said "How about Rudolph?" Together, Sarah and Rudolph the
doll opened more presents. The second present was a new toy car, and the third was a new book. Sarah even got a little
trumpet!(Blank) (Blank) (Blank) (Blank) (Blank) (Blank) (Blank) (Blank) (Blank) (Blank) (Blank) (Bl Sarah was
thankful for the gifts, but she was most thankful for the time she was able to spend with her family. She decided that this
had been her best Christmas yet!

Table 5: Examples of high-quality (all properties rated as 5), average-quality (all properties rated as 3), and low-
quality (all properties rated as 1) generations. Bold words are generated.

In the interest of further quantifying the relation-
ship between noun frequency and informativeness,
we perform a linear regression between the aver-
age informativeness of each word and its frequency
in the training dataset. The regression shows an
r-value of 0.653, indicating a positive relationship
between number of appearances and average infor-
mativeness in finetuned generations.

5.3 Syntactic Cohesion

Valid responses generated using GPT-3 are given
an average score of 4.96, demonstrating excellent
syntax. Responses generated using the finetuned
model receive an average score of 2.73. The most

common syntactic error is that the trained model is
rarely able to confine its additions to the 50 token
limit, resulting in truncated responses in the ma-
jority of valid results. Additionally, sentences are
occasionally separated with return characters, lead-
ing to issues with readability. With the base model,
however, syntactic issues are few and far between,
demonstrating an ability to complete sentences and
clauses effectively within the token limit. This abil-
ity to conclude sentences within a token limit may
prove extremely useful in most practical use-cases.

The inclusion of a context verb has very little
effect on syntactic cohesion. GPT-3’s and GPT-
3+FT’s generations using a context verb display



average scores of 4.87 and 2.92, respectively. Con-
flicting trends indicate that syntactic cohesion is
more heavily affected by the choice of model.

5.4 Narrative Cohesion

Stories generated by GPT-3 with no context verb
have an average narrative cohesion score of 4.32,
indicating high levels of contextual continuity and
overall flow. Stories generated with GPT-3+CV
have with 4.36 a similar average narrative cohe-
sion score. Considering responses generated using
our finetuned model, outputs generated both with
and without a context verb have a narrative cohe-
sion score of 3.49. This indicates that including a
context verb has very little influence on narrative
cohesion. However, finetuning reduces the quality
of the overall narrative of the generated stories.

To further evaluate the relationship between
story length and narrative cohesion, we compare
scores between individual stories; cf. Figure 2.
When considering responses generated using GPT-
3, the shortest story (L = 38) attains average
narrative cohesion scores of 4.53 and 4.17 when
including and excluding a context verb, respec-
tively. When considering the finetuned model,
these scores drop to averages of 3.25 and 3.37
for context and non-context inclusive generations.
The middle-length story (L = 59) displays aver-
age GPT-3 scores of 4.46 and 4.43, and finetuned
scores of 3.7 and 3.77 for responses generated in-
cluding and excluding a context verb. Finally, the
longest story (L = 114) has average scores of 4.08
when using a context verb and 4.36 when not us-
ing a context verb, and average finetuned scores
of 3.51 and 3.35, respectively. This demonstrates
a significant decline in average scores when using
the finetuned model. This is likely due in part to the
finetuned model’s inability to contain its response
within the given token limit, leading to incomplete
sentences and narrative threads.

5.5 Appropriateness

Only 6 of the 720 generated responses are flagged
as inappropriate by our human evaluators. One flag
indicates violence and one signals the inclusion of
a dangerous or imitable scenario. Two responses
are inappropriate due to minor sexual/suggestive
content and the remaining two are marked as in-
appropriate for other reasons. All inappropriate
responses are generated by the finetuned model.

Figure 2: Average narrative cohesion by story length.

Three of the inappropriate examples are generated
using a context verb. Based on this information, it
seems that inappropriate responses are extremely
rare, which makes GPT-3 a promising model for
our intended use case of generating stories which
are suitable for teaching target words to children.

6 Conclusion and Future Work

We explored the ability of GPT-3 with and without
fine-tuning to complete partial children’s stories
including prespecified target words. Furthermore,
we asked if feeding an auxiliary context verb to the
model improves the informativeness of the gener-
ated stories. We found that a context verb increases
the informativeness of the generated story com-
pletion with respect to the target word and does
not lead to strong decreases of any of the other
properties: validity, syntactic cohesion, narrative
cohesion, and appropriateness. Overall, the gener-
ated stories are of good quality and, while there is
still room for improvement, we conclude that us-
ing state-of-the-art language models is a promising
strategy for generating stories for a child’s language
education.

In the future, we will investigate empirically if
automatically generated stories can, in fact, accel-



erate a child’s vocabulary development.

Limitations

Our experiments were limited to three prewritten
stories. Thus, it is unclear and should be explored
further if our findings generalize to a larger set of
stories with varying topics and lengths. And, even
though our models were largely successful with re-
gards to inserting target words into existing stories
at the phrase or sentence level, we were not able to
automatically and reliably generate complete sto-
ries using GPT-3 and its variants in preliminary
experiments. Doing so will likely require the use
of a multi-stage system to structure the story.

The methods employed in this study have only
been tested on stories written in the English lan-
guage and may not be as effective in languages with
different morphology or sentence structure. Addi-
tionally, models at the size of GPT-3 do not exist
for languages besides English. How well smaller
models perform for English or another language is
still an open question.

Ethics Statement

Presenting automatically generated stories to chil-
dren is never without risk, even though very few of
our generated stories contained inappropriate con-
tent. Thus, we emphasize that stories need to be
manually checked – which is still much faster than
manually writing the story! – by the person run-
ning the model before presenting them to a child
and their caregiver.
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A Appendix A: Annotation Instructions
Given to Evaluators

The purpose of this project is to automatically gen-
erate children’s stories to support vocabulary devel-
opment for pre-schoolers. In this experiment, we
will be evaluating a language model’s attempts to
insert specific target words into pre-written stories.
By rating each of the generated stories on a num-
ber of factors, we can evaluate the effectiveness of
several techniques. The instructions for evaluating
this experiment are listed below.

1. You will notice that there is a sheet below
with your name on it. This is the sheet you are
responsible for analyzing. Each sheet contains
720 generation results. An explanation of each
descriptive column is as follows:

"Story": This is a one-word indicator for the
pre-written story which GPT-3 has inserted a word
into. It will be one of "Llama", "Dragon", and
"Christmas".
"Target_Word": This is the word that the GPT-3
model has inserted into the story. It will be one
of "Pineapple", "Treasure", "Car", "Sandwich",
"Snake", "House", "Trumpet", "Ceiling", "Tree",
or "Pencil".
"Response": This is the response we received from
GPT-3 which contains the word.
"Full_Story": This is the response concatenated
with the original story, which should come together
to form a unique story. This column should be the
basis for your analysis.

2. In addition to the descriptive columns listed
above, there are four additional analysis columns
which are blank. You will be responsible for filling
these in with your own analysis. An explanation of
each analysis column is as follows:

"Informativeness": This will represent a measure
of the amount of information provided about the
target word. This column will be rated on a scale
from 1-5, with 1 being the least informative and 5
being the most. Things to look out for: Any direct
or indirect information about the target word can
contribute to informativeness. A visual description
of the noun, an explanation of the purpose of the
noun, or a detailed interaction with the noun in the
story are all great examples of high informativeness.
A good strategy is to start with a score of 1 and
increase by one for each informative aspect you
identify. However, identifying key aspects of the

noun may be worth a larger increase. Examples:

5. He saw a group of people eating what looked
like two pieces of bread with something in
the middle. Intrigued, he went over to ask
what they were eating. They told him it was a
sandwich and offered him one.

4. He saw a beautiful ceiling in the palace and
decided to take a picture.

3. Sarah even got a trumpet! She was so excited
to learn how to play.

2. He saw pineapple trees and decided to try one.

1. His favorite thing to do was to dream about
treasure.

"Syntactic_Coherence": This will represent a
measure of the syntactic and grammatical quality of
the story. This column will be rated on a scale from
1-5, with 1 being of the lowest quality and 5 being
the highest. Things to look out for: Any gram-
matical, spelling, or punctuation mistakes. Ensure
that each sentence is structurally sound. A good
strategy is to start with a score of 5 and remove a
point for each error you encounter. However, some
errors may be critical to the story and may require
larger deductions Examples:

5. Sarah even got a pineapple! She was so ex-
cited, she almost forgot to thank Santa.

4. He met a fox who told him all about his home
and showed him around. At last, the llama
could not wait to go home to tell his friends
all about the new place

3. He saw car s and buses and trains and planes
for the first time and was fascinated by them

2. Sarah even got a new ceiling fan for her room
She was so excited she couldnt sit still. She
had to tell everyone about her great Christmas!

1. His favorite thing to do was to dream about
__________.

"Story_Coherence": This will represent a mea-
sure for the narrative coherence of the new story.
This column will be rated on a scale from 1-5, with
1 being the least coherence and 5 being the most.
Things to look out for: Any errors which detract
from or derail the narrative of the story. Keep an



eye out for continuity errors, new or random char-
acters or objects, and tonal inconsistencies. A good
strategy is to start with a score of 5 and remove a
point for each detraction you notice. However, the
severity of these errors varies widely, so it may be
important to deduct more or less points depending
on your subjective interpretation. Examples:

5. His favorite thing to do was to dream about
treasure.

4. The second present was a new toy car, and the
third was a new book. Sarah even got a new
climbing tree for her backyard!

3. He saw trees for the first time and was so
fascinated by them that he decided to sit down
and have a little chat with one.

2. Finally, Sarah unwrapped a sandwich. She
wasn’t sure what it was, but she ate it anyway.
It was delicious!

1. His favorite thing to do was to dream about
having his own cozy house. Sometimes he
dreamed about having a big house with lots of
rooms. Sometimes he dreamed about having a
house with a big backyard for playing. Some-
times he dreamed about having a house that
looked like a castle. Sometimes he dreamed

"Appropriateness_Flag": This will represent
whether a particular example contains any inap-
propriate content. This column will be given a
numeric value representing appropriateness of its
content, and is not rated on a scale. The key is as
follows:

1. No inappropriate content.

2. Physical violence above a very minor level.

3. Dangerous / imitable situations.

4. Politics / history.

5. Alcohol or drug references.

6. Anything remotely sexual or suggestive.

7. Other

Things to look out for: While instances of in-
appropriate responses may be relatively rare, it is
extremely important to identify them for the pur-
poses of this experiment. Keep in mind that the

audience is 2-5 year-olds. When in doubt, identify
it as inappropriate and review later.

Final note: In each sheet, columns A:D are hid-
den. These columns contain identifiable informa-
tion which will be used to group these responses
later. Please do not view these sheets in the interest
of objectivity. Thank you again and happy rating!


