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ABSTRACT

Large language models (LLMs) are now being used with increasing frequency as
chat bots, tasked with the summarizing information or generating text and code
in accordance with user instructions. The rapid increase in reasoning capabilities
and inference speed of LLMs has revealed their remarkable potential for appli-
cations extending beyond the domain of chat bots. However, there is a paucity
of research exploring the integration of LLMs into a broader range of intelligent
software systems. In this research, we propose a paradigm for leveraging LLMs
as mock functions to adapt LLMs to general machine learning tasks. Furthermore,
we present an implementation of this paradigm, entitled the Mockingbird plat-
form. In this paradigm, users define mock functions which are defined solely by
method signature and documentation. Unlike LLM-based code completion tools,
this platform does not generate code at compile time; instead, it instructs the LLM
to role-play these mock functions at runtime. Based on the feedback from users or
error from software systems, this platform will instruct the LLM to conduct chains
of thoughts to reflect on its previous output, thereby enabling it to perform rein-
forcement learning. This paradigm fully exploits the intrinsic knowledge and in-
context learning ability of LLMs. In comparison to conventional machine learning
methods, following distinctive advantages are offered: (a) Its intrinsic knowledge
enables it to perform well in a wide range of zero-shot scenarios. (b) Its flexibility
allows it to adapt to random increases or decreases of data fields. (c) It can utilize
tools and extract information from sources that are inaccessible to conventional
machine learning methods, such as the Internet. Finally, we evaluated its perfor-
mance and demonstrated the previously mentioned benefits using several datasets
from Kaggle. Our results indicate that this paradigm is highly competitive.

1 INTRODUCTION

Currently, large language models (LLM) are widely used in intelligent systems as a chat bot to
assist users in summarizing, processing, and generating text. However, this only exploits the natural
language processing capabilities of LLMs; there are many other capabilities are not fully utilized,
such as the significantly improved reasoning capabilities of recent LLMs (Valmeekam et al., 2024).

A natural idea is to extend LLMs to non-linguistic tasks. In 2020, Brown et al. (2020) has found
that language models are able to learn from their context, proving the basic feasibility of this idea;
since then, many researchers have studied the properties of this ability in specific domains: (Kirsch
et al. (2022); Chan et al. (2022); Jin et al. (2023); Bigelow et al. (2024) Kossen et al. (2024)). These
work have well explained the nature of in-context learning ability, but provide little overall insight
into the integration of LLMs into automatic intelligent systems with a wider range of tasks. In order
to fill this paucity and to encourage more domains to benefit from the progress of LLM, we propose
Mockingbird, a versatile and controllable paradigm for adapting LLMs to general machine tasks,
and a corresponding open-source platform implementing this paradigm.

Inspired by the finding that the intelligence of LLMs is merely role-playing (Shanahan et al., 2023),
we assume that LLMs can also acquire good performance in role-playing functions, and design our
paradigm upon this assumption. The fundamental component of Mockingbird is mock function,
a specific type of functions that do not have method bodies, but only have function declaration
including documentation and method signatures (contracts on the function parameters and return
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values). In this paradigm, users are able to use mock functions as if they were ordinary functions with
function bodies. In contrast to other LLM-drive code generators, Mockingbird does not implement
these mock functions with code generated by LLMs at compile time; instead, it instructs LLMs to
’role-play’ them at runtime.

To elaborate further, the platform furnishes LLMs with program metadata including the method sig-
nature and accompanying documentation, retrieved from the program; then, function calls on mock
functions are redirected to LLMs; parameters are packed into user messages, and return values are
unpacked from assistant messages. In this manner, LLMs are employed as general-purpose func-
tions. By leveraging the in-context learning capability of LLMs, users can influence the behavior
of these mock functions with minimal effort by modifying the input-output message pairs presented
within the chat histories of LLMs. Furthermore, we present several optional techniques that enhance
practicality of this paradigm. For instance, we introduce the substitution-script acceleration, which
replaces LLM-driven executors with substitution-scripts generated by LLMs, thereby reducing the
time consumption significantly. Figure 1 shows a high-level overview of this paradigm.

Figure 1: High-level overview of Mockingbird. Mock functions redirect ordinary function calls to
the LLM, instructing the LLM to initiate reasoning and then generate the return value. Mock trainers
use feedback to instruct the LLM to conduct reflection process on its previous errors. Optional
modules such as substitution script, memory compression and memory replacing are introduced to
further improve the practicality of this paradigm.

This paradigm offers an intuitive interface for systems that have difficulty adapting to chat-driven
execution mode, thereby enabling them to leverage the capabilities of LLMs.

This work investigates the potential of applying this paradigm to general machine learning tasks.
Furthermore, we implement an extensible machine learning framework for mock functions, which is
capable of automatically conducting reflection on the incorrect output during the training process. In
comparison to conventional machine learning methods, such as those based on statistics or artificial
neural networks, Mockingbird has the following distinctive advantages (a) the intrinsic knowledge
of LLMs acquired from the pre-training data enables this paradigm to perform well on few-shot and
zero-shot tasks; (b) this paradigm is not constrained by a strict input data schema, allowing it to
process incomplete data entries with missing fields. (c) this paradigm is readily capable of utilising
tools and extracting information from non-structural sources, which are typically inaccessible to
conventional machine learning techniques. The aforementioned advantages can serve to enhance
the robustness and flexibility of automatic intelligent systems.

We evaluate the general applicability of this paradigm across a range of machine learning tasks from
Kaggle. Overall, it achieves very competitive scores compared to conventional machine learning
methods, and even outperforms many human competitors on several datasets.
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2 MOCKINGBIRD

This paradigm is composed of following components:

Mock Function A mock function is a function that is defined solely in terms of its method sig-
nature (types and other restrictions on parameters and return value), with optional documentation
provided to describe its purpose and any remarks pertinent to its use. In contrast to conventional
functions, mock functions are not implemented by users or code generators at the compilation stage.
Instead, they are role-played by LLMs at run-time. Except for this different behind the scene, the
manner in which users interact with the system is identical to that of conventional functions. As
for other necessary procedures, such as the JSON serialization, are automatically handled by mock
functions. The fundamental responsibilities of mock functions can be summarized as follows: (a)
providing LLMs with metadata to role-play the function; (b) handling conversions between program
objects and chat messages in JSON format; (c) guaranteeing the formal correctness of responses
generated by LLMs through the validation of JSON schema. Figure 2 illustrates the fundamental
workflow of a mock function. Mock functions can be employed directly without training process;
however, in such instances, it is advisable to provide comprehensive annotation regarding the antic-
ipated behaviour of these functions as documentation comments within the code itself.

Figure 2: Basic workflow of a mock function. Mock functions automatically handle the conversion
between program objects and chat messages, thus communicating between the program and LLMs.

Mock Invocation Mock invocations are designed to conveniently update history invocations in the
context. They represent a mapping from invocations in program space to request-response message
pairs in chat history. Mock invocations automatically update the content of request and response
messages in the chat history when the their parameters or return values are changed. They serves as
a simple interface to edit the context.

Mock Memory Mock memories are enhanced chat histories for this paradigm, whose elements
are mock invocations instead of chat messages. Additionally, a branch control feature has been
implemented for mock memories. This feature allows users to create sub-branches from a main
branch, which will “inherit” the current invocation history of the main branch. Sub-branches can
be dropped or committed back to the creation time-point in the main branch. Figure 3 depicts
the process of creating sub-branches and committing them back to the main branch. This feature
provides isolation among different branches, thereby enabling the execution of multiple LLM tasks
in parallel; otherwise, no further requests can be added to the memory until the response is received,
as LLMs may respond to requests from other tasks.

Mock Trainer The introduction of mock trainers serves to streamline the process of training and
evaluating mock functions, while also assisting users of conventional machine learning frameworks
in swiftly adapting to our paradigm. Once the data source, training policy, evaluation metrics and
dataset separation ratio for training and evaluation have been set, the system will automatically
handle the training and evaluation process. In the training stage, if LLMs output incorrect answers
in a mock invocation, a reflection procedure will be conducted by the mock trainer to avoid making
similar mistakes in future. The reflection procedure will be covered in detail in section 2.3.

Substitution script. A substitution script is a script generated by LLM to represent the behavior
learned from the invocation history. This technique is introduced as an optional feature to reduce
the time consumption, though this may result in a compromise of accuracy.
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Figure 3: Branch control feature of mock memories. Left: when a branch is created, subsequent
invocations added to the main branch will not affect the sub-branch. Right: when a sub-branch is
committed, its invocations are merged into the main branch at the location where the sub-branch
was created.

2.1 WORKFLOW

The following list delineates the machine learning workflow with Mockingbird:

1) Setup mock function. According to the metadata including method signature, documentation,
and type information of parameters and return value, the mock function generate the system
prompt consisting of directives and JSON schemas separately for parameters and return value.
This prompt not only instructs the LLM to give a return value that matches the JSON schema, but
also commands it to output the reasoning in the “remarks” field before outputting the return value
in the “results” field. Mock functions add this system prompt into the message history during the
setup phase. Details are discussed in section 2.2.

2) Prepare serializers. According to the type information collected in step 1, the platform generates
and code of JSON serializers for parameters and return value, which are then loaded subsequent
to their compilation.

3) Perform an invocation with a LLM. Once the parameters have been serialized into JSON data
that adheres to the schema built in step 1, the JSON data should be appended to the message
history as a user message. The message history should then be submitted to the LLM for a
response. Upon receipt of the assistant message, mock functions decode return value from the
JSON data contained within the response. Then a mock invocation is constructed and registered
with the user message and the corresponding assistant message.

4) Conduct reflection procedure. In the training phase, the mock trainer compares the return value
yielded by the assistant with the ground truth in the training data. If the difference exceeds the
threshold preset by users, a reflection procedure will be initiated by the mock trainer. Parameters,
return value, and the ground truth will be appended to a sub-branch of the main memory branch.
Then the LLM will be instructed to reason why such mistakes are made and summarize notes
to avoid making similar mistakes in the future. These notes are called “reflection notes” in this
paradigm.

5) Update invocations in the mock memory. Once the reflection notes have been obtained,
mock invocations which contain the wrong return values are updated. Their “results” fields are
amended to the ground truth, while their “remarks” fields are replaced with reflection notes.

6) Refine the mock memory. The context length is typically smaller than the size of the training
dataset, which means that not all data entries of the training dataset can be directly stored in
the context. When the context of a mock function reaches the limitation of length, a memory
refinement procedure will be initiated by the mock trainer. We provide a memory replacing policy
and a memory compression policy (see section 2.4 for details) along with our implementation of
this paradigm. Mock trainers are designed to be highly customizable, allowing users to configure
them with their own memory refinement policies.

7) Generate substitution script. In contrast to other LLM-drive code generators which generate
code at the outset, the substitution script is generated only after the LLM has acquired sufficient
information about the “correct” behavior of the mock function. This distinguishes it from other
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compile-time code generators. Once the substitution script has been generated and compiled,
subsequent invocations will be redirected to the substitution script instead of the LLM. It should
be noted that the content of the substitution script is not definitive, as the reflection process will
invalidate the script, which always assuming the behavior of the mock function has been changed
by the reflection process. This technique can reduce the time consumption to the level of native
ordinary functions. However, it may result in a degree of compromise in terms of accuracy, and
therefore we have made it an optional feature.

2.2 GUARANTEE OF FORMAL CORRECTNESS

Figure 4 shows the process of building system prompt for mock functions. The platform retrieves
the documentation for the delegate (function declaration) from the program documentation file gen-
erated by the compiler, and extracts the semantic meanings for this delegate, parameters and return
value. After that, JSON schemas for parameters and return values are generated separately with the
type information acquired from the runtime. Semantic meanings are added into “description” fields
of the corresponding elements in schemas. All these schemas are defined in the standard format of
JSON schema, rather than expressed in natural languages.

Figure 4: The system prompt for mock functions are built according to the semantic information
and JSON schema for parameters and return value. Semantic information explains the semantic
meanings of parameters, which is crucial for LLMs to understand the task and parameters. JSON
schemas for parameters and return values are used to constrain the layout and semantic meanings of
data fields, ensuring the correct mutual understanding of data fields between program and LLMs.
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When instructions on the format of responses are described in natural languages, there is a possibility
of a mismatch between the format of the responses and the expected format due to the ambiguity
in the instructions. Even if instructions are clear without ambiguity, LLMs may still fail to obey
these instructions due to the overlay of reasoning patterns (Jiang et al., 2024a). Solving this formal
randomness is at vital importance: in contrast to user-oriented applications, formal correctness of
responses are crucial for automatic systems. The return value cannot be correctly found and parsed
in one request-response round if it is stored in field with random names. Furthermore, even if
automatic systems discover an error with the schema, re-generation of responses will significantly
increase the time consumption.

A number of studies have put forward the idea of fine-tuning-based solutions as a means of improv-
ing the ability of LLMs to follow instructions (Wallace et al. (2024);Jiang et al. (2024a)). But with
an extra emphasis on general availability, we prefer to rely on non-fine-tuning solutions. Recent
LLMs, such as GPT-4o has provided structural output feature that strictly limits the schema of the
output. Mockingbird fully exploit this feature to guarantee the formal correctness of responses. For
LLMs which currently do not support this feature, Mockingbird uses a JSON schema validator to
verify the formal correctness of responses, and reject illegal responses with detailed error report
to initiate another request-response round. For users using this paradigm with self-host LLMs, we
highly recommend them to fine-tune their models to schema control instructions.

2.3 LEARNING THROUGH REFLECTIONS

Even though our experiments show that the intrinsic knowledge LLMs acquired from pre-training
enables them to reach competitive scores on multiple tasks with zero-shot, the capacity for continu-
ous improvement still remains a crucial consideration in practical applications.

Inspired by the workflow of neural network based machine learning frameworks, we introduce a
reflection mechanism into Mockingbird. Figure 5 shows the workflow of reflection and the prompt
used by mock trainers to instruct the LLM for reflection to perform reflections.

Figure 5: Left: Workflow for reflection procedure. After acquiring the wrong results from the mock
function, the mock trainer will instruct the LLM to reflect on the possible reasons for making such
mistakes and summarize notes for not making similar mistakes in future invocations. Right: Prompt
used by mock trainers to conduct reflections.

We implement mock trainers to automatically host and manage the learning procedure. In a training
session, the mock trainer will iterate every data entry in the dataset, feeding parameters into the
mock function, comparing the results obtained from the mock function with the ground truth. If
the difference between the output results and ground truth exceeds the threshold preset by users,
then a reflection procedure will be conducted: the mock trainer will generate a reflection instruction
including the wrong results, wrong reasoning and the ground truth; thereafter, the LLM will be
instructed to analyze the possible reasons for making these mistakes, and summarize notes to avoid
making similar mistakes. The response from the LLM, consisting of possible reasons and notes for
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avoiding similar mistakes, is called “reflection notes” in this paradigm. Then, results field of the
invocation to reflect will be corrected to the ground truth, and the reasoning field will be replaced
with reflection notes.

In contrast to previous methods of in-context learning which focus more on the patterns of examples
in the context (Liu et al. (2022);Bhattamishra et al. (2024)), we expect LLMs to reflect on their
previous reasoning flows and learn by adapting to reasoning flows which are more likely to be
correct, rather than relying solely on the in-context learning ability of LLMs.

2.4 MEMORY REPLACING AND COMPRESSION

Under a simplified assumption that all examples take equal tokens, denoted as m, and adding
n examples into the context during the training procedure, then the total token consumption is
mn2 + 0.5mn, which shows it is economically impractical to have context of examples as long
as sufficient. This leads to the urgent need for strategies to dynamically replace previous examples
with examples that are more worth learning and remembering, or to compress the context as little
loss of information as possible.

Many researches have proposed strategies for selecting examples (Zhang et al. (2022); Zhang et al.
(2023); Lee et al. (2023); Qin et al. (2024); Nguyen & Wong (2023); Peng et al. (2024); S. et al.
(2024)). These studies all show competitive improvement on specific domains, so from the perspec-
tive of paradigm design, instead of select one or more selection strategy, we implement the mock
trainer in a highly customizable design. We provide a default implementation of the replacing policy
by replacing correct invocations (without reflection notes) with the latest reflected invocations.

As for the context compression, current methods focus more on token level (Liskavets et al.
(2024);Ge et al. (2024)) and even on the level of modifying the underlying implementation of trans-
formers (Yu et al. (2024)). According to their evaluation results, these methods are effective enough,
but they are too heavy for Mockingbird, since this paradigm is designed to work simultaneously with
different LLMs at various price tiers. In addition, there is an undeniable difficulty in using these so-
lutions with commercial close-source LLMs for the time being. Similar to methods proposed by
Wang et al. (2024) and Jiang et al. (2024b), we provide a default implementation of semantic com-
pression (“soft compression”), by instructing LLMs to summarize the reflection notes to compress
previous invocations.

3 EVALUATION

We evaluate the performance of Mockingbird on several general machine learning tasks, covering
the most common categories of classification and regression. It must be emphasised that our aim
is to provide a more suitable paradigm for exploiting the capabilities of LLMs in automatic intel-
ligent systems, rather than provide a state-of-the-art method that is comprehensively superior to
conventional machine learning methods.

3.1 PERFORMANCE EVALUATION

In this section, we evaluate its performance separately on classification and regression datasets ac-
quired from Kaggle; its performance is assessed by comparing with scores of human competitors in
corresponding Kaggle leaderboard1, whose scores can be considered as an estimated upper bound
of the scores that non-professional users can achieve using conventional machine learning methods.

Table 1 shows its performance on classification tasks, and table 2 is for performance on regression
tasks. Context length is the maximum number of invocations that the mock function can memorize
through the training process; a context length of 0 means that the training process is skipped, which
could represent the extent to which users can treat this paradigm as an “out-of-the-box” solution.
Both evaluations are performed with GPT-4o as the underlying LLM.

1Raw leaderboard data can be found in supplementary materials. Data of leaderboard is updated to Oct 1st,
2024.
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Table 1: Accuracy evaluation on classification tasks, compared with scores of human competitors
from Kaggle leaderboard. Datasets are: Titanic Survival Prediction (Cukierski, 2012), Poisonous
Mushrooms Classification (UCI, 1981), Horse Colic (McLeish & Cecile, 1989), Obesity Risk Pre-
diction (Fabio Mendoza Palechor and, 2023) and Insurance Cross-Selling. Humans’ Best is the
best scores achieved by human competitors in the leaderboard; and Outperformed is the proportion
of human competitors whose scores are outperformed by the best scores using this paradigm. The
best accuracy is underlined.

Dataset Accuracy↑ with Context Length Humans’ Best Outperformed
0 20 40 60 80

Titanic 0.7879 0.7887 0.7743 0.7918 0.7866 1.0000 92.29%
Mushrooms 0.3720 0.5693 0.7302 0.9968 0.8359 0.9851 100%

Horses 0.5450 0.5531 0.5836 0.5532 0.5087 0.7818 6.42%
Insurances 0.5880 0.6730 0.7260 0.6989 0.6793 0.8975 18.35%

Table 2: Root mean square error (RMSE) and median absolute error (MedAE) evaluation on re-
gression tasks, compared with scores of human competitors from Kaggle leaderboard. Datasets are:
Used Car Price Prediction, Abalone Dataset (Nash et al., 1994), Wild Blueberry Yield Prediction
and Prediction of Mohs Hardness. Humans’ Best is the best scores achieved by human competitors
in the leaderboard; and Outperformed is the proportion of human competitors whose scores are
outperformed by the best scores using this paradigm. The best scores are underlined.

Dataset Error↓ with Context Length Humans’ Best Outperformed
0 20 40 60 80

Car Prices 22225 22523 28915 24534 22794 62917 100%
Mohs Hardness

(MedAE)† 0.6000 0.5800 0.6000 -‡ -‡ 0.2500 60.86%

Mohs Hardness
(RMSE) 1.2803 1.1596 1.1314 -‡ -‡ -† -†

† The leaderboard on Kaggle uses median absolute error to rank human competitors.
‡ This dataset only contains 57 data entries.

3.2 DISCUSSION

Longer context is not all you need. Among these evaluations, we find that best performances
are not guaranteed to be accompanied with the biggest context length. For instance, on Poisonous
Mushroom Classification task, the performance peak appears around a context length of 40, and the
performance decreases by 16.14% when the context length grows to 80. There is an extreme example
on Mohs Hardness Prediction task. When the context length is 40, while 70.18% of the data entries
are reflected and then stored in the context, the RMSE only reduces by 2.43%. This phenomenon
is not as incomprehensible as it seems to be. Kossen et al. (2024) has pointed out that LLMs do
not treat all data within the context equally, but tends to rely on examples semantically closer to the
queries; also, they cannot fully resist their preference acquired through the pre-training, which is also
shown in the performance plateau on Titanic Survival Prediction Dataset. In other words, intrinsic
knowledge and the reasoning ability have made LLMs more than in-context learning machines; this
leads us to reconsider the characteristics of LLMs machine learning, rather than continuing to view
it simply as combining in-context learning of transformers with intrinsic knowledge.

Intrinsic knowledge does not always help. On Poisonous Mushroom Classification task, we ob-
served a strange initial accuracy bellowing random guessing: 0.3720, which is 25.6% worse than
random guessing. In this configuration, the context length is zero, which means there is no history
invocations or reflection notes stored in the context which could influence its behavior, therefore its
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judgment is solely relying on its intrinsic knowledge. If we humans know the fact that our accuracy
is significantly bellowing 0.5, then by simply reversing our final answers, we can reach a relatively
high accuracy on such binary classification tasks. However, even when LLMs know they are out-
putting the wrong answer, they still need a sufficient examples and reflections in learning process
to reduce the influence of their “harmful” intrinsic knowledge; in this task, that is the process of
accuracy increasing from 0.3720, going through 0.5693, 0.7302, and finally reaches a high score
outperforming the best score of human competitors.

Why cannot LLMs be “a good veterinarian”? In some cases LLMs struggle to learn. The
performance of LLMs on Horses Health Outcome Prediction is especially bad. Similar to their
performances on Insurance Cross-selling Prediction, they starts with an accuracy of nearly random
guessing. Their accuracy improves as the size of training dataset grows on Insurance Prediction task
until reaches the context length of 40, however, on Horses Health Prediction task, such improvement
is not observed. An obvious difference between these tasks is the huge gap in the number of their
data fields. There are 29 data fields in Horses Health Prediction task but only 12 data fields in
Insurance Prediction task, in other words, the former task is inherently more complicated than
the latter one. Despite this natural inference, by studying the operational log, we spotted that at
the end of the training phase, 75.0% of invocations within the context on Insurance Prediction
are initially correct invocations (LLMs gave the right answers for parameters contained in these
invocations), while on Insurance Prediction task only 47.5% of the invocations are correct. This
does not have to mean that have a context with a higher proportion of correct invocations can improve
the performance. Based on the findings that current LLMs cannot discover the errors within their
reasoning process in the absence of external feedback (Huang et al., 2024), we speculate that the
reason it cannot learn on that task is that it is not really “learning” on that task. Being much more
complicated is not the core problem behind that phenomenon. Its context length is equal to the size
of training dataset, which means no invocations are replaced or dropped; then have a correct ratio of
47.5% means it outputs more wrong answers than the correct answers in the training stage. Ground
truth from the training dataset can only indicates the existence of errors within the reasoning flows;
what exactly these errors are requires LLMs to figure out through reasoning. However, there is no
feedback for the reasoning process of looking for errors within their previous reasoning process. If
they are initially bad at this kind of tasks, then chances are that they cannot reason out the errors
within their previous reasoning process and consequently have no improvement through the whole
training stage. During the training stage, they are guessing what their errors could be or what is
the correct reasoning flow. The random guess within the previous reflection notes may also hinder
their following reasoning and reflection. This finding and speculation warns us that we should not
rely solely on the in-context learning ability of LLMs; also, having a wider intrinsic knowledge is
beneficial because that may help LLMs avoiding these “guessing traps”.

4 RELATED WORK

Adapting LLMs to Machine Learning Tasks Recently, Kashyap & Sinha (2024) also examined
the feasibility of integrating LLMs into statistical learning workflows on “Titanic Survival Predic-
tion” dataset; they claimed to reach a “significant improvement” with data preprocessing and thought
refinement (chain of thought). However, our experiments show that the scores are relatively higher
without data pre-processing and other additional steps introduced in their work, which means that
their method is less effective than they claimed to be. Moreover, their method relies heavily on the
user’s knowledge of statistical learning, which is not friendly to the automatic intelligent systems.

In-Context Learning Brown et al. (2020) have discovered that LLMs are able to learn from
analogies based on the context, and summarize this ability as “in-context learning”. Based on solid
experimental evidence, Kossen et al. (2024) draws the following important conclusions about in-
context learning: (a) content in context can influence the behavior of LLMs, which means that in-
context learning is indeed effective to some extent; (b) examples in the context that are semantically
closer to the queries have more effect, and vice versa; this makes in-context learning different from
conventional machine learning methods that treat all training data equally; (c) it is impossible to
eliminate the preference that LLMs acquired through pre-training by in-context learning, but this
preference can be reduced to some extent by prompting. These conclusions are consistent with our
findings in experiments.
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Code Generation and Self-Repair The delayed progressive generation of substitution scripts
distinguished it from other code generation solutions, for it does not rely on self-repair, but incorpo-
rates information from the parameter-result pairs and corrects its behavior through reflections with
external feedback. Olausson et al. (2023) have shown that LLMs struggle to repair the errors on their
own, but that the effectiveness of repairs improves significantly when human feedback is provided.
Also, Huang et al. (2024) have demonstrated that the reasoning performance cannot be improved
without external feedback. Our design of deferring the substitution script generation is consistent
with these findings. Meanwhile, compared to user assisted code generation solutions (Zhu-Tian
et al. (2024); Fakhoury et al. (2024)), the feedback of substitution scripts can be provided by soft-
ware systems rather than solely from humans users, which is more suitable to automatic intelligent
systems.

5 CONCLUSION

In this work, we present the paradigm for adapting LLMs to general machine learning tasks based
on mock functions, which instruct LLMs to role-play the function defined by users. We also propose
a machine learning framework for mock functions, whose usage is similar to that of conventional
neural network based machine learning frameworks. Optional techniques, including substitution
script generation, memory refinement policies for replacing and compression are also introduced to
address its shortcomings in inference cost and time consumption. This paradigm can fully exploit
the reasoning ability, in-context learning feature, and intrinsic knowledge of LLMs, together with
its dynamic nature, making it an out-of-the-box solution for automatic intelligent systems.

Finally, we evaluate its performance and scalability on several machine learning tasks from Kaggle,
and it shows competitive results, even outperforming most the human competitors in some tasks.
Meanwhile, we discuss several findings about LLM machine learning based on the analysis of the
evaluation results and platform operational logs, we emphasis these findings: (a) longer context does
not guarantee to yield better results, which indicates that characteristics of LLM machine learning
is essentially different from Transformers in-context learning; (b) intrinsic knowledge is not always
helpful, in some case they are harmful to the performance and LLMs need overcome them through
learning and reflection; (c) chances are that LLM machine learning may encounters a “guessing
trap”, where they struggle to learn through reflection due to failed to discover what their mistakes
exactly are.

Limitation and Future Work Currently, it is not financially feasible to evaluate our paradigm
with all possible types of datasets on all possible machine learning tasks to fully and specifically
identify its suitable and unsuitable domains; therefore, we believe that validating this paradigm
in many specific domains could still provide useful insights on characteristics of LLM machine
learning. Moreover, the application potential of Mockingbird is limited by the current money cost
and time consumption of LLM inference. However, there is a trend towards real-time LLM inference
such as Cerebras Inference Engine (Zhang et al., 2024), we would like to explore the possibility of
applying this paradigm to low-latency systems with real-time LLM inference. Also, the performance
of this paradigm is currently only close to best scores of human competitors with conventional
machine learning methods, but by adapting current automatic machine learning methods such as
AutoGluon (Erickson et al., 2020), there could be a possibility for Mockingbird to reach the same or
even higher scores than the top scores of human competitors.
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