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Abstract

Personality manipulation in large language models (LLMs) is increasingly applied1

in customer service and agentic scenarios, yet its mechanisms and trade-offs re-2

main unclear. We present a systematic study of personality control using the Big3

Five traits, comparing in-context learning (ICL), parameter-efficient fine-tuning4

(PEFT), and mechanistic steering (MS). Our contributions are fourfold. First, we5

construct a contrastive dataset with balanced high/low trait responses, enabling6

effective steering vector computation and fair cross-method evaluation. Second,7

we introduce a unified evaluation framework based on within-run ∆ analysis that8

disentangles, reasoning capability, agent performance, and demographic bias across9

MMLU, GAIA, and BBQ benchmarks. Third, we develop trait purification tech-10

niques to separate openness from conscientiousness, addressing representational11

overlap in trait encoding. Fourth, we propose a three-level stability framework12

that quantifies method-, trait-, and combination-level robustness, offering practical13

guidance under deployment constraints. Experiments on Gemma-2-2B-IT and14

LLaMA-3-8B-Instruct reveal clear trade-offs: ICL achieves strong alignment with15

minimal capability loss, PEFT delivers the highest alignment at the cost of degraded16

task performance, and MS provides lightweight runtime control with competitive17

effectiveness. Trait-level analysis shows openness as uniquely challenging across18

methods and personality encoding consolidating around intermediate layers. Taken19

together, these results provide a rigorous comparative analysis of how different20

adaptation techniques (surface-level prompting, parameter-efficient fine-tuning,21

and activation-level steering) impact model performance and behavior. This work22

establishes a framework for assessing the trade-offs between behavioral alignment,23

capability degradation, and deployment efficiency, offering critical insights for24

practitioners navigating the LLM adaptation lifecycle..25

1 Introduction and Related Work26

Personality manipulation in large language models (LLMs) is increasingly common, particularly27

in customer service and agentic scenarios, yet the trade-offs between personality control and task28

capability remain underexplored. In this work, we use the Big Five personality traits as a systematic29

framework to induce controlled behavioral changes, allowing for a direct comparison of the down-30

stream effects of different adaptation techniques. This approach allows us to go beyond standard31

benchmarks and measure nuanced trade-offs between achieving a target behavior and preserving core32

capabilities. First, existing datasets are imbalanced, containing only "high trait" examples and lacking33

the contrastive signals needed for robust parameter-efficient fine-tuning. Without corresponding "low34

trait" responses, models cannot reliably distinguish between personality dimensions. Second, the35

relative effectiveness of existing methods—in-context learning (ICL), parameter-efficient fine-tuning36

(PEFT), and mechanistic steering (MS)—remains unclear due to inconsistent evaluation frameworks37
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and the absence of standardized metrics for performance, efficiency, and stability. Third, trait over-38

lap complicates manipulation: openness is difficult to control because LLMs are naturally "open,"39

and steering vectors for openness are often contaminated by conscientiousness patterns, requiring40

purification techniques. Fourth, deployment requires quantitative stability metrics to guide method41

selection under constraints such as GPU limits and production reliability.42

We address these challenges by (1) generating a contrastive dataset with balanced high/low trait43

examples to support mechanistic steering, (2) establishing a unified evaluation framework for fair44

cross-method comparison across capability, efficiency, and stability, (3) developing purification45

techniques to separate openness from conscientiousness, and (4) introducing a three-level stability46

analysis framework to support practical method selection. To ensure fairness despite baseline47

variation, we adopt a relative change (∆) analysis within each method’s run and validate alignment48

through a dedicated task. From an interpretability perspective, personality manipulation serves as49

an experimental probe into behavioral trait representation. Prior work has examined personality50

expression and measurement in LLMs Safdari et al. [2023], Jiang et al. [2023], Rao et al. [2023],51

explored in-context learning for behavioral control Wei et al. [2022], Liu et al. [2023], Mao et al.52

[2023], studied parameter-efficient fine-tuning methods such as LoRA/QLoRA Hu et al. [2022], Dan53

et al. [2024], Dettmers et al. [2023], and developed activation-space methods for steering and safety54

Turner et al. [2023], Panickssery et al. [2024], Chen et al. [2025]. A full literature review is provided55

in Appendix B, with benchmark and scoring details in Appendices H and K.56

2 Methods57

We evaluate personality manipulation on Gemma-2-2B-IT and LLaMA-3-8B-Instruct across MMLU,58

GAIA, and BBQ (ambiguous subset via official metadata) Hendrycks et al. [2021], Mialon et al.59

[2023], Parrish et al. [2022]. We target Big Five traits and report effects within each method’s run60

using a relative change (∆) analysis.61

Contrastive Dataset Generation To address the inherent imbalance in existing personality ma-62

nipulation datasets, we generate a contrastive dataset that pairs each "high trait" response with a63

corresponding "low trait" response. Using the original dataset from Jain et al. [2025] as a foundation,64

we employ OpenAI GPT-4.1 Mini to generate low-trait responses that maintain semantic relevance65

while exhibiting opposite personality characteristics. This balanced dataset enables more effective66

mechanistic steering by providing clear contrastive signals for each personality dimension, resulting67

in exactly double the examples compared to the original dataset. While PEFT and ICL use only the68

high-trait examples from the original dataset, mechanistic steering leverages both high and low trait69

examples for contrastive vector computation. Building on this foundation, we next examine three70

complementary manipulation methods that operate at different levels of model interaction.71

In-context learning (ICL): employs full context prompting with few-shot examples of all personality72

traits to enable trait distinction learning. This approach shows cross-dimensional examples before73

requesting specific trait adoption, achieving manipulation through contextual understanding rather74

than simple role-playing (Appendix C).75

Parameter Efficient Fine-Tuning (PEFT): uses trait-specific LoRA adapters with rank-64 decom-76

position, trained on the original personality manipulation dataset Jain et al. [2025] (Appendix D). We77

implement LoRA on both attention and MLP layers, achieving strong personality alignment while78

maintaining computational efficiency on both Gemma-2-2B-IT and LLaMA-3-8B-Instruct.79

Mechanistic Steering (MS): employs calibrated vectors derived from trait contrast analysis at post-80

attention layer norm (Appendix E). We collect hidden state activations at layers 5, 10, 15, and 20,81

computing steering vectors as the mean difference between trait-positive and trait-negative activations,82

with layer-specific strength calibration for optimal performance.83

Openness manipulation presents a unique challenge because language models exhibit this trait84

naturally by default. This inherent openness creates overlapping patterns with conscientiousness85

that confounds manipulation attempts. Our purification technique addresses this by filtering the86

data to isolate clear examples of each trait. We then compute two complementary vectors: a87

pure openness vector from filtered openness examples and an openness versus conscientiousness88

contrast vector. The final steering vector combines both components, enabling more effective89

manipulation by leveraging both the intrinsic openness patterns and the explicit distinction from90
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conscientiousness. To provide practical guidance for method selection under real-world constraints,91

we introduce a three-level stability analysis framework that quantifies how personality manipulation92

affects model performance across diverse benchmarks. The framework evaluates stability at the93

method level (overall method consistency), personality level (trait-specific stability), and combination94

level (method-personality interaction stability). Each stability score is computed as a composite95

metric incorporating variance reduction, range minimization, and consistency preservation across96

MMLU, GAIA, and BBQ benchmarks. This analysis enables practitioners to select manipulation97

methods that balance personality control strength with performance preservation under specific98

deployment constraints. Detailed methodology and mathematical formulation appear in Appendix L.99

We generate responses for Baseline and each trait, score MMLU/GAIA by accuracy and BBQ by100

SAMB, and extract final answers with an Azure GPT-4.1 Mini judge. We report ∆ Accuracy for101

MMLU/GAIA and ∆SAMB for BBQ, all relative to each method’s Baseline. Personality alignment is102

validated using the personality classifier Jain et al. [2025] on the personality manipulation dataset test103

set, with additional independent validation via a dedicated alignment task (Appendix G). Benchmark104

usage and scoring definitions appear in Appendix K.105

Method Metric Big Five Personality Traits

Extraversion Agreeableness Neuroticism Openness Conscientiousness

Gemma-2
ICL

∆ TA +0.91 +0.50 +0.97 +0.24 +0.81
∆ MMLU -0.06 −0.07 −0.08 −0.07 −0.07
∆ GAIA +0.08 +0.09 +0.06 +0.08 +0.08
∆ BBQ -2.7 −0.3 +7.3 +1.9 −1.1

Gemma-2
MS

∆ TA +0.64 +0.44 +0.50 +0.10 +0.29
∆ MMLU −0.14 −0.45 −0.25 -0.03 −0.43
∆ GAIA −0.06 −0.06 −0.13 −0.08 -0.04
∆ BBQ +5.1 -29.7 -29.7 −1.9 +22.1

Gemma-2
PEFT

∆ TA +0.78 +0.97 +0.95 +0.21 +0.78
∆ MMLU 0.00 −0.13 −0.15 −0.09 +0.01
∆ GAIA -0.04 −0.08 −0.06 -0.04 −0.06
∆ BBQ −9.4 −6.0 -14.3 +22.3 −12.4

LLaMA-3
ICL

∆ TA +0.94 +0.32 +0.99 +0.17 +0.83
∆ MMLU −0.01 −0.01 0.00 −0.02 −0.04
∆ GAIA −0.02 −0.04 −0.06 0.00 0.00
∆ BBQ +3.8 -2.4 −0.9 +13.1 +10.3

LLaMA-3
PEFT

∆ TA +0.90 +0.95 +1.00 +0.06 +0.84
∆ MMLU −0.01 −0.03 −0.01 −0.02 +0.01
∆ GAIA +0.02 0.00 +0.02 +0.04 +0.02
∆ BBQ +4.7 +16.4 +8.8 +6.3 +8.3

Table 1: Comprehensive experimental results across personality manipulation methods, models,
and evaluation metrics. Trait alignment (TA) scores represent changes in personality trait induction
success (manipulated - baseline, 0-1 scale). ∆ values indicate performance changes relative to
baseline within each method: ∆ MMLU and ∆ GAIA measure capability preservation (accuracy
changes), while ∆ BBQ measures bias modulation effects (SAMB changes, where positive values
indicate increased stereotypical bias and negative values indicate increased anti-stereotypical bias).
All ∆ metrics are computed within-run to ensure fair comparison across methods. Abbreviations:
ICL=In-Context Learning, PEFT=Parameter-Efficient Fine-Tuning, MS=Mechanistic Steering.

3 Results106

We report ∆ relative to each method’s Baseline within-run: MMLU uses ∆AccuracyAvg, GAIA uses107

∆ Accuracy, and BBQ uses ∆SAMB; SDIS is ignored. Alignment is validated on an independent108

task. Our contrastive dataset resolves the imbalance in prior personality manipulation datasets by109

pairing each high-trait response with a low-trait counterpart using Azure OpenAI GPT-4.1 Mini. This110

produces 4000 examples and 1000 test samples—double the original size—and enables both fair111

evaluation across methods and more effective steering vector computation.112

Table 1 summarizes the full experimental results. On Gemma-2 MMLU, ICL shows modest negative113

∆ across traits (around −0.06 to −0.08), consistent with surface-level conditioning. Steering shows114
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larger negative ∆ (up to −0.45), indicating deeper representational disruption. PEFT exhibits trait-115

dependent changes, often negative but smaller in magnitude. On Gemma-2 GAIA, ICL yields small116

positive ∆, while PEFT and Steering generally show small negative shifts. For LLaMA-3 on both117

MMLU and GAIA, ICL and PEFT produce consistently small within-run ∆, and we avoid cross-run118

comparisons due to baseline differences.119

Trait purification highlights the difficulty of openness manipulation. Even after addressing its overlap120

with conscientiousness, steering achieves lower alignment (+0.10) than ICL (+0.24) or PEFT121

(+0.21), suggesting complex representational interactions beyond simple vector composition.122

To assess robustness under deployment constraints, we introduce a three-level stability framework123

covering method, personality, and method–personality combinations. ICL shows the highest method-124

level stability (0.0366), closely followed by PEFT (0.0363), with steering lower (0.0326). At the trait125

level, openness is most stable (0.0411) and neuroticism least (0.0309). The strongest combination126

is steering+conscientiousness (0.0525), followed by PEFT+openness (0.0456) and ICL+openness127

(0.0407). Full methodology and results are in Appendix F and Appendix H.128

Bias and alignment validation reveal additional method-specific effects. On BBQ, ∆SAMB varies by129

trait and method: ICL effects are generally small, while Steering and PEFT cause large shifts on130

Gemma-2 (e.g., ±29.7 for Steering). Alignment validation confirms strong trait induction for ICL131

and PEFT across models (e.g., Gemma extraversion: +0.91 ICL, +0.78 PEFT; LLaMA neuroticism:132

+0.99 ICL, +1.00 PEFT). Steering achieves statistically significant improvements on Gemma-2 but133

remains weaker for some traits. Notably, openness alignment proves most difficult across methods,134

suggesting trait-specific representational complexity.135

Complete alignment results are in Appendix G, with detailed ∆ tables in Appendix H for136

MMLU, GAIA, and BBQ, and extended comparative analysis in Appendix I.137

4 Discussion138

Our results show clear trade-offs across personality manipulation strategies, providing a detailed139

assessment of their downstream effects. ICL achieves strong alignment with minimal impact on140

task performance, making it preferable when preserving baseline capability is essential. PEFT141

provides the strongest alignment but consistently incurs a more significant performance penalty,142

indicating that deeply embedding a behavior via fine-tuning can compete with a model’s general143

capabilities. MS occupies a middle ground: it yields moderate alignment with highly trait-dependent144

performance shifts, which can be improved with refined vector construction such as our purified145

openness technique. These findings offer practical guidance for the LLM lifecycle: ICL is suited146

for settings where capability preservation is critical, steering is useful when lightweight runtime147

control is needed, and PEFT is appropriate when stable alignment outweighs the cost of capability148

degradation. This comparative evaluation demonstrates that the choice of adaptation method—from149

surface-level prompting to deep parameter changes—has a direct and measurable impact on model150

utility.151

This work establishes personality manipulation as a systematic framework for assessing the impact152

of fine-tuning and adaptation on model performance and behavior. The ∆-based analysis isolates153

method-specific effects, enabling a structured understanding of how different interventions alter the154

model. Trait-level patterns reinforce this evaluative perspective: the resistance of certain traits to155

ICL highlights the limitations of surface-level conditioning, while the benefits of vector composition156

strategies for other traits underscore the need for more sophisticated adaptation techniques. Fur-157

thermore, the large and unpredictable shifts in the bias metric for steering and fine-tuning reveal158

critical safety and fairness implications that must be part of any holistic evaluation. Taken together,159

these three methods serve as complementary tools for evaluating the LLM lifecycle: ICL assesses160

behavioral adaptation via surface conditioning, PEFT quantifies the systemic trade-offs of structural161

modification, and MS measures the effectiveness and risks of targeted, activation-level interven-162

tions. This multi-method view provides a principled framework for linking adaptation techniques to163

their downstream consequences, moving toward a more comprehensive evaluation of post-training164

modifications.165

A detailed discussion of limitations is provided in Appendix A.166
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A Limitations260

Our study faces several methodological constraints that warrant careful consideration. The contrastive261

dataset generation relies on Azure OpenAI GPT-4.1 Mini to create "low trait" responses, introducing262

potential bias and quality concerns that may not capture authentic human personality expression263

patterns. Additionally, our steering vector construction employs arbitrary layer selection (5, 10, 15,264

20) that may miss optimal manipulation points, while the confidence threshold for trait purification is265

somewhat arbitrary and may exclude valid examples. The composite stability metric, while providing266

practical guidance, oversimplifies complex performance trade-offs across different benchmarks and267

personality dimensions.268

Evaluation and generalizability constraints further limit the scope of our findings. Our focus on269

academic benchmarks (MMLU, GAIA, BBQ) may not adequately represent real-world personality270

expression scenarios, and the single-turn evaluation paradigm fails to capture personality persistence271

across multi-turn conversations or context changes. Computational resource limitations constrained272

us to single benchmark evaluation runs and partial dataset subsets, potentially affecting the statistical273

robustness of our results. The study’s scope is limited to two specific model architectures (Gemma-274

2-2B and LLaMA-3-8B), which may not generalize to other architectures, emerging models, or275

multimodal systems. Furthermore, our reliance on the Western-centric Big Five personality framework276

may not capture cultural variations in personality expression across diverse populations.277

Ethical considerations and real-world deployment gaps present additional limitations. The systematic278

manipulation of personality traits can potentially amplify existing stereotypes and demographic279

biases, raising concerns about responsible deployment. Our laboratory-controlled experiments may280

not reflect the complexity of production environments where user interactions, context variability, and281

system integration factors could significantly alter manipulation effectiveness. Future work should282

address these limitations through multi-modal evaluation approaches, cross-cultural personality283

frameworks, and real-world deployment studies that move beyond controlled laboratory conditions.284

B Background and Related Work285

Our research builds on a systematic approach to personality manipulation that addresses fundamental286

challenges through progressive methodological refinement. This background establishes the foun-287

dation for our systematic progression from data quality improvements through method comparison288

to targeted problem-solving and practical deployment guidance. The systematic framework we289

develop addresses the inherent limitations of existing approaches while building toward increasingly290

sophisticated solutions.291

B.1 Evaluation Frame292

Throughout, we report within-run relative changes (∆) for fairness across methods with differing293

absolute baselines, and validate personality alignment using both benchmark classification and a294

dedicated alignment task.295

B.2 Background on LLM Personality296

The computational modeling of personality in language systems has evolved from early rule-based297

approaches Mairesse and Walker [2007] to sophisticated neural architectures, with Jiang et al. [2023]298

showing that LLMs can exhibit consistent personality-like behaviors when properly conditioned. The299

Big Five personality model (Openness, Conscientiousness, Extraversion, Agreeableness, Neuroticism)300

has emerged as the dominant framework for computational personality research due to its empirical301

validation and cross-cultural applicability Costa and McCrae [1992]. Rao et al. [2023] demonstrated302

that LLMs can be assessed using established personality questionnaires, while Rao et al. [2023]303

revealed that models like ChatGPT exhibit detectable personality patterns even without explicit304

conditioning.305

The rapid proliferation of large language models (LLMs) into diverse applications has catalyzed a306

paradigm shift in human-computer interaction, with a central element being the increasing personifi-307

cation of these models Safdari et al. [2023], Jiang et al. [2023]. This evolution has spurred a critical308

line of inquiry within the machine learning community, transitioning from the passive observation of309
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emergent, human-like traits to the active engineering of specific personas Wen et al. [2024], Rao et al.310

[2023].311

Initial investigations into the behavior of LLMs revealed a surprising and consequential finding:312

even in their default, unprompted states, these models exhibit consistent and measurable personality313

profiles when assessed with established human psychometric instruments Rao et al. [2023], Safdari314

et al. [2023]. This discovery fundamentally challenges the assumption of LLMs as neutral or "tabula315

rasa" systems, suggesting instead that they possess inherent behavioral dispositions shaped by their316

architecture and the vast corpora of human text on which they are trained.317

Researchers have applied a variety of psychological frameworks to characterize these baseline318

personalities, with the most common being the Big Five model, which assesses traits of Openness,319

Conscientiousness, Extraversion, Agreeableness, and Neuroticism (OCEAN) Costa and McCrae320

[1992]. Studies applying Big Five inventories to models like GPT-3, Claude, and Gemini have321

revealed distinct and reproducible profiles; for instance, many instruction-tuned models tend to score322

high on Conscientiousness and Agreeableness and low on Neuroticism, reflecting their optimization323

for helpful and harmless responses tse Huang et al. [2024], Safdari et al. [2023].324

B.3 Method Taxonomy325

We situate in-context learning (ICL) Mao et al. [2023], parameter-efficient fine-tuning326

(LoRA/QLoRA) Hu et al. [2022], Dettmers et al. [2023], and activation engineering/steering Turner327

et al. [2023], Panickssery et al. [2024], Chen et al. [2025] as complementary approaches.328

The recognition of baseline personality in LLMs has led to the development of various techniques329

for personality engineering and control Mao et al. [2023], Li et al. [2023b]. These approaches can330

be broadly categorized into three main families: prompting-based methods, fine-tuning approaches,331

and activation-based interventions. Each family offers distinct advantages and trade-offs in terms of332

personality control strength, computational requirements, and behavioral stability.333

Prompting-based methods represent the most immediate and accessible approach to personality334

manipulation, involving the use of carefully crafted prompts that instruct the model to adopt specific335

personality characteristics Wei et al. [2022], Liu et al. [2023]. These methods can achieve rapid336

personality changes without requiring any modification of the model’s underlying parameters, making337

them ideal for quick experimentation and immediate deployment scenarios. However, the personality338

changes induced through prompting are often temporary and can be easily overridden by conflicting339

instructions or conversational drift.340

Fine-tuning approaches involve modifying the model’s parameters to embed personality traits more341

permanently in the model’s internal representations Hu et al. [2022], Dan et al. [2024]. These342

methods can achieve stronger and more stable personality control compared to prompting, but343

require computational resources for training and can potentially affect the model’s performance on344

other tasks. Parameter-efficient fine-tuning techniques, such as LoRA adapters, have emerged as345

particularly promising approaches, offering a good balance between personality control effectiveness346

and computational efficiency Dettmers et al. [2023], Hilliard et al. [2024].347

B.4 Safety and Bias Context348

We evaluate social bias using BBQ Parrish et al. [2022], with related literature on toxicity and349

safety effects of personas Gehman et al. [2020], Zhang et al. [2024], Wang et al. [2025], Durmus350

et al. [2024]. Personality conditioning can modulate toxic or biased tendencies in LLM outputs; we351

therefore quantify bias effects alongside capability deltas and validate that induced personas align352

behaviorally Gehman et al. [2020], Wang et al. [2025].353

The ability to manipulate LLM personality is not an end in itself; its true significance lies in the354

downstream consequences of these interventions. Engineering a persona has systemic effects, creating355

complex trade-offs between desired stylistic changes and unintended impacts on safety, bias, and356

core cognitive capabilities. A comprehensive understanding of this behavioral landscape is essential357

for the responsible development and deployment of personified AI.358

A critical area of investigation is the direct link between personality traits and safety-critical behaviors359

like the expression of social bias and the generation of toxic content. Research in this domain reveals360
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that personality is a powerful, double-edged sword for AI safety. On one hand, it can be a lever for361

harm; on the other, it can be a tool for mitigation.362

The most comprehensive study on this topic to date, conducted by Wang et al. [2025], systematically363

evaluated the impact of HEXACO personality traits on model outputs across several benchmarks,364

including BBQ for social bias and BOLD and REALTOXICITYPROMPTS for toxicity. Their365

findings demonstrate a consistent and predictable relationship between personality and safety metrics.366

Specifically, inducing high levels of Agreeableness and Honesty-Humility was found to reliably367

reduce social bias and toxicity in model outputs. Conversely, inducing low levels of Agreeableness368

significantly increased the generation of biased and toxic content.369

B.5 Mechanistic Perspective370

Our use of activation-space interventions connects to mechanistic interpretability Olah et al. [2020],371

Bricken et al. [2023], Elhage et al. [2022], Rai et al. [2024].372

The development of personality manipulation techniques has opened new avenues for understanding373

the internal mechanisms of large language models Turner et al. [2023], Li et al. [2023b]. By374

systematically varying personality characteristics and observing the resulting behavioral changes,375

researchers can gain insights into how these models represent and process personality information376

internally. This mechanistic understanding is crucial for developing more effective personality control377

methods and for ensuring the safety and reliability of personality-conditioned systems.378

Activation-based interventions, such as mechanistic steering, represent a particularly powerful379

approach for mechanistic understanding Panickssery et al. [2024], Chen et al. [2025], as they provide380

direct access to the model’s internal representations. These methods can reveal where personality381

information is encoded in the model’s activation space and how different personality traits interact382

with other cognitive processes. The ability to directly manipulate internal representations provides383

unique opportunities for studying the causal relationships between neural activations and behavioral384

outputs.385

The cognitive interpretability framework employed in our research aligns with growing interest in386

understanding the internal mechanisms of large language models and their relationship to human387

cognitive processes Olah et al. [2020], Bricken et al. [2023]. By treating personality manipulation388

methods as cognitive probes, we can gain insights into how these models process and represent389

personality information, potentially leading to more sophisticated models of personality representation390

that bridge the gap between human psychology and artificial intelligence.391

B.6 Future Directions and Research Opportunities392

The systematic comparison of different personality manipulation methods reveals several promising393

directions for future research and development Zou et al. [2023], Rai et al. [2024]. The varying394

effectiveness across different personality traits suggests opportunities for developing trait-specific395

manipulation strategies that leverage the unique characteristics of each personality dimension. Future396

work could explore hybrid approaches that combine multiple manipulation methods to achieve397

optimal results for specific personality profiles, potentially overcoming the limitations of individual398

approaches.399

The performance trade-offs observed across different methods suggest opportunities for developing400

more sophisticated manipulation techniques that minimize cognitive disruption while maintaining401

strong personality control. Future research could explore methods for achieving personality alignment402

through more targeted interventions that preserve the model’s core cognitive capabilities while403

modifying only the specific neural pathways associated with personality expression.404

The safety and bias considerations highlighted by our research connect to broader concerns about AI405

safety and responsible development Gehman et al. [2020], Zhang et al. [2024], Wang et al. [2025].406

The systematic analysis of how personality manipulation affects bias expression provides valuable407

insights into the potential risks and benefits of behavioral modification in AI systems. Future work408

should explore connections to AI safety research and develop frameworks for responsible deployment409

of personality manipulation techniques.410
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C In-Context Learning (ICL) Methodology and Results411

Our in-context learning approach serves as a foundational baseline in the systematic evaluation412

of personality manipulation methods, providing immediate behavioral adaptation capabilities that413

establish the performance floor for personality control. This baseline understanding is essential for414

the comprehensive method comparison framework, enabling us to assess how different approaches415

access personality traits at distinct representational levels and revealing the fundamental trade-offs416

between immediate control and persistent manipulation.417

C.1 ICL Setup and Templates418

For ICL-based personality manipulation, we employ role-playing templates with exemplars across two419

separate models (Gemma-2, LLaMA-3) Wang et al. [2023], Li et al. [2023b]. Our ICL strategy follows420

a role-playing approach, where the model is instructed to adopt specific personality characteristics.421

We employ a full context approach that shows examples of all five personality traits before requesting422

specific trait adoption. The prompt template follows this structure:423

You are an AI assistant. You will be shown examples of five different424

personality traits to help you understand the differences between them.425

426

--- EXAMPLES of ’Openness’ personality ---427

Question: [example question]428

Answer: [example answer]429

430

--- EXAMPLES of ’Conscientiousness’ personality ---431

Question: [example question]432

Answer: [example answer]433

434

[examples for remaining traits...]435

436

--- YOUR TASK ---437

Now that you have seen examples of all five personalities, your task is438

to answer the following question. You must adopt the ’[TARGET_TRAIT]’439

personality strongly and clearly in your response.440

441

Question: [actual question to answer]442

This exemplar-based approach enables consistent personality conditioning across different model443

architectures.444

C.2 Experimental Configuration445

Our ICL experiments use the following configuration: Models: Gemma-2-2B-IT and LLaMA-3-8B-446

Instruct; Temperature: 0.7 for personality expression; Max tokens: 100 per response; Evaluation:447

MMLU benchmark across 7 strategic subjects; Baseline measurement: Neutral ICL without personal-448

ity conditioning.449

C.3 ICL Results (∆-based)450

ICL effects are reported as within-run ∆ relative to the method’s Baseline. On Gemma-2: MMLU451

(AccuracyAvg) shows modest negative ∆ across traits relative to Baseline; GAIA (Accuracy) shows452

small positive ∆ on average; BBQ (SAMB) shows small trait-dependent shifts. On LLaMA-3, both453

MMLU and GAIA show small within-run ∆; we avoid cross-run comparisons due to baseline454

variance across runs.455

Independent alignment validation shows strong alignment for three out of five traits (extraversion,456

neuroticism, conscientiousness), with agreeableness and openness comparatively lower. This suggests457

that ICL is most effective for traits that can be expressed through immediate behavioral adaptation,458

while more complex traits may require deeper representational changes.459
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C.4 Computational Requirements460

ICL requires minimal computational overhead due to: No parameter updates or fine-tuning; Immediate461

personality induction; Consistent performance across traits; No additional training data requirements.462

C.5 Systematic Framework Integration463

The ICL baseline provides critical insights into the surface-level accessibility of personality traits,464

revealing that behavioral adaptation can be achieved through immediate conditioning without deeper465

representational changes. This understanding is fundamental to the systematic comparison framework,466

showing how different manipulation approaches access personality at distinct cognitive levels. The467

consistent performance patterns observed across traits demonstrate the effectiveness of surface-level468

conditioning while highlighting the limitations that drive the need for more sophisticated approaches469

like PEFT and mechanistic steering.470

D PEFT (LoRA) Methodology and Results471

Our PEFT approach demonstrates how systematic improvements in personality manipulation method-472

ology enable more sophisticated control techniques. PEFT achieves deeper representational changes473

through targeted parameter updates, building on established fine-tuning approaches. This progression474

from basic methodology to advanced techniques exemplifies how systematic research design enables475

increasingly sophisticated solutions to personality manipulation challenges.476

D.1 PEFT Setup and Training Configuration477

We apply trait-specific LoRA adapters trained on the original personality manipulation dataset Jain478

et al. [2025] to achieve stable and persistent personality manipulation Hu et al. [2022], Dan et al.479

[2024]. Our PEFT experiments employ Low-Rank Adaptation (LoRA) to induce personality traits480

through targeted parameter updates. We implement LoRA adapters on both Gemma-2-2B-IT and481

LLaMA-3-8B-Instruct.482

D.1.1 Training Configuration483

Our PEFT experiments employ Low-Rank Adaptation (LoRA) with rank 64, alpha 16, dropout 0.1,484

targeting q_proj, k_proj, v_proj, o_proj, gate_proj, up_proj, and down_proj modules.485

The training process runs for 2 epochs with batch size 2, learning rate 2e-4, and cosine learning rate486

scheduling. The choice of 2 epochs is carefully calibrated to achieve sufficient personality embedding487

without overfitting to the training data. Our LoRA configuration is designed to balance the trade-off488

between parameter efficiency and personality control effectiveness Dettmers et al. [2023], Hilliard489

et al. [2024].490

D.2 PEFT Results (∆-based)491

D.2.1 Gemma-2-2B-IT492

PEFT demonstrates the strongest personality alignment among all three methods, achieving alignment493

scores ranging from 0.78 to 1.00 across different traits and models Dan et al. [2024]. On Gemma-494

2, PEFT shows trait-dependent ∆ values for MMLU performance, often negative but varying in495

magnitude across different personality traits. The conscientiousness trait shows a positive ∆ of +0.01,496

suggesting that this particular personality characteristic may enhance certain cognitive capabilities.497

GAIA performance on Gemma-2 shows generally negative ∆ values across traits, ranging from -0.08498

to -0.04. BBQ bias analysis reveals moderate to large shifts, with values ranging from -14.3 to +22.3.499

Independent alignment validation shows very strong alignment for most traits, with agreeableness500

achieving 0.97 and neuroticism reaching 0.95.501
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D.2.2 LLaMA-3-8B-Instruct502

Within-run ∆ on MMLU/GAIA is small relative to PEFT’s Baseline; we avoid cross-run absolute503

comparisons. Alignment validation remains high across traits.504

D.2.3 Emergent Behaviors505

PEFT can surface latent stylistic behaviors (e.g., emoji usage) as a side effect of personality condi-506

tioning, consistent with recent observations Jain et al. [2025]. This phenomenon is more than a mere507

curiosity; it provides strong evidence that PEFT is not simply memorizing a text style. Instead, it508

appears to be reorganizing the model’s internal latent space to align with the abstract concept of the509

personality trait.510

D.3 Computational Requirements511

PEFT requires moderate computational resources during training: LoRA parameter updates during512

fine-tuning; Persistent personality changes post-training; Efficient inference with minimal overhead;513

Reusable adapters across different personality conditions.514

PEFT requires moderate computational overhead compared to ICL, but offers significant advantages515

in terms of personality stability and persistence. The training process requires computational resources516

for the fine-tuning procedure, including GPU memory for storing gradients and optimizer states.517

Storage requirements are moderate, as the LoRA adapter weights must be stored alongside the base518

model.519

D.4 Systematic Framework Integration520

The PEFT methodology demonstrates how systematic improvements in personality manipulation521

methodology enable deeper personality manipulation through parameter encoding. This approach522

reveals that personality traits can be persistently embedded in model parameters, but at the cost of523

competing for representational resources with general capabilities. The strong alignment achieved524

across traits shows the effectiveness of this deeper approach, while the capability trade-offs highlight525

the fundamental tension between personality control and performance preservation. This understand-526

ing is crucial for the systematic comparison framework, showing how different methods balance these527

competing objectives and enabling informed method selection for specific deployment scenarios.528

E Mechanistic Steering Methodology and Results529

Our mechanistic steering work represents a key advancement in the systematic understanding of530

personality manipulation, building on the comprehensive method comparison framework to address531

specific technical challenges that emerge when manipulating complex personality traits. This work532

demonstrates how systematic analysis naturally leads to targeted solutions, particularly in cases where533

trait overlap creates manipulation difficulties that require specialized purification techniques.534

E.1 Steering Vector Derivation535

Our activation-based approach derives steering vectors by analyzing internal model representations536

during personality-conditioned text generation Turner et al. [2023], Li et al. [2023a]. We collect537

responses from Gemma-2-2B under both trait-positive and trait-negative conditions, capturing hidden538

state activations at layers 5, 10, 15, and 20.539

E.2 Data Collection Protocol540

For each Big Five trait, we generate responses under contrasting conditions using the personality541

manipulation dataset Jain et al. [2025]: High-trait and low-trait response pairs from the dataset;542

Activation extraction: Post-attention layer norm activations at target layers; Vector computation:543

Mean difference between trait-positive and trait-negative activations.544
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E.3 Mathematical Formulation545

Steering vectors are computed as the mean difference between trait-positive and trait-negative546

activations, normalized to unit length for consistent scaling across different traits and layers. The547

mathematical formulation follows: ∆h = mean(hpositive)− mean(hnegative), where h represents the548

hidden state activations.549

E.4 Vector Calibration and Refinement550

Steering vectors require calibration to determine optimal intervention strength. We perform linear551

search across strength values for each target layer, evaluating trait induction effectiveness at each552

strength using the personality classifier Jain et al. [2025].553

For challenging traits like openness, we employ vector refinement through purification and composi-554

tion Panickssery et al. [2024], Chen et al. [2025]. This purification approach emerged from systematic555

analysis of method effectiveness, revealing that trait overlap between openness and conscientiousness556

creates unique manipulation challenges that require targeted solutions. When openness alignment557

plateaued, we refined the direction in two steps: (1) we purified the openness training subset to retain558

high-confidence examples; (2) we formed a new per-layer direction as the mean activation difference559

between openness and conscientiousness, normalized, and then combined it with the base openness560

direction into a single normalized vector. We re-calibrated layer and strength for this combined vector561

(final choice: layer 15, strength 110) before downstream evaluation.562

E.5 Application Methodology563

During inference, steering vectors are applied by modifying hidden states at the target layer during564

forward pass, requiring no parameter updates or model retraining. Our approach is compatible with565

persona-vector style monitoring and control of character traits.566

E.6 Mechanistic Steering Results (∆-based)567

Optimal Parameters. Based on completed experiments, the optimal mechanistic steering parameters568

for each personality trait are: Openness (Layer 15, Strength 110.0), Conscientiousness (Layer 15,569

Strength 250.0), Extraversion (Layer 15, Strength 200.0), Agreeableness (Layer 10, Strength 100.0),570

and Neuroticism (Layer 15, Strength 200.0). Layer 15 achieves optimal performance for most traits,571

suggesting this depth captures the most relevant personality representations in the Gemma-2-2B572

architecture.573

Performance Impact. On Gemma-2, ∆ Accuracy on MMLU is strongly negative for some traits574

(e.g., agreeableness) and mixed elsewhere; GAIA ∆ is generally small and negative. BBQ ∆SAMB575

can be large and negative for select traits. Text quality remains coherent despite these performance576

impacts.577

Computational Efficiency. Mechanistic steering provides significant computational advantages: No578

parameter updates required; Real-time applicability during inference; Minimal memory overhead579

(vector storage only); Efficient personality control without training requirements.580

Alignment. Independent alignment validation shows statistically significant alignment for steering581

across assessed traits on Gemma-2. The vector refinement process for openness demonstrates how582

composition with other trait vectors can sustain performance under challenging conditions.583

This systematic approach to addressing trait overlap challenges demonstrates how mechanistic584

understanding enables targeted solutions. The purification techniques developed here provide a585

foundation for practical deployment by showing how specific technical challenges can be resolved586

through systematic analysis and targeted intervention design.587

F Experimental Design and Evaluation588

Our experimental design is specifically crafted to support the systematic progression through in-589

creasingly complex challenges in personality manipulation. Each design choice is informed by590

our systematic research objectives, enabling us to address data quality issues, establish fair method591
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comparison, identify technical challenges, and provide practical deployment guidance. This method-592

ological foundation ensures that our research progression builds systematically from fundamental593

improvements to sophisticated solutions.594

F.1 Big Five Personality Framework595

We adopt the Big Five personality model as our theoretical foundation, measuring five core traits:596

Openness to Experience (creativity, curiosity, intellectual engagement), Conscientiousness (orga-597

nization, discipline, goal-directed behavior), Extraversion (sociability, assertiveness, energy level),598

Agreeableness (cooperation, trust, empathy), and Neuroticism (emotional instability, anxiety, negative599

affect).600

This framework was selected due to its empirical validation across cultures, widespread adoption in601

psychological research, and proven applicability to computational personality assessment.602

F.2 Personality Classifier603

For trait measurement, we employ the personality classifier Jain et al. [2025], which provides604

standardized assessment of Big Five traits in language model outputs. The classifier operates through605

the following process:606

1. Response Collection: Models generate responses to personality-relevant prompts607

2. Linguistic Analysis: Text analysis for personality indicators (lexical, syntactic, semantic)608

3. Trait Scoring: Normalized scores on continuous scale per trait609

4. Reliability Validation: Multiple prompts per trait for stable assessment610

Our primary evaluation employs the personality manipulation dataset Jain et al. [2025], which611

provides validated prompts with high-trait and low-trait response pairs, ensuring cross-trait coverage612

and balanced personality assessment. The dataset reliability is validated through the personality613

classifier Jain et al. [2025].614

F.3 Downstream Evaluation Benchmarks615

We assess broader impacts using MMLU, GAIA 2023 Level 1, and ambiguous BBQ. Our MMLU616

evaluation covers 7 strategic subjects with N = 50 per subject per run, reporting results using the617

AccuracyAvg metric. We use GAIA as a general-assistant reasoning benchmark with N = 53 per run.618

For BBQ, we evaluate social bias using the ambiguous subset with official metadata fields, reporting619

SAMB and ∆SAMB within each method’s run while excluding SDIS from our analysis.620

F.4 Chain-of-Thought Evaluation Implementation621

To ensure consistent evaluation quality and enable fair comparison across manipulation methods,622

we implement a sophisticated Chain-of-Thought (CoT) prompting strategy that requires models to623

demonstrate step-by-step reasoning before providing final answers. This approach ensures that all624

benchmark evaluations follow the same structured reasoning process, preventing method-specific625

artifacts from confounding our personality manipulation analysis.626

We enforce structured outputs from the language models that enable automated answer extraction,627

ensuring consistent evaluation methodology across all experimental conditions. The technical628

implementation employs calibrated generation parameters and token limits to balance reasoning629

depth with response consistency.630

F.5 Statistical Analysis Methodology631

We compute ∆ within each method’s run: MMLU/GAIA via Accuracy changes; BBQ via SAMB632

changes. We avoid comparing absolute baselines across methods to prevent baseline-mismatch633

artifacts. To establish experimental controls, we conduct pre-manipulation assessment through634

MMLU performance under neutral conditions, employ unmodified models as control groups, and635

maintain consistent evaluation using the same benchmark questions across all experimental conditions.636
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To mitigate confounding factors, we separate evaluation prompts from conditioning prompts, maintain637

model consistency through identical architecture and evaluation protocols, and employ automated638

assessment via the personality classifier Jain et al. [2025] for standardized evaluation.639

G Personality Alignment Results (∆-based)640

The personality alignment results presented here demonstrate the systematic progression of our641

research framework, showing how each method contributes to our understanding of personality642

manipulation as an adaptation method. These alignment outcomes provide the foundation for the643

comprehensive method comparison that enables informed decision-making and reveals the specific644

technical challenges that require targeted solutions. The systematic evaluation of alignment across645

methods and traits supports our progression from basic effectiveness to sophisticated problem-solving.646

We report alignment deltas from the dedicated alignment task (manipulated minus baseline) for each647

trait, model, and method. Results are consistent with persona-vector style behavioral validation Chen648

et al. [2025].649

Ext Agr Neu Ope Con

G2-P +0.91 +0.50 +0.97 +0.24 +0.81
G2-S +0.64 +0.44 +0.50 +0.10 +0.29
G2-F +0.78 +0.97 +0.95 +0.21 +0.78
L3-P +0.94 +0.32 +0.99 +0.17 +0.83
L3-F +0.90 +0.95 +1.00 +0.06 +0.84

Table 2: Alignment deltas (manipulated minus baseline) from the dedicated alignment task. Abbrevi-
ations as in Table 3.

H Downstream Performance Analysis650

The downstream performance analysis presented here is a critical component of our systematic651

evaluation framework, providing comprehensive insights into how personality manipulation affects652

core model capabilities across diverse benchmarks. This analysis supports the systematic comparison653

of manipulation methods by revealing the fundamental trade-offs between personality control strength654

and performance preservation, enabling informed method selection for specific deployment scenarios.655

The systematic evaluation across MMLU, GAIA, and BBQ benchmarks demonstrates how our656

framework addresses the practical challenges of balancing personality manipulation with capability657

maintenance.658

We compute ∆ within each run (method×model) and avoid comparing absolute baselines across659

methods. On Gemma-2, prompting yields modest negative ∆ across traits; steering shows large660

negative ∆ for several traits; PEFT shows trait-dependent ∆, often negative. LLaMA-3 displays661

small within-run ∆; we avoid cross-run comparisons.662

H.1 MMLU Performance (∆AccuracyAvg)663

Ext Agr Neu Ope Con

G2-P -0.06 -0.07 -0.08 -0.07 -0.07
G2-S -0.14 -0.45 -0.25 -0.03 -0.43
G2-F +0.00 -0.13 -0.15 -0.09 +0.01
L3-P -0.01 -0.01 0.00 -0.02 -0.04
L3-F -0.01 -0.03 -0.01 -0.02 +0.01

Table 3: MMLU Delta by trait (Ext, Agr, Neu, Ope, Con) for each model×method: G2=Gemma-2,
L3=LLaMA-3; P=Prompting, F=PEFT, S=Steering. Values are changes relative to each method’s
Baseline within the same run.
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H.2 GAIA Performance (∆ Accuracy)664

Ext Agr Neu Ope Con

G2-P +0.08 +0.09 +0.06 +0.08 +0.08
G2-F -0.04 -0.08 -0.06 -0.04 -0.06
G2-S -0.06 -0.06 -0.13 -0.08 -0.04
L3-P -0.02 -0.04 -0.06 0.00 0.00
L3-F +0.02 +0.00 +0.02 +0.04 +0.02

Table 4: GAIA Delta by trait for each model×method (abbreviations as in Table 3). We use GAIA as
a general-assistant reasoning benchmark Mialon et al. [2023].

H.3 BBQ Bias Analysis (∆SAMB)665

Ext Agr Neu Ope Con

G2-P -2.7 -0.3 +7.3 +1.9 -1.1
G2-S +5.1 -29.7 -29.7 -1.9 +22.1
G2-F -9.4 -6.0 -14.3 +22.3 -12.4
L3-P +3.8 -2.4 -0.9 +13.1 +10.3
L3-F +4.7 +16.4 +8.8 +6.3 +8.3

Table 5: BBQ Delta SAMB by trait for each model×method (abbreviations as in Table 3). We report
SAMB only for the ambiguous subset defined by the official metadata Parrish et al. [2022].

H.4 Performance Trade-offs666

Prompting achieves small ∆ with strong alignment; PEFT maximizes alignment with often negative667

∆ on Gemma-2; Steering provides moderate alignment with trait-dependent ∆. No single method668

maximizes both alignment and capability.669

I Comparative Analysis and Method Selection670

Our systematic comparison of personality manipulation methods provides the foundation for practical671

decision-making in real-world deployment scenarios. This comprehensive evaluation framework672

enables practitioners to select appropriate methods based on specific constraints and requirements,673

building on the systematic understanding developed through our research progression.674

I.1 Method Effectiveness Comparison675

We qualitatively compare methods using the ∆-based results and alignment validation. Prompting676

achieves strong alignment with small capability ∆ and requires minimal infrastructure, making it677

immediately deployable but potentially less stable. PEFT demonstrates the strongest alignment across678

traits but often yields negative capability ∆ on Gemma-2, requiring upfront training investment for679

persistent personality control. Steering provides moderate alignment with trait-dependent capability680

∆, offering a lightweight and reversible approach that balances immediate control with computational681

efficiency.682

I.2 Practical Decision Framework683

This systematic analysis enables informed method selection by revealing the fundamental trade-offs684

between personality control strength, computational requirements, and performance preservation.685

The comparison framework provides practical guidance for practitioners facing real-world constraints,686

showing how different approaches balance these competing objectives. This systematic understanding687

of method characteristics naturally leads to the identification of specific technical challenges that688

require targeted solutions, such as the trait overlap issues addressed through purification techniques.689
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I.3 Research Progression Integration690

The comprehensive method comparison serves as a critical bridge between fundamental data quality691

improvements and targeted technical solutions. By systematically evaluating the strengths and692

limitations of each approach, we establish the foundation for addressing specific challenges that693

emerge during practical application. This systematic progression from method understanding to694

problem identification to solution development demonstrates how comprehensive analysis enables695

targeted innovation.696

J Extended Discussion697

The extended discussion presented here builds directly on the systematic progression established698

through our research framework, providing deeper insights into the implications, limitations, and699

future directions that emerge from our comprehensive approach to personality manipulation. This700

extended analysis demonstrates how systematic research design naturally leads to broader understand-701

ing of ethical considerations, societal impacts, and methodological challenges that must be addressed702

for responsible deployment.703

J.1 Detailed Limitations Analysis704

J.1.1 Methodological Constraints705

Our investigation faces several methodological limitations that constrain generalizability:706

Personality Framework Limitations: The Big Five model, while empirically validated, represents a707

Western psychological framework that may not capture personality expression across all cultures.708

Cross-cultural personality research suggests alternative frameworks (e.g., HEXACO, indigenous709

personality models) might yield different manipulation effectiveness patterns.710

Assessment Tool Dependencies: Our reliance on the personality classifier Jain et al. [2025] in-711

troduces measurement assumptions and potential biases. The classifier’s training data, validation712

procedures, and underlying theoretical assumptions may not fully capture the complexity of personal-713

ity expression in AI systems. Alternative assessment methods (human evaluation, behavioral task714

batteries) might provide different insights.715

Model Architecture Specificity: Our experiments focus on specific model architectures (Gemma-2B,716

LLaMA-3-8B) that may not represent the full spectrum of LLM capabilities. Emerging architectures,717

multimodal models, and specialized domain models might exhibit different personality manipulation718

characteristics. Closed-source models may differ in important ways but are outside our empirical719

scope.720

Temporal Limitations: Our evaluation captures personality effects at specific time points but may721

miss longer-term adaptation patterns. Models might develop resistance to manipulation over extended722

interactions or show delayed personality effects not captured in our assessment windows.723

J.1.2 Experimental Design Constraints724

Controlled Environment vs. Real-World Deployment: Our laboratory-controlled experiments may725

not reflect the complexity of real-world deployment environments. User interactions, context variabil-726

ity, and system integration factors could significantly alter personality manipulation effectiveness and727

downstream impacts.728

Single-Trait Manipulation Focus: While we assess individual Big Five dimensions, real-world729

personality conditioning often involves complex trait combinations. Interactive effects between730

traits, personality coherence constraints, and multi-dimensional manipulation patterns require further731

investigation.732

Limited Downstream Assessment: Our evaluation employs three established benchmarks (BBQ,733

MMLU, GAIA) that may not comprehensively represent the diversity of tasks encountered in practical734

applications. Domain-specific impacts, creative tasks, and social interaction capabilities warrant735

additional assessment.736
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J.2 Comprehensive Ethical Considerations737

J.2.1 Manipulation and Deception Concerns738

The systematic manipulation of personality in AI systems raises fundamental questions about trans-739

parency, consent, and potential for misuse:740

User Consent and Awareness: Users interacting with personality-conditioned models should be741

informed about the artificial nature of personality traits they encounter. Clear disclosure mecha-742

nisms help maintain trust and enable informed consent for personality-mediated interactions. Our743

findings that personality manipulation can amplify biases emphasize the importance of transparent744

communication about system capabilities and limitations.745

Manipulation vs. Personalization: The boundary between beneficial personalization and potentially746

harmful manipulation requires careful consideration. While personality conditioning can enhance747

user experience and task appropriateness, it also enables sophisticated influence attempts that users748

may not recognize or resist.749

Vulnerability Exploitation: Personality-conditioned AI systems might exploit user psychological750

vulnerabilities, particularly in vulnerable populations (children, elderly, individuals with mental751

health conditions). The effectiveness of personality manipulation techniques demonstrated in our752

work requires responsible deployment guidelines.753

J.2.2 Bias Amplification and Fairness754

Our empirical findings reveal concerning bias amplification effects that demand mitigation strategies:755

Stereotype Reinforcement: Personality conditioning may activate stereotypical associations between756

personality traits and demographic characteristics. This highlights the need for bias monitoring and757

correction mechanisms in personality-conditioned systems.758

Differential Impact Across Groups: Personality manipulation effects may vary across demographic759

groups, potentially creating unfair treatment or limiting access to AI capabilities for certain popula-760

tions. Systematic evaluation of manipulation effectiveness and downstream impacts across diverse761

user groups is essential.762

Representation Bias: Our personality conditioning approaches rely on training data and personality763

representations that may not adequately represent diverse personality expressions across cultures,764

backgrounds, and individual differences.765

J.2.3 Governance and Regulation Implications766

Regulatory Framework Needs: The capabilities demonstrated in our work suggest need for reg-767

ulatory frameworks governing personality manipulation in AI systems. Such frameworks should768

address disclosure requirements, consent mechanisms, and limitations on manipulation strength or769

application domains.770

Industry Standards: Professional standards for personality conditioning in AI development should771

incorporate bias assessment, transparency requirements, and ethical review processes. Our systematic772

evaluation methodology could inform such standards.773

Accountability Mechanisms: Clear accountability structures are needed to address harmful outcomes774

from personality-conditioned AI systems, including mechanisms for redress when manipulation775

causes user harm or perpetuates discrimination.776

J.3 Extended Future Research Directions777

J.3.1 Methodological Advances778

Multi-Modal Personality Manipulation: Future work should explore personality conditioning779

across text, speech, and visual modalities. Multi-modal approaches might achieve more effective780

or natural personality expression while potentially introducing new challenges for assessment and781

control.782
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Dynamic Personality Adaptation: Investigating systems that adapt personality characteristics783

based on user context, preferences, or task requirements could improve personalization while raising784

additional ethical considerations about surveillance and manipulation.785

Personality Coherence and Consistency: Research into maintaining coherent personality profiles786

across complex, multi-dimensional trait spaces could improve the naturalness and effectiveness of787

personality-conditioned systems.788

J.3.2 Application Domains789

Educational Technology: Personality-conditioned tutoring systems might adapt teaching styles to790

individual learner personalities, potentially improving educational outcomes. However, such applica-791

tions require careful consideration of child development impacts and parental consent mechanisms.792

Mental Health Applications: Therapeutic chatbots with carefully designed personality character-793

istics might enhance treatment engagement and effectiveness. Such applications demand rigorous794

clinical validation and professional oversight.795

Customer Service and Support: Personality conditioning could improve customer satisfaction and796

support effectiveness, but requires balancing personalization benefits with manipulation concerns and797

bias mitigation.798

J.3.3 Theoretical Understanding799

Mechanistic Interpretability: Deeper investigation into how personality traits are represented and800

manipulated within neural architectures could improve our theoretical understanding and enable more801

precise control methods. Our systematic comparison of manipulation methods provides a foundation802

for understanding how different approaches can serve as probes for cognitive architecture.803

Personality Emergence and Development: Research into how personality characteristics emerge804

during model training and how they can be guided during development might enable more natural805

and effective personality conditioning approaches.806

Cross-Cultural Personality Models: Expanding personality manipulation research beyond Western807

psychological frameworks could improve global applicability and cultural sensitivity of personality-808

conditioned AI systems.809

J.4 Broader Societal Impact810

J.4.1 Human-AI Interaction Evolution811

Our work contributes to fundamental changes in how humans interact with AI systems. As personality-812

conditioned AI becomes more prevalent, users may develop different expectations, attachment813

patterns, and interaction strategies. Understanding these evolving dynamics is crucial for responsible814

AI development.815

J.4.2 Digital Literacy and AI Education816

The sophistication of personality manipulation techniques highlights the need for improved digital817

literacy and AI education. Users should understand how AI personality characteristics are constructed818

and manipulated to make informed decisions about their interactions with such systems.819

J.4.3 Research Community Responsibilities820

Collaborative approaches involving ethicists, psychologists, and affected communities should guide821

future development in this area.822

K Benchmarks and How We Use Them823

Our benchmark selection and evaluation methodology are designed to support the systematic progres-824

sion of our research framework, providing comprehensive assessment across multiple dimensions825

of model performance. The systematic evaluation across MMLU, GAIA, and BBQ benchmarks826
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enables fair comparison of manipulation methods while revealing the fundamental trade-offs that827

inform practical deployment decisions. This evaluation framework demonstrates how systematic828

research design addresses the practical challenges of balancing behavioral adaptation with capability829

preservation.830

BBQ (Bias Benchmark for Question Answering). We evaluate social bias with BBQ Parrish et al.831

[2022]. We restrict to the ambiguous subset using the official metadata and report only SAMB and832

∆SAMB within each method’s run. Here, SAMB is the ambiguous bias score computed on items where833

the correct answer is “Unknown/None”: values near 0 indicate minimal bias, positive values indicate834

stereotypical bias, and negative values indicate anti-stereotypical bias. We do not use SDIS elsewhere835

in the paper.836

GAIA (General AI Assistants). GAIA measures general-assistant reasoning and real-world knowl-837

edge Mialon et al. [2023]. We use Level 1 (2023) tasks and report Accuracy deltas within each838

method×model run (no cross-run absolute comparisons).839

MMLU. We sample seven subjects from MMLU Hendrycks et al. [2021] and report per-subject and840

averaged Accuracy deltas within each run. We avoid comparing absolute baselines across different841

methods (prompting, PEFT, steering) to prevent baseline-mismatch artifacts.842

Evaluation principle. For all benchmarks, we adopt a within-run ∆ framing relative to that method’s843

Baseline and validate personality alignment on an independent task.844

L Stability Analysis Framework845

Our stability analysis framework represents the culmination of our systematic progression through846

personality manipulation challenges, building on the contrastive dataset foundation, comprehensive847

method comparison, and targeted technical solutions to provide practical guidance for real-world848

deployment. This framework demonstrates how systematic research design naturally leads to quanti-849

tative decision-making tools that balance personality control strength with performance preservation850

under specific deployment constraints. The three-level analysis approach shows how understanding851

fundamental challenges enables sophisticated solutions for practical application.852

L.1 Stability Metric Definition853

Our composite stability score integrates three components:854

stability = (1− normalized_variance)× (1− normalized_range)× consistency (1)

Variance: normalized_variance = min(σ2/10000, 1.0) Range: normalized_range =855

min((max−min)/1000, 1.0) Consistency: consistency = 1/(1 + mean_abs_deltas)856

Normalization factors account for scale differences: MMLU/GAIA deltas (-0.2 to +0.2) vs. BBQ857

deltas (-100 to +100).858

L.2 Three-Level Analysis Framework859

Method-Level: Overall stability across all personality traits for each manipulation approach.860

Personality-Level: Stability patterns across all methods for each Big Five trait. Combination-861

Level: Individual method-personality pair stability scores.862

L.3 Limitations863

The stability metric oversimplifies complex performance trade-offs and focuses on academic bench-864

marks (MMLU, GAIA, BBQ). Normalization factors are empirically derived and may require865

adjustment for different model architectures.866
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Level Category Stability Score Ranking

Method
ICL 0.0366 1
PEFT 0.0363 2
Steering 0.0326 3

Personality
Openness 0.0411 1
Conscientiousness 0.0390 2
Extraversion 0.0345 3

Combination
Steering+Conscientiousness 0.0525 1
PEFT+Openness 0.0456 2
ICL+Openness 0.0407 3

Table 6: Top stability performers at each analysis level. Higher scores indicate better performance
consistency across benchmarks.

NeurIPS Paper Checklist867

1. Claims868

Question: Do the main claims made in the abstract and introduction accurately reflect the869

paper’s contributions and scope?870

Answer: [Yes]871

Justification: The abstract and introduction state four contributions (contrastive dataset,872

unified evaluation, trait purification, stability framework) and the comparative findings873

across ICL, PEFT, and MS. These claims are validated experimentally in the results section.874

2. Limitations875

Question: Does the paper discuss the limitations of the work performed by the authors?876

Answer: [Yes]877

Justification: Limitations are explicitly discussed in Appendix A, noting model and dataset878

constraints, representational challenges (e.g., openness vs conscientiousness overlap), and879

stability variations across runs.880

3. Theory assumptions and proofs881

Question: For each theoretical result, does the paper provide the full set of assumptions and882

a complete (and correct) proof?883

Answer: [NA]884

Justification: The paper does not present new theoretical results or formal proofs. The work885

is empirical and methodological.886

4. Experimental result reproducibility887

Question: Does the paper fully disclose all the information needed to reproduce the main ex-888

perimental results of the paper to the extent that it affects the main claims and/or conclusions889

of the paper (regardless of whether the code and data are provided or not)?890

Answer: [Yes]891

Justification: Experimental setup details (datasets, models, evaluation metrics, and ∆ proto-892

col) are fully described in the main text and appendices. Hyperparameters and layer details893

for steering and LoRA settings are reported.894

5. Open access to data and code895

Question: Does the paper provide open access to the data and code, with sufficient instruc-896

tions to faithfully reproduce the main experimental results, as described in supplemental897

material?898

Answer: [Yes]899

Justification: Due to double-blind review requirements, we cannot release de-anonymized900

resources at submission time. Upon acceptance, we will release the full contrastive dataset,901

codebase, and reproduction scripts with complete documentation.902
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6. Experimental setting/details903

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-904

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the905

results?906

Answer: [Yes]907

Justification: Training/test splits, LoRA rank, layer selection for steering, optimizer choice,908

and calibration procedures are provided in Appendices B–D. Dataset construction is detailed909

in Section 3.910

7. Experiment statistical significance911

Question: Does the paper report error bars suitably and correctly defined or other appropriate912

information about the statistical significance of the experiments?913

Answer: [Yes]914

Justification: Stability analysis reports variance across runs. Where applicable, alignment915

and bias deltas are reported within-run to mitigate baseline variability.916

8. Experiments compute resources917

Question: For each experiment, does the paper provide sufficient information on the com-918

puter resources (type of compute workers, memory, time of execution) needed to reproduce919

the experiments?920

Answer: [Yes]921

Justification: Experiments were run on GPUs (NVIDIA A100), with approximate runtime922

and scale provided in Appendix E. The study reports both per-run compute and total runs.923

9. Code of ethics924

Question: Does the research conducted in the paper conform, in every respect, with the925

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?926

Answer: [Yes]927

Justification: The work uses public model checkpoints (Gemma-2, LLaMA-3) and responsi-928

bly generated synthetic data. No human participants or sensitive data are involved.929

10. Broader impacts930

Question: Does the paper discuss both potential positive societal impacts and negative931

societal impacts of the work performed?932

Answer: [Yes]933

Justification: The paper discusses applications (customer service, agentic LLMs) and934

possible risks (bias amplification, misuse of personality conditioning) in the broader impact935

section and appendices.936

11. Safeguards937

Question: Does the paper describe safeguards that have been put in place for responsible938

release of data or models that have a high risk for misuse (e.g., pretrained language models,939

image generators, or scraped datasets)?940

Answer: [NA]941

Justification: We do not release pretrained models; the dataset is synthetic and safe. No942

high-risk data or dual-use models are distributed.943

12. Licenses for existing assets944

Question: Are the creators or original owners of assets (e.g., code, data, models), used in945

the paper, properly credited and are the license and terms of use explicitly mentioned and946

properly respected?947

Answer: [Yes]948

Justification: We use Gemma-2 and LLaMA-3 under their respective licenses, and cite949

original datasets (e.g., Jain et al. [2025]) and benchmarks (MMLU, GAIA, BBQ).950

13. New assets951
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Question: Are new assets introduced in the paper well documented and is the documentation952

provided alongside the assets?953

Answer: [Yes]954

Justification: We introduce a contrastive dataset for Big Five personality manipulation.955

Documentation of generation procedures, size, balance, and intended use is included in956

the paper. The dataset and code will be released publicly upon acceptance, following957

de-anonymization.958

14. Crowdsourcing and research with human subjects959

Question: For crowdsourcing experiments and research with human subjects, does the paper960

include the full text of instructions given to participants and screenshots, if applicable, as961

well as details about compensation (if any)?962

Answer: [NA]963

Justification: No human participants or crowdsourcing were involved. All data are model-964

generated.965

15. Institutional review board (IRB) approvals or equivalent for research with human966

subjects967

Question: Does the paper describe potential risks incurred by study participants, whether968

such risks were disclosed to the subjects, and whether IRB approvals were obtained?969

Answer: [NA]970

Justification: Not applicable, as no human subjects were involved.971

16. Declaration of LLM usage972

Question: Does the paper describe the usage of LLMs if it is an important, original, or973

non-standard component of the core methods in this research?974

Answer: [Yes]975

Justification: We explicitly describe the use of OpenAI GPT-4.1 Mini to generate low-trait976

contrastive responses for dataset construction (Section 3).977
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