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Abstract001

Relevance and utility are two frequently used002
measures to evaluate the effectiveness of an003
information retrieval (IR) system. Relevance004
emphasizes the aboutness of a result to a query,005
while utility refers to the result’s usefulness or006
value to an information seeker. In Retrieval-007
Augmented Generation (RAG), high-utility re-008
sults should be prioritized to feed to LLMs due009
to their limited input bandwidth. Re-examining010
RAG’s three core components—relevance rank-011
ing derived from retrieval models, utility judg-012
ments, and answer generation—aligns with013
Schutz’s philosophical system of relevances,014
which encompasses three types of relevance015
representing different levels of human cogni-016
tion that enhance each other. These three RAG017
components also reflect three cognitive lev-018
els for LLMs in question-answering. There-019
fore, we propose an Iterative utiliTy judgmEnt020
fraMework (ITEM) to promote each step in021
RAG. We conducted extensive experiments on022
retrieval (TREC DL, WebAP), utility judgment023
task (GTI-NQ), and factoid question-answering024
(NQ) datasets. Experimental results demon-025
strate significant improvements of ITEM in util-026
ity judgments, ranking, and answer generation027
upon representative baselines1.028

1 Introduction029

Relevance and utility are two frequently used mea-030

sures to evaluate Information Retrieval (IR) per-031

formance (Saracevic, 1996, 1975; Saracevic et al.,032

1988). Relevance usually refers to topical rele-033

vance that measures the degree of fit between the034

subjects of a query and retrieved items, and the cri-035

teria of “aboutness” is used (Saracevic et al., 1988;036

Schamber and Eisenberg, 1988). In contrast, utility037

refers to the “usefulness” of retrieval items to an038

information seeker, of which the criterion is their039

“value” to the user (Saracevic, 1996; Saracevic et al.,040

1Our code and benchmark can be found at https://
anonymous.4open.science/r/ITEM-B486/.

Question: Who killed Nicholas II of Russia?

[1] Nicholas II was the last emperor, or tsar, of Russia, serving from 1894 to 1917. Nicholas, 

his wife, and their five children were killed by the Bolsheviks, members of a revolutionary 

group (led by Lenin) ...(Perfectly relevant->Utility)

[2] How was Tsar Nicholas II of Russia killed? Along with his family, Tsar Nicholas II was 
shot by a firing squad in the year of 1918, in a house in Ekaterinburg. The Romanovs' bodies 
were buried near the location of their death but have since been exhumed and venerated in the 
Peter-and-Paul Cathedral in St. Petersburg, Russia as martyred saints. (Highly relevant)

[3]In 1881, Nicholas’ father, Alexander III, became czar (emperor) of Russia after his father, 

Alexander II, was killed by an assassin's bomb. Nicholas, at twelve, witnessed his 

grandfather's death when the czar,horribly maimed, was carried back to the palace.(Irrelevant)

Figure 1: An example between utility and relevance
from TREC DL dataset.

1988). As the example from the TREC DL dataset 041

shown on Figure 1, topical relevance does not nec- 042

essarily mean utility, while utility indicates a higher 043

standard of relevance. Since topical relevance is 044

relatively easy to observe and measure (Schamber 045

et al., 1990), the studies of IR models have been pri- 046

marily focused on improving relevance for a long 047

time (Bruce, 1994). 048

In the modern LLM era, Retrieval-Augmented 049

Generation (RAG) has become a hot research topic 050

that equips LLMs with external knowledge (Xie 051

et al., 2023; Shi et al., 2023; Izacard et al., 2023; 052

Su et al., 2024; Glass et al., 2022). Given the con- 053

strained bandwidth of LLM inputs, it is essential to 054

prioritize high-value results to guide LLMs. Conse- 055

quently, utility needs to be emphasized more than 056

topical relevance in RAG. More recently, Zhang 057

et al. (2024) highlighted the use of LLMs for utility 058

judgments. In this paper, we aim to further promote 059

the utility judgment performance of LLMs so that 060

RAG can be enhanced by high-utility references. 061

Schutz’s Philosophical Theory of Relevance. 062

Relevance is foundational in information retrieval 063

(IR) and remains widely debated (Mizzaro, 1998). 064

Saracevic (1996) discussed the nature of relevance 065

in the IR system as the effectiveness of interac- 066

tive exchange on different levels, and they are non- 067

independent interdependencies, which are primar- 068

ily influenced by Schutz’s philosophical theory of 069

relevance. Schutz considered relevance as the prop- 070

erty that determines the connections and relations 071

in our lifeworld. He identified three types of basic 072
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Figure 2: (a): Schutz’s “system of relevancies”, (b): the
relation of each relevance to the components in RAG.
The same color in the two frameworks is the correspond-
ing connection.

and interdependent relevance that interact dynami-073

cally within a “system of relevancies” (Saracevic,074

1996; Schutz, 1970): (i) Topical relevance, which075

refers to the perception of what is separated from076

one’s experience to form one’s present object of077

concentration; (ii) Interpretational relevance, which078

involves the past experiences in understanding the079

currently concerned object; and (iii) Motivational080

relevance, which refers to the course of action to081

be adapted based on the interpretations. The moti-082

vational relevance, in turn, helps obtain additional083

materials to become a user’s new experience, which084

further facilitates topical and interpretational rele-085

vance. Schutz posited that one’s perception of the086

world may be enhanced by this dynamic interac-087

tion, as shown in Figure 2. By incorporating utility088

judgments into RAG, we can re-examine its three089

components: topical relevance or relevance ranking090

derived from retrieval models, utility judgments,091

and answer generation. Topical relevance is an092

emerging focus on a topic, utility is the deeper un-093

derstanding of the topic, and answers indicate the094

final solution based on the interpretations and will095

guide users’ actions. Therefore, topic relevance,096

utility, and derived answer also reflect three cogni-097

tive levels for LLMs in question-answering, from098

low to high, i.e., aboutness, the value for deriving099

an answer, and the derived answer.100

Iterative utiliTy judgmEnt fraMework (ITEM).101

Inspired by the philosophical theory of relevance,102

we believe the dynamic interactions between the103

three components in RAG can promote the perfor-104

mance of each step. To verify the idea, we lever-105

age LLMs to perform each step in RAG shown in106

Figure 2, i.e., relevance ranking, utility judgments107

(classification), and answer generation. We propose108

an Iterative utiliTy judgmEnt fraMework (ITEM) to109

enhance the utility judgment and QA performance110

of LLMs by interactions between the steps. ITEM111

has two variants depending on whether relevance112

ranking is involved in the iterations. We are curi-113

ous to see which option will be better for the tasks: 114

fewer iterations with more components in an itera- 115

tion, more iterations with fewer components in an 116

iteration, or more iterations with more components. 117

We experiment on various information-seeking 118

tasks, i.e., multi-grade passage retrieval on TREC 119

DL (Craswell et al., 2020), multi-grade non-factoid 120

answer passage retrieval on WebAP (Yang et al., 121

2016), utility judgments benchmark on GTI-NQ 122

(Zhang et al., 2024), and factoid QA on NQ 123

(Kwiatkowski et al., 2019). For multi-grade pas- 124

sage retrieval, we consider the ones with the highest 125

grade to be of utility and we focus on the perfor- 126

mance of utility judgments and topical relevance 127

ranking. For factoid QA, we emphasize the answer 128

accuracy. Experimental results have demonstrated 129

that ITEM can significantly outperform competi- 130

tive baselines, including various single-shot judg- 131

ment approaches in terms of utility judgments, 132

ranking of topical relevance, and answer gener- 133

ation, which confirms the viability of adaptation 134

of Schutz’s viewpoint of the relevance system into 135

RAG. We also find that: 1) for difficult tasks (i.e., 136

utility judgments of non-factoid answer passages 137

in WebAP) and complicated candidate passage list 138

(i.e., GTI-NQ), more components in the iteration 139

and multiple iterations are usually more beneficial; 140

2) for multi-grade relevance ranking tasks, using 141

utility as ranking criterion leads to significantly 142

better multi-grade relevance performance than rele- 143

vance ranking results even when utility judgment 144

is involved in the iteration; 3) for factoid QA tasks, 145

more iterations with fewer components performs 146

the best, indicating that more components and more 147

iterations are not always needed, especially for sim- 148

pler tasks. 149

2 Related Work 150

Multi-dimensional relevance. The concept of “rel- 151

evance” is central to information retrieval theory. 152

Researchers have extensively debated its defini- 153

tion and measurement (Mizzaro, 1997). Early ap- 154

proaches primarily defined and assessed relevance 155

through exact term matching (Vickery, 1959) or 156

logical entailment (Hillman, 1964). However, sub- 157

sequent empirical studies revealed the limitations 158

of system-oriented relevance analysis, prompting 159

diverse perspectives on relevance (Saracevic, 1975; 160

Swanson, 1986; Saracevic, 1996; Lancaster, 1968; 161

Goffman and Newill, 1964; Kemp, 1974; Bruce, 162

1994). For example, Cooper (1971) introduced 163

2



logical relevance and utility. Saracevic (1996) sum-164

marized five frameworks for information science:165

systems, communication, situational, psychologi-166

cal, and interaction frameworks, and categorized167

five distinct types of relevance, i.e., 1) system or al-168

gorithmic relevance; 2) topical or subject relevance;169

3) cognitive relevance or pertinence; 4) situational170

relevance or utility; and 5) motivational or affective171

relevance. Bruce (1994) explored cognitive dimen-172

sions of relevance. Over time, scholarly consensus173

has coalesced around two primary perspectives: the174

system view and user view, with topical relevance175

and utility serving as their respective representative176

frameworks.177

Utility-Focused Information Retrieval. Utility is178

a distinct measure of relevance compared to topi-179

cal relevance (Zhao et al., 2024; Saracevic et al.,180

1988; Saracevic, 1975, 1996; Ji et al., 2024; Zhang181

et al., 2023), and more recently, Zhang et al. (2024)182

highlighted the use of LLMs for utility judgments.183

However, Zhang et al. (2024) only conducted a pre-184

liminary exploration of LLMs in utility judgments.185

Our work aims to further explore how to improve186

the performance of utility judgments for LLMs.187

Retrieval-Augmented Generation (RAG). RAG188

approaches are widely employed to mitigate the hal-189

lucination issues in large language models (LLMs)190

(Xie et al., 2023; Zhou et al., 2024; Su et al., 2024).191

The current RAG approaches are categorized as192

follows: (i) single-round retrieval (Borgeaud et al.,193

2022; Lewis et al., 2020; Glass et al., 2022; Izacard194

et al., 2023; Shi et al., 2023), which involves using195

the initial input as a query to retrieve information196

from an external corpus and then the information197

is incorporated as part of the input for the model;198

and (ii) multi-round retrieval (Su et al., 2024; Jiang199

et al., 2023b; Ram et al., 2023; Khandelwal et al.,200

2020; Trivedi et al., 2023), which need multi-round201

retrieval based on feedback from LLMs.202

Iterative Relevance Feedback via LLMs. Re-203

cent works (Li et al., 2023; Shao et al., 2023) have204

achieved great success in using LLMs to obtain205

the information needs of the question as pseudo-206

relevance feedback for iterative retrieval. They207

posit that a single retrieval may not yield com-208

prehensive information, thus requiring multiple re-209

trievals. In contrast, our methodology involves210

making iterative utility judgments on the results ob-211

tained from a single retrieval. Given the substantial212

operational costs associated with retrieval systems,213

the expense incurred from conducting multiple re-214

trievals for a single query becomes even more pro- 215

hibitive. 216

3 Utility Judgments (UJ) via LLMs 217

Schutz’s philosophy of relevances encompasses 218

three types of relevance: topical, interpretational, 219

and motivational relevance, representing different 220

levels of human cognition, and their dynamic in- 221

teractions can enhance each other. By incorporat- 222

ing utility judgments into RAG and re-examining 223

its three components, i.e., relevance ranking de- 224

rived from the retrieval models, utility judgments, 225

and answer generation, we realize they closely cor- 226

respond to Schutz’s philosophical system of rel- 227

evance. Topic relevance, utility, and derived an- 228

swer also reflect three cognitive levels for LLMs in 229

question-answering, from low to high, i.e., about- 230

ness, the value for deriving an answer, and the 231

derived answer. Inspired by Schutz’s theory, we 232

presume they can also interact with each other and 233

enhance each other. Therefore, we propose an It- 234

erative utiliTy judgmEnt fraMework (ITEM) for 235

utility judgments. 236

3.1 Notations and Definitions 237

Given a question q and a list of retrieved passages 238

D = [p1, p2, ..., pn] based on topical relevance, the 239

goal of utility judgments for LLMs is to identify a 240

set of passages U = {p1, ..., pm}, m is the number 241

of passage with utility judged by LLMs. There are 242

two typical input approaches for LLMs to construct 243

the set U : pointwise and listwise: The pointwise 244

approach independently evaluates the utility of in- 245

dividual passages, whereas the listwise method as- 246

sesses the utility of multiple passages with the list 247

input. 248

3.2 Single-Shot Utility Judgments 249

The most common approach to judge utility for the 250

LLM is to perform a single-shot utility judgment, 251

i.e., U = LLM(q,D, I), where I is the instruction. 252

Zhang et al. (2024) proposed to generate a pseudo- 253

answer a while conducting the utility judgment 254

task, which can help LLMs to judge utility better, 255

i.e., a, U = LLM(q,D, I). 256

3.3 Iterative utiliTy judgmEnt fraMework 257

(ITEM) 258

Inspired by Schutz’s theory of relevance in phi- 259

losophy, we propose an Iterative Utility Judgment 260

Framework (ITEM) for RAG. As illustrated in Fig- 261

ure 3, our framework dynamically iterates among 262
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Figure 3: Flowchart illustrating the first iteration
of ITEM. For ITEM-A, the process involves Step 1
(pseudo-answer generation) followed by Step 2 (utility
judgments). For ITEM-AR, the process includes Step 1
(pseudo-answer generation), Step 2 (relevance ranking),
and Step 3 (utility judgments). Subsequent iterations
alternate between these steps.

Answer generation instruction

Implicit answer: To answer the question, output what information is 

necessary to answer the question based on the references. 

Explicit answer: Answer the following question based on the given 

information with one or few words/sentences.

Figure 4: Ia instruction contains the implicit answer
and explicit answer.

topical relevance ranking, pseudo-answer genera-263

tion, and utility judgments. We propose two types264

of loops where two or three components in RAG265

interact with each other iteratively (ITEM-A and266

ITEM-AR).267

ITEM with Answering in the Loop (ITEM-A).268

Formally, at each iteration t (t ≥ 1), given the269

pseudo answer at generated based on the utility270

judgment result Ut−1 from the previous iteration,271

we perform utility judgments on the candidate pas-272

sages list D to obtain a set of passages with utility273

Ut:274

at = LLM(q, Ut−1, Ia), (1)275

Ut = LLM(q,D, at, Iu), (2)276

where Ia represents the answer prompts for LLMs277

(as detailed in Figure 4), at can be in two forms (de-278

tails are shown in the Figure 4): (i) explicit answer279

to the question q; (ii) implicit answer that specifies280

the necessary information to answer the question q.281

Iu denotes the utility judgment prompts for LLMs282

(as detailed in Figure 5). We consider U0 = D as283

the initial candidate set, where D represents the284

initial results ranked by a retriever such as BM25285

(Robertson et al., 2009).286

ITEM with both Answering and Ranking of Top-287

ical Relevance in the Loop (ITEM-AR). In the288

ITEM-A framework, topical relevance is not up-289

dated during the iteration process. To incorporate290

dynamic updating of topical relevance, we integrate291

Utility judgments instruction

Listwise: Directly output the passages you selected that have utility in 

generating the reference answer to the question.

Pointwise: Directly output whether the passage has utility in generating 

the reference answer to the question or not. 

The requirements for judging whether a passage has utility in 

answering the question are: The passage has utility in answering the

question, meaning that the passage not only be relevant to the question, 

but also be useful in generating a correct, reasonable and perfect answer 

to the question. Directly output the passages you selected that have 

utility in generating the reference answer to the question.

Figure 5: Iu instruction contains listwise and pointwise
approaches.

Relevance ranking instruction

Reference answer: {answer}

Rank the {num} passages above based on their relevance to the query. 

The passages should be listed in descending order using identifiers.

Figure 6: Ir instruction

a relevance ranking task into the ITEM framework, 292

ensuring that all three tasks are executed in a loop. 293

Formally, at iteration t (t ≥ 1), the answer at is gen- 294

erated based on the judging result Ut−1 from the 295

previous iteration. Subsequently, given at, the pas- 296

sage list Rt−1 from the previous iteration is ranked 297

based on the relevance to the question, yielding a 298

new ranked list Rt. Finally, the judging result Ut is 299

derived using the ranked list Rt and the answer at: 300

at = LLM(q, Ut−1, Ia), (3) 301

Rt = LLM(q,Rt−1, at, Ir), (4) 302

Ut = LLM(q,Rt, at, Iu), (5) 303

where Ir is the relevance ranking prompt for LLMs 304

(as detailed in Figure 6), respectively. 305

Overall. At iteration t, we have two ways to pro- 306

duce the set Ut: (i) Set-based approach: Ask- 307

ing LLMs to identify the set of passages that have 308

utility using listwise and pointwise input forms, 309

which called ITEM-As or ITEM-ARs variants; 310

(ii) Rank-based approach: Requesting LLMs to 311

provide a ranked passage list based on utility (util- 312

ity ranking prompt is shown in Appendix H.2) us- 313

ing the listwise input approach and considering the 314

top-k passages in the list to build Ut, which called 315

ITEM-Ar or ITEM-ARr variants. We set k = 5 316

and more details of k are shown in Appendix A.3. 317

We find that ITEM-ARr does not improve ranking 318

performance as well as ITEM-Ar (see Appendix 319

A.4 for experimental analysis), so we do not em- 320

ploy ITEM-ARr in the ranking experiment. The 321

rank-based approach has poor performance on the 322

utility judgment task (details can be found in Ap- 323

pendix A.4), so we only show the performance of 324

the set-based approach on the utility judgment task. 325

We stop the iteration when at most m (m=3 in 326
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our paper) iterations are reached or the set of se-327

lected passages does not change, i.e., t = m or328

Ut = Ut−1. Full details of all prompts can be329

found in Appendix H.330

4 Experimental Setup331

4.1 Datasets332

Our experiments are conducted on four bench-333

mark datasets, including two retrieval datasets,334

i.e., TREC DL (Craswell et al., 2020) and We-335

bAP (Yang et al., 2016), a utility judgment dataset,336

i.e., GTI-NQ (Zhang et al., 2024), and an open-337

domain question answer (ODQA) dataset, i.e., NQ338

(Kwiatkowski et al., 2019). Detailed statistics of339

the experimental datasets are shown in Table Ap-340

pendix C. We use two representative retrievers to341

gather candidate passages in D for utility judg-342

ments on TREC DL, WebAP, and NQ datasets.343

Construction details can be found in Appendix F.344

TREC DL. We use the TREC-DL19 and TREC-345

DL20 datasets (Craswell et al., 2020). Judgments346

of TREC DL are on a four-point scale, i.e., “per-347

fectly relevant”, “highly relevant”, “related”, and348

“irrelevant”. We consider the passages that are “per-349

fectly relevant” to have utility. We filter questions350

of two datasets that contain the passages labeled351

“perfectly relevant’ and combine them to form a352

whole dataset, i.e., the TREC DL.353

WebAP. WebAP (Yang et al., 2016) is a non-354

factoid answer passage collection built on Gov2.355

Non-factoid questions usually require longer an-356

swers, such as sentence-level or passage-level357

(Keikha et al., 2014a; Yang et al., 2016; Keikha358

et al., 2014b). Relevant passages are annotated359

and categorized as “perfect”, “excel”, “good”, and360

“fair”. Similarly to TREC DL, we considered the361

“perfect” passages to have utility.362

NQ. Natural Questions (NQ) consist of factoid363

questions issued to the Google search engine364

(Kwiatkowski et al., 2019). Each question is an-365

notated with a long answer (typically a paragraph)366

and a short answer (one or more entities). Follow-367

ing Zhang et al. (2024), we use the questions that368

have long answers in our experiments.369

GTI-NQ. Ground-truth inclusion (GTI) benchmark370

is constructed by Zhang et al. (2024) for utility371

judgment task. The GTI-NQ constructs a candidate372

passage set of 10 passages for each query sourced373

from the NQ dataset, comprising the long answer374

(designated as the utility passage), highly relevant375

noisy passages, weakly relevant noisy passages,376

and counterfactual passages. 377

4.2 Evaluation metrics 378

For the utility judgments task, we evaluate the re- 379

sults of judgments using Precision, Recall, and 380

micro F1. For the ranking task, we use the normal- 381

ized discounted cumulative gain (NDCG) (Järvelin 382

and Kekäläinen, 2017) to evaluate the ranking per- 383

formance. For the answer generation task, we use 384

the standard exact match (EM) metric and F1. 385

4.3 LLMs 386

We conduct our experiments using several represen- 387

tative LLMs, i.e., (i) ChatGPT (OpenAI, 2022) (we 388

use the gpt-3.5-turbo-1106 version), (ii) Mistral 389

(Jiang et al., 2023a) (the Mistral-7B-Instruct-v0.2 390

version), and (iii) Llama 3 (Meta, 2024) (the 391

Meta-Llama-3-8B-Instruct version). To ensure the 392

reproducibility of the experiments, the temperature 393

for all experiments is set to 0. 394

4.4 Baselines 395

We utilize the following baselines on the utility 396

judgments task and question answering perfor- 397

mance based on the utility judgment results: 398

Single-shot utility judgments. (i) Vanilla: Ask 399

LLMs to provide utility judgments based on the 400

instruction directly. (ii) UJ-ExpA: Utility judg- 401

ments and provide explicit answers simultaneously 402

through a single output, which is shown to be effec- 403

tive in Zhang et al. (2024). (iii) UJ-ImpA: Utility 404

judgments and provide implicit answers that are 405

necessary to answer the question through a single 406

output. 407

k-sampling. (Zhang et al., 2024) proposed k- 408

sampling to alleviate the sensitivity of LLMs to 409

input order. Specifically, the k-sampling method 410

randomizes the order of the input passage list k 411

times in addition to the original input and aggre- 412

gates the k + 1 utility judgment results through 413

voting. For fair comparison, we use the k = 5, 414

more details are on Appendix E. 415

To evaluate the effectiveness of the proposed 416

ITEM framework in ranking tasks, we are using a 417

verberlized ranking. Therefore, we also employ an- 418

other verberlized ranking method, i.e., RankGPT 419

(Sun et al., 2023) as our main baseline, which uses 420

the LLMs to directly rank input passages based on 421

their relevance to the query. 422

5 Experimental Results of LLMs 423

This section will present the performance of each 424

task within our ITEM framework. By default, the 425
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Method

WebAP TREC DL

Listwise Pointwise Listwise Pointwise

M L C M L C M L C M L C

Vanilla 20.79 21.79 28.43 23.05 25.09 26.85 45.67 49.39 55.19 45.11 47.64 49.84
UJ-ExpA 27.94 26.99 30.50 25.27 29.25 27.44 54.10 52.83 57.49 43.53 53.73 48.09
UJ-ImpA 25.06 26.22 29.89 28.35 25.29 26.32 48.29 48.22 56.18 48.31 50.20 48.83
5-sampling 30.16 28.97 31.49 - - - 52.31 52.68 60.49 - - -

ITEM-As w. ExpA (1) 29.76 27.50 36.89 29.10 31.08 32.02 53.78 53.66 62.52 49.44 52.09 53.61
ITEM-As w. ImpA (1) 26.06 25.59 34.97 28.28 30.53 29.34 49.39 53.73 58.11 46.01 53.68 54.61
ITEM-ARs w. ExpA(1) 35.50 31.44 36.58 - - - 52.34 48.97 62.00 - - -

ITEM-As w. ExpA (3) 31.65 29.32 39.57 30.50 32.67 31.43 54.86 56.03 63.18 51.74 52.46 55.74
ITEM-As w. ImpA (3) 28.36 26.10 40.78 30.13 29.64 32.54 52.05 55.14 60.56 46.59 53.76 54.90
ITEM-ARs w. ExpA(3) 37.06 29.08 38.58 - - - 56.27 52.10 61.37 - - -

Table 1: The micro-F1 performance (%) of utility judgments with different LLMs on the different datasets (the
numbers in parentheses represent m-values). “-” indicates no experiments are performed under the pointwise
approach because of that the k-sampling method and our ITEM-ARs require listwise input. bold indicates the best
performance. Underline means the best performance among all variants of our ITEM with the same m value. “M”,
“L”, and “C” mean “Mistral”, “Llama 3” and “ChatgGPT”, respectively.

Method
llama3.1-8B ChatGPT

Listwise Pointwise Listwise Pointwise

Vanilla 43.38 28.55 59.37 35.31
UJ-ExapA 47.07 39.32 66.13 37.17
UJ-ImpA 43.31 38.72 57.40 37.29

k-sampling 49.20 - 71.17 -

ITEM-As-ExpA(1) 49.26 47.52 72.44 54.89
ITEM-As-Imp(1) 47.47 37.98 68.92 43.17

ITEM-ARs-ExpA(1) 50.77 - 74.43 -

ITEM-As-ExpA(3) 49.73 48.90 73.55 55.45
ITEM-As-Imp(3) 48.03 38.34 69.68 43.58

ITEM-ARs-ExpA(3) 51.22 - 76.34 -

Table 2: The micro-F1 performance (%) of utility judg-
ments with different LLMs on the GTI-NQ dataset.
Bold and Underline are defined in Table 1.

pseudo answer is the explicit answer in all experi-426

ments, if not specified otherwise.427

5.1 Utility Judgments Results428

Table 1 shows the micro F1 performance on the429

TREC DL and WebAP datasets using three LLMs.430

Further, we utilize a better-performing open-source431

LLM, i.e., Llama-3.1-8B, and a closed LLM, i.e.,432

ChatGPT, to conduct experiments on GTI-NQ, as433

shown in Table 2. Since ITEM-Ar and ITEM-ARr434

have poor F1 performance in utility judgments (re-435

fer to Table 12 in Appendix A.4 for details), we436

restrict our experiments to ITEM-As and ITEM-437

ARs in this section.438

ITEM with a Single Iteration vs. Baselines. All439

LLMs using our ITEM with a single iteration gener-440

ally outperform the single-shot utility judgments on441

three datasets and may even surpass the k-sampling442

method. For example, ChatGPT on the TREC DL443

dataset using our ITEM-As w. ExpA and ImpA444

in the listwise approach improve the F1 perfor-445

mance by 8.7% and 3.4% over UJ-ExpA and UJ-446

ImpA, respectively. Explicit generation of pseudo-447

answers by LLMs enhances their performance in448

utility judgment tasks, highlighting the importance 449

of task interaction. Moreover, concurrent execution 450

of answer generation and utility judgment within a 451

single inference cycle yields inferior performance 452

compared to sequential task execution through sep- 453

arate reasoning phases. 454

ITEM with Multiple Iterations vs. ITEM with 455

Single Iteration. All LLMs using our ITEM-A and 456

ITEM-AR generally demonstrate improved perfor- 457

mance with multiple iterations compared to single 458

iterations on all three datasets. For instance, on 459

the WebAP dataset, Mistral, Llama 3, and Chat- 460

GPT (using our ITEM-A w. ExpA) improved their 461

F1 scores in the listwise approach by 6.4%, 6.6%, 462

and 7.3%, respectively, after multiple iterations. 463

Moreover, our method achieves state-of-the-art per- 464

formance compared to all baselines by leveraging 465

the iterative framework. The performance improve- 466

ment from multiple iterations underscores the sig- 467

nificance of iterative interaction and further sup- 468

ports Schutz’s interactive framework. However, in 469

some specific cases, multiple iterations may not 470

outperform single iterations, likely due to the un- 471

predictable nature of zero-shot settings. ChatGPT 472

outperforms other LLMs on all datasets using both 473

input approaches. 474

ITEM-As vs. ITEM-ARs. In our utility- 475

emphasized iterative RAG framework, ITEM-As 476

and ITEM-ARs are the two major methods we 477

propose. From Table 1, we find that ITEM-ARs 478

works better than ITEM-As most of the time for 479

complex questions (WebAP, all the questions are 480

non-factoid) and the complex candidate passage 481

list (GTI-NQ, containing different types of pas- 482

sage), indicating complicated question or passage 483

list need more components in the loop. For TREC 484
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Method
Mistral Llama 3 ChatGPT

TREC WebAP TREC WebAP TREC WebAP

D 58.69 21.89 58.69 21.89 58.69 21.89
RankGPT 69.81 29.34 75.61 41.73 80.56 42.49

ITEM-Ar (1) 70.57 37.11 73.95 40.89 80.79 50.30
ITEM-ARs (1) 71.29 37.48 77.22 43.80 81.38 48.42

ITEM-Ar (3) 74.27 43.80 77.34 45.88 83.12 51.61
ITEM-ARs (3) 73.24 45.45 74.80 44.87 82.89 48.80

Table 3: The NDCG@5 performance (%) of the ranking
using different LLMs on the different datasets. Bold
and Underline are defined in Table 1.

Method
Llama 3 ChatGPT

@5 @10 @5 @10

D 29.46 45.26 29.46 45.26
RankGPT 71.50 74.05 77.27 78.64

ITEM-Ar(m=1) 74.36 76.91 85.99 87.26
ITEM-ARs(m=1) 75.46 77.75 84.54 85.14

ITEM-Ar(m=3) 75.95 78.18 87.48 88.47
ITEM-ARs(m=3) 76.38 78.56 85.95 86.39

Table 4: The NDCG performance (%) of the ranking
using different LLMs on the GTI-NQ dataset. Bold and
Underline are defined in Table 1.

DL, which contains factoid questions, we find that485

ITEM-ARs is worse than ITEM-As most times on486

TREC DL. This is reasonable since factoid ques-487

tions are relatively easier to answer and may not488

need more components involved in the iteration.489

Listwise vs. Pointwise. The general performance490

of utility judgments for LLMs is better with the491

listwise approach than with the pointwise approach.492

The primary rationale lies in the listwise approach493

exposes the LLM to broader contextual informa-494

tion, thereby facilitating more effective interaction495

during the LLMs in judging the passages’ utility.496

5.2 Ranking Performance497

We also assess whether the ranking performance498

has been improved within ITEM on retrieval499

datasets (Table 3) and utility judgments benchmark500

(Table 4). In terms of ranking performance, we con-501

sider two rankings: relevance ranking (ITEM-ARs)502

and utility ranking (ITEM-Ar). We can observe503

that: (i) Our ITEM with single iteration signifi-504

cantly improves the ranking of topical relevance505

performance compared to the RankGPT. For in-506

stance, relevance ranking outperforms RankGPT507

in NDCG@5 by 2.1% on the TREC dataset. The508

performance improvement may stem from the in-509

teraction between tasks. (ii) After iterations, rele-510

vance and utility ranking performance have been511

improved on all datasets and all LLMs. The rank-512

ing benefits from our dynamic iterative framework,513

confirming Schutz’s theory of dynamic iterative514

interaction. (iii) From Table 3&4, we can find that515

References
Mistral Llama 3 ChatGPT

EM F1 EM F1 EM F1

Golden 46.09 62.59 64.45 76.64 66.40 76.86

D 31.58 47.69 50.96 62.01 46.54 57.00
Vanilla 31.16 47.43 49.09 60.56 48.52 58.64

UJ-ExpA 32.76 48.46 49.63 61.10 47.72 58.01
UJ-ImpA 30.67 46.83 48.88 60.26 49.01 59.30

5-sampling 33.24 48.84 48.72 60.71 48.90 58.97

ITEM-As (1) 32.98 49.00 50.16 61.88 49.38 59.78
ITEM-ARs (1) 33.30 49.26 50.27 61.69 49.52 59.64

ITEM-As (3) 33.73 49.63 50.27 62.09 49.69 60.18
ITEM-ARs (3) 33.40 49.27 49.36 60.97 49.06 59.67

Table 5: The answer generation performance (%) of all
LLMs on the NQ dataset using reference passages col-
lected from different methods. Bold means the best per-
formance except for the answer generation with golden
evidence. Underline is defined in Table 1.

ITEM-ARs is generally better than ITEM-Ar when 516

m = 1. However, when m = 3, it may have the 517

opposite performance. The possible reason is that 518

when m is small, the answer is very good, and util- 519

ity is more dependent on the answer than relevance. 520

However, as iterations occur, the quality of the an- 521

swer is better, and utility performance is gradually 522

improved, while relevance does not have as obvi- 523

ous improvement effect as utility in iterations. This 524

indicates that reranking based on utility performs 525

better than including more components in the loop, 526

but still using relevance as the ranking criterion. 527

These findings further confirm the importance of 528

the concept of utility in RAG. 529

5.3 Results of Answer Generation 530

In the answer generation task, the results of utility 531

judgments are fed to LLMs for answer generation. 532

We use the factoid QA dataset (i.e., NQ) for an- 533

swer generation evaluation, as shown in Table 5. 534

From Table 1&2, we find that the listwise approach 535

generally outperforms the pointwise approach for 536

utility judgments. Consequently, our answer gen- 537

eration experiments utilize only the listwise util- 538

ity judgments. The following observations can be 539

made from Table 5: (i) ITEM outperforms base- 540

lines on all metrics on all LLMs (except for the 541

EM score of Llama 3), indicating that ITEM can 542

help the LLMs to find better evidence for generat- 543

ing answers. (ii) Similar to Table 1&2, when the 544

m = 1, ITEM-ARs performs better than ITEM-As, 545

which shows the importance of relevance reranking 546

in ITEM. However, as the number of iterations in- 547

creases, ITEM-As performs better than ITEM-ARs. 548

We are keen to discern the optimal choice for differ- 549

ent tasks: 1) More components and more iterations 550

are not always needed, especially for simpler tasks; 551

7



55

60

65
F1

 (%
)

Mistral (TREC)
Llama (TREC)
ChatGPT (TREC)

m=1 m=2 m=3 m=4 m=5
(a) Performance of utility judgments

25

30

35

40

F1
 (%

)

Mistral (WebAP)
Llama (WebAP)
ChatGPT (WebAP)

m=1 m=2 m=3 m=4 m=5
(b) Utility (-Ar) & relevance (-ARs) ranking

71

72

73

74

75

76

77

ND
CG

 (%
)

NDCG@5 ITEM-Ar

NDCG@5 ITEM-ARs

NDCG@10 ITEM-Ar

NDCG@10 ITEM-ARs

Figure 7: (a): utility judgments performance (%) in
terms of m values in ITEM-As. (b): relevance rank-
ing (ITEM-ARs) and utility ranking (ITEM-Ar) perfor-
mance (%) of Mistral on the TREC DL dataset.

2) Fewer iterations with numerous components, or552

increased iterations with few components.553

6 Further Analyses554

Iteration Rounds. Figure 7 shows the perfor-555

mance of (a): utility judgments under ITEM-As556

and (b): ranking with varying maximum iteration557

rounds m. We observe the following: 1) Varying558

the value of m affects the performance of utility559

judgments, ranking. 2) Based on empirical obser-560

vations balancing the cost and performance, the m561

was operationally configured with distinct values562

for different question types on utility judgments563

(m=3 in our paper on all experiments for fair com-564

parison): m=2 for factoid questions, whereas m=3565

was implemented for non-factoid questions in prac-566

tical applications. 3) Utility ranking generally out-567

performs relevance ranking, which confirms the568

effectiveness of utility in the ranking task.569

Iteration Stop Conditions. In addition to utility570

judgments, we also consider the pseudo answer571

generation performance in ITEM as a stopping con-572

dition. Specifically, we calculate the ROUGE-L573

score (Lin, 2004) of the answer in two iterations574

and stop the iteration if the ROUGE-L of at and575

at−1 is greater than p. The utility judgments per-576

formance of different iteration stop conditions are577

shown in Figure 8. The results show that using dif-578

ferent stopping conditions affects the performance579

of utility judgments. However, using the answer as580

a stopping condition, different LLMs on different581

datasets may need to look for different p, which is582

not very flexible.583

7 Inference Efficiency584

Table 14 in Appendix G shows the inference effi-585

ciency analysis of our ITEM. Our iteration frame-586

work surpasses k-sampling in computational effi-587

ciency during inference. The proposed approach588

demonstrates potential for large-scale retrieval data589

annotation, where ITEM-As emerges as an optimal590

Utili
ty
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0.9
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0.8
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0.7

p=
0.6
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50
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53

54

55
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31.5

32.0

32.5

33.0
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Pointwise

Figure 8: The utility judgments F1 performance (%)
of Mistral in different iteration stop conditions (m=3)
under ITEM-As.

solution by simultaneously enhancing both perfor- 591

mance and operational efficiency, thereby facilitat- 592

ing utility annotation for retrieval systems. 593

8 Case Study 594

Figure 9 in Appendix B presents two cases from 595

the TREC DL dataset using Mistral under ITEM- 596

As. For the first question in Figure 9, the first 597

pseudo-answer, though relatively correct, includes 598

irrelevant information, leading to a misjudgment of 599

“Passage-2” as “utility”. Based on the results of the 600

first round of utility judgments, the second round 601

of the pseudo-answer is more accurate and free of 602

irrelevant content. Consequently, all three passages 603

in the second round of utility judgments have utility 604

in answering the question. For the second question 605

in Table 9, the first pseudo-answer is correct, but 606

two passages without utility are judged as “utility”. 607

The second pseudo-answer, with slight rewording, 608

results in all selected passages being correct. 609

9 Conclusion 610

In this paper, we propose an Iterative utiliTy judg- 611

mEnt fraMework (ITEM) to enhance the utility 612

judgment and QA performance of LLMs by in- 613

teractions between the steps, inspired by Schutz’s 614

philosophical discussion of relevance. This is a uni- 615

fied framework of iterative RAG with an emphasis 616

on utility. Our framework achieves state-of-the-art 617

performance in zero-shot scenarios, outperform- 618

ing previous methods in utility judgments, ranking 619

of topical relevance, and answer generation tasks, 620

indicating that the cognitive process of LLMs on 621

a specific topic can also be improved by a simi- 622

lar process. Our experiments also highlight the 623

significance of dynamic interaction in achieving 624

high performance and stability. Future directions 625

include developing better fine-tuning strategies for 626

utility judgments and creating end-to-end solutions 627

for RAG. 628
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Limitations629

There are two primary limitations that should be630

acknowledged: (i) Our methods are applied in631

zero-shot scenarios without any training. The632

zero-shot approach itself does not enhance the633

LLMs’s inherent capability in utility judgments but634

rather employs strategies to improve performance635

on utility judgment tasks. Future research should636

explore designing more effective training methods,637

e.g., utilizing our iterative framework with self-evo-638

lution techniques (Singh et al., 2023), to genuinely639

enhance the LLMs’s ability in utility judgments640

through training. (ii) The number of candidate pas-641

sages in the search scenario is much larger than642

20. The number of search results we assumed is643

too small. We need to continue to study utility644

judgments in large-scale scenarios in the future.645

10 Ethics Statement646

Our research does not rely on personally identi-647

fiable information. All datasets and models used648

in our paper are publicly available and have been649

widely adopted by researchers. We firmly believe650

in the principles of open research and the scientific651

value of reproducibility. To this end, we have made652

all data, and code associated with our paper pub-653

licly available on GitHub. This transparency not654

only facilitates the verification of our findings by655

the community but also encourages the application656

of our methods in other contexts.657
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A Experiment Details 909

A.1 Effect of Iteration Numbers 910

The precision, recall, and F1 performance of dif- 911

ferent LLMs on different datasets with different 912

iteration numbers is shown in Table 6, Table 7, 913

Table 8, and Table 9. 914

A.2 Quality of Utility Judgments 915

The relevance labels of TREC DL are of a four- 916

point scale, and we consider the highest level as 917

having utility. To see the utility judgment perfor- 918

mance when we consider lower grades to have util- 919

ity, we measure the precision of utility judgments 920

of Mistral on TREC DL when passages of different 921

grades are treated as positive in Table 10. We can 922

see that almost 70% of the results of positive utility 923

judgments are highly relevant to the question. 924

A.3 k values in ITEM-Ar 925

Different ranking performance of k values in 926

ITEM-Ar is shown in Table 11. Considering the 927

performance of utility ranking and utility judg- 928

ments, we set k=5. 929

A.4 ITEM-ARr 930

We evaluate two ranking performances of ITEM- 931

ARr during the same loop, with the experimen- 932

tal results shown in Table 12. We find that under 933

the ITEM-ARr framework, relevance ranking and 934

utility ranking are both improved, and utility rank- 935

ing performance is generally better than relevance 936

ranking. However, as seen in Table 3 and Table 12, 937

performing ranking twice in the same iteration may 938

not yield better ranking results than performing 939

utility ranking once in the iteration. 940
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Method

TREC WebAP

listwise pointwise listwise pointwise

P R F1 P R F1 P R F1 P R F1

Vanilla 36.82 60.13 45.67 29.92 91.61 45.11 13.07 50.83 20.79 13.30 86.29 23.05

UJ-ExpA 48.51 61.15 54.10 28.12 96.27 43.53 18.83 54.16 27.94 14.65 91.82 25.27
UJ-ImpA 40.16 60.53 48.29 33.95 83.76 48.31 16.46 52.45 25.06 17.56 73.55 28.35

5-sampling 46.64 59.56 52.31 - - - 20.61 56.22 30.16 - - -

ITEM-As w. ExpA (m=1) 48.07 61.04 53.78 34.21 89.11 49.44 20.57 53.81 29.76 17.86 78.41 29.10
ITEM-As w. ExpA (m=2) 50.58 61.86 55.65 35.87 88.73 51.09 21.11 50.85 29.83 18.27 82.00 29.88
ITEM-As w. ExpA (m=3) 50.61 59.88 54.86 36.23 90.46 51.74 23.57 48.14 31.65 18.73 81.96 30.50
ITEM-As w. ExpA (m=4) 50.01 61.15 55.02 36.41 90.36 51.90 21.44 44.62 28.96 19.19 80.59 31.00
ITEM-As w. ExpA (m=5) 50.61 59.88 54.86 36.14 90.46 51.65 24.07 47.09 31.86 19.17 78.94 30.85

ITEM-As w. ImpA (m=1) 39.97 64.62 49.39 30.98 89.38 46.01 16.88 57.13 26.06 17.10 81.65 28.28
ITEM-As w. ImpA (m=2) 43.14 61.52 50.72 30.90 87.00 45.60 19.41 54.82 28.67 18.88 78.06 30.40
ITEM-As w. ImpA (m=3) 44.43 62.82 52.05 31.68 87.99 46.59 19.21 54.20 28.36 18.69 77.77 30.13
ITEM-As w. ImpA (m=4) 44.72 61.29 51.71 31.66 87.40 46.49 17.44 47.11 25.46 18.95 78.06 30.50
ITEM-As w. ImpA (m=5) 44.63 60.98 51.54 31.80 89.32 46.91 18.98 48.88 27.35 19.05 76.69 30.52

ITEM-ARs (m=1) 43.65 65.34 52.34 - - - 25.04 60.99 35.50 - - -
ITEM-ARs (m=2) 45.10 65.46 53.40 - - - 24.42 51.97 33.23 - - -
ITEM-ARs (m=3) 49.07 65.96 56.27 - - - 27.70 55.95 37.06 - - -
ITEM-ARs (m=4) 50.96 62.32 56.07 - - - 23.77 53.40 32.90 - - -
ITEM-ARs (m=5) 53.01 63.60 57.82 - - - 25.85 47.56 33.50 - - -

Table 6: The utility judgments performance (%) of Mistral on retrieval datasets (Numbers in parentheses represent
m-values). Numbers in bold indicate the best performance.

Method

TREC WebAP

listwise pointwise listwise pointwise

P R F1 P R F1 P R F1 P R F1

Vanilla 34.67 85.80 49.39 31.42 98.47 47.64 12.69 77.15 21.79 14.65 87.36 25.09

UJ-ExpA 39.21 80.98 52.83 38.27 90.15 53.73 16.32 77.92 26.99 18.04 77.15 29.25
UJ-ImpA 33.92 83.36 48.22 38.68 71.47 50.20 15.57 82.79 26.22 17.22 47.61 25.29

5-sampling 39.04 80.98 52.68 - - - 17.52 83.49 28.97 - - -

ITEM-As w. ExpA (m=1) 39.68 82.88 53.66 37.58 84.84 52.09 17.54 63.67 27.50 19.65 74.31 31.08
ITEM-As w. ExpA (m=2) 42.35 84.77 56.48 38.25 84.58 52.68 17.39 60.25 26.99 20.23 73.01 31.68
ITEM-As w. ExpA (m=3) 42.00 84.15 56.03 37.84 85.50 52.46 19.12 62.87 29.32 20.91 74.63 32.67
ITEM-As w. ExpA (m=4) 41.85 84.41 55.96 38.12 85.16 52.67 17.53 61.85 27.31 20.44 73.83 32.02
ITEM-As w. ExpA (m=5) 42.36 84.15 56.35 37.35 84.69 51.84 18.94 62.87 29.12 20.88 75.45 32.71

ITEM-As w. ImpA (m=1) 39.63 83.42 53.73 39.70 82.87 53.68 15.48 73.66 25.59 20.04 64.06 30.53
ITEM-As w. ImpA (m=2) 38.75 85.63 53.35 38.15 82.36 52.14 15.50 76.47 25.77 18.54 62.69 28.62
ITEM-As w. ImpA (m=3) 40.84 84.86 55.14 40.58 79.64 53.76 15.99 70.99 26.10 19.54 61.32 29.64
ITEM-As w. ImpA (m=4) 38.88 82.74 52.90 39.34 81.74 53.12 15.03 74.41 25.01 19.72 59.95 29.68
ITEM-As w. ImpA (m=5) 41.26 84.61 55.47 40.92 82.14 54.63 15.49 68.93 25.29 19.84 57.21 29.46

ITEM-ARs (m=1) 34.53 84.17 48.97 - - - 20.05 72.88 31.44 - - -
ITEM-ARs (m=2) 36.27 83.19 50.51 - - - 15.92 79.01 26.50 - - -
ITEM-ARs (m=3) 38.04 82.68 52.10 - - - 17.93 76.87 29.08 - - -
ITEM-ARs (m=4) 37.28 83.70 51.58 - - - 16.60 78.81 27.42 - - -
ITEM-ARs (m=5) 40.25 81.37 53.86 - - - 17.04 74.83 27.75 - - -

Table 7: The utility judgments performance (%) of Llama 3 on retrieval datasets (Numbers in parentheses represent
m-values). Numbers in bold indicate the best performance.
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Method

TREC WebAP

listwise pointwise listwise pointwise

P R F1 P R F1 P R F1 P R F1

Vanilla 42.13 79.98 55.19 33.86 94.40 49.84 17.13 83.45 28.43 15.80 89.42 26.85

UJ-ExpA 45.74 77.36 57.49 32.06 96.19 48.09 19.51 69.86 30.50 16.23 88.74 27.44
UJ-ImpA 44.19 77.11 56.18 33.45 90.36 48.83 18.37 80.14 29.89 15.58 84.51 26.32

5-sampling 50.78 74.77 60.49 - - - 20.70 65.83 31.49 - - -

ITEM-As w. ExpA (m=1) 55.55 71.48 62.52 37.83 91.94 53.61 26.74 59.45 36.89 19.73 84.95 32.02
ITEM-As w. ExpA (m=2) 57.95 70.40 63.57 40.74 93.04 56.67 29.43 60.58 39.62 19.62 78.62 31.40
ITEM-As w. ExpA (m=3) 58.36 68.88 63.18 40.00 91.88 55.74 29.30 60.91 39.57 19.80 76.20 31.43
ITEM-As w. ExpA (m=4) 58.48 70.67 64.00 40.25 93.38 56.25 29.11 61.03 39.42 20.48 79.63 32.58
ITEM-As w. ExpA (m=5) 58.34 69.69 63.51 39.29 92.16 55.09 29.76 60.68 39.93 20.58 80.42 32.77

ITEM-As w. ImpA (m=1) 54.36 65.08 59.24 40.89 82.20 54.61 24.79 64.37 35.80 18.78 67.00 29.34
ITEM-As w. ImpA (m=2) 55.88 63.11 59.27 43.32 83.13 56.96 27.68 62.03 38.28 20.70 70.54 32.00
ITEM-As w. ImpA (m=3) 57.33 64.17 60.56 41.66 80.48 54.90 30.01 63.60 40.78 21.51 66.77 32.54
ITEM-As w. ImpA (m=4) 55.98 62.24 58.95 42.34 80.65 55.53 28.43 60.11 38.60 20.60 65.63 31.36
ITEM-As w. ImpA (m=5) 56.63 62.19 59.28 41.49 83.57 55.45 29.05 60.66 39.29 21.51 68.03 32.68

ITEM-ARs (m=1) 51.94 76.90 62.00 - - - 25.32 65.84 36.58 - - -
ITEM-ARs (m=2) 53.77 76.19 63.05 - - - 25.55 59.26 35.70 - - -
ITEM-ARs (m=3) 52.41 74.04 61.37 - - - 27.61 63.96 38.58 - - -
ITEM-ARs (m=4) 52.75 73.78 61.52 - - - 28.84 61.85 39.34 - - -
ITEM-ARs (m=5) 52.77 76.28 62.39 - - - 28.76 62.54 39.40 - - -

Table 8: The utility judgments performance of ChatGPT on retrieval datasets (Numbers in parentheses represent
m-values). Numbers in bold indicate the best performance.

References of RAG
Mistral Llama 3 ChatGPT

EM F1 EM F1 EM F1

Golden Evidence 46.09 62.59 64.45 76.64 66.40 76.86
RocketQAv2 31.58 47.69 50.96 62.01 46.54 57.00

Vanilla 31.16 47.43 49.09 60.56 48.52 58.64
UJ-ExpA 32.76 48.46 49.63 61.10 47.72 58.01
UJ-ImpA 30.67 46.83 48.88 60.26 49.01 59.30

5-sampling 33.24 48.84 48.72 60.71 48.90 58.97

ITEM-As w. ExpA (m=1) 32.98 49.00 50.16 61.88 49.38 59.78
ITEM-As w. ExpA (m=2) 34.31 50.08 50.48 62.32 49.22 59.99
ITEM-As w. ExpA (m=3) 33.73 49.63 50.27 62.09 49.69 60.18
ITEM-As w. ExpA (m=4) 34.21 50.07 50.43 62.20 - -
ITEM-As w. ExpA (m=5) 33.78 49.63 50.27 62.07 - -

ITEM-As w. ImpA (m=1) 32.17 48.51 50.37 61.89 48.75 58.99
ITEM-As w. ImpA (m=2) 32.49 48.67 49.63 61.16 49.11 59.14
ITEM-As w. ImpA (m=3) 32.39 48.47 49.68 61.48 48.69 58.94
ITEM-As w. ImpA (m=4) 32.71 48.84 49.41 61.03 - -
ITEM-As w. ImpA (m=5) 32.33 48.44 49.73 61.42 - -

ITEM-ARs (m=1) 33.30 49.26 50.27 61.69 49.52 59.64
ITEM-ARs (m=2) 33.57 49.16 50.70 61.92 49.01 59.75
ITEM-ARs (m=3) 33.40 49.27 49.36 60.97 49.06 59.67
ITEM-ARs (m=4) 33.46 49.24 49.84 61.54 - -
ITEM-ARs (m=5) 33.89 49.58 49.20 60.84 - -

Table 9: The answer generation performance (%) of all LLMs in the listwise approach. Numbers in bold indicate
the best performance except the answer performance using golden evidence. Due to the high cost of using ChatGPT,
we only tested with m=1,2,3 on ChatGPT.
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m label≥1 label≥2 label≥3

m=1 82.08 68.34 48.07
m=2 83.86 69.53 50.58
m=3 84.23 71.06 50.61
m=4 84.63 70.18 50.01
m=5 84.52 70.69 50.61

Table 10: The precision scores (%) of utility judgments
using Mistral in different m (iteration) values. “label”
is the manual annotation in the original dataset, i.e., [3]:
Perfectly relevant; [2]: Highly relevant; [1]: Related;
[0]: Irrelevant.
B Case Study941

We show two cases on the TREC dataset in Table942

9.943

C Datasets and Evaluation944

Detailed statistics of the experimental datasets are945

shown in Table 13. We use the trec_eval official946

tool for evaluation of NDCG.947

D Answer Passage Retrieval948

Non-factoid questions are usually expected longer949

answers, such as sentence-level or passages-level950

(Keikha et al., 2014a; Yang et al., 2016; Keikha951

et al., 2014b). Yang et al. (2016) developed an an-952

notated dataset for answer passage retrieval called953

WebAP, which has an average of 76.4 qrels per954

query. Cohen et al. (2018) and Hashemi et al.955

(2020) introduced the WikiPassageQA dataset and956

ANTIQUE dataset for answer passage retrieval,957

respectively. Compared to the WebAP dataset,958

WikiPassageQA and ANTIQUE have incomplete959

annotations, with an average of 1.7 qrels and 32.9960

qrels per query (Hashemi et al., 2019, 2020). Bi961

et al. (2019) created the PsgRobust dataset for an-962

swer passage retrieval, which is built on the TREC963

Robust collection (Voorhees et al., 2003) following964

a similar approach to WebAP but without manual965

annotation.966

E k-sampling967

The output of k-sampling each time contains ex-968

plicit answers and utility judgments. If the question969

length is lq, the total length of the input passages is970

lp, and the average length of a single passage is lavg,971

then the k-sampling input cost is (k+1)×(lq+ lp).972

If the average length of the output explicit answer973

is la, and the average length of the output utility974

judgments is lu, then the k-sampling output cost is975

(k+1)×(la+ lu). Taking ITEM-As as an example,976

with a maximum of three iterations, the maximum977

input cost for utility judgments is 3× (lq + lp). For 978

answer generation, the longest input is lq + lp and 979

the shortest is lq + lavg. Therefore, the maximum 980

input cost for ITEM-As is 6 × (lq + lp) and the 981

minimum is 4 × (lq + lp) + 2 × (lq + lavg). The 982

maximum output cost is 3×(la+ lu). Therefore, in 983

order to ensure fairness in the calculation of large 984

language model parameters, we choose k=5. 985

F Retrievers 986

We use two representative retrievers to gather can- 987

didate passages in D for utility judgments. Follow- 988

ing with previous works (Zhang et al., 2024; Sun 989

et al., 2023), we employ RocketQAv2 (Ren et al., 990

2021) and BM25 (Robertson et al., 2009) for the 991

NQ dataset and retrieval datasets(i.e., TREC DL 992

and WebAP datasets), respectively. Based on the 993

retrieval results to build the D we have two settings: 994

(i) For TREC DL and WebAP datasets, we select 995

the top-20 BM25 retrieval results. If these do not 996

include passages with utility, we replaced the last 997

one with a utility-annotated passage. (ii) For the 998

NQ dataset, we use the top-10 dense retrieval re- 999

sults to form the candidate list D, following the 1000

GTU setting of Zhang et al. (2024). 1001

G Inference Efficiency 1002

Table 14 shows more analysis of Mistral on the 1003

TREC DL dataset using the listwise input form. 1004

The temperature of the LLMs is set to 0 during the 1005

generation process, and we used a single run. Due 1006

to the iterations, the average input token length 1007

of our methods is relatively large. The cost of 1008

ITEM-As is about 0.5 times that of the 5-sampling, 1009

and ITEM-ARs is about 1.5 times the cost of 5- 1010

sampling. Our framework provides a way of auto- 1011

matically obtaining high-quality labeled data for 1012

each task in RAG. These annotations can be used 1013

to train regular RAG models. The cost should be 1014

worth it (much better than k-sampling). 1015

H Instruction Details 1016

H.1 Instruction of Listwise and Pointwise 1017

Approaches 1018

For the prompts of the NQ dataset using ChatGPT, 1019

we follow the setting of Zhang et al. (2024), oth- 1020

erwise, we use the following prompts. Following 1021

Sun et al. (2023), we input N passages using the 1022

form of multiple rounds of dialogue in the listwise 1023

approach. The prompts we used in our experiments 1024

are shown in Figure 10 and Figure 11. 1025
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k, m
Ranking Utility judgments

N@1 N@3 N@5 N@10 N@20 P R F1

k=1, m=1 72.76 71.27 70.57 72.69 84.08 53.66 24.09 33.25
k=1, m=2 76.02 71.54 71.38 73.66 84.78 58.54 28.73 38.54
k=1, m=3 77.24 72.83 71.83 73.87 85.20 59.76 28.84 38.90
k=1, m=4 77.24 73.04 71.91 73.90 85.25 59.76 28.84 38.90
k=1, m=5 76.02 72.11 71.42 73.45 84.98 58.54 28.71 38.53

k=5, m=1 72.76 71.27 70.57 72.69 84.08 33.17 57.31 42.02
k=5, m=2 78.46 73.74 72.86 75.48 86.09 32.93 58.37 42.10
k=5, m=3 79.27 75.00 74.27 75.78 86.80 34.15 62.57 44.18
k=5, m=4 79.67 75.92 75.35 76.83 87.23 35.12 61.40 44.68
k=5, m=5 79.67 75.32 74.61 76.20 86.82 34.63 61.25 44.25

k=10, m=1 72.76 71.27 70.57 72.69 84.08 22.56 68.03 33.88
k=10, m=2 78.05 72.64 72.90 75.48 85.74 23.66 75.47 36.02
k=10, m=3 80.89 76.58 74.54 76.30 86.94 23.78 75.65 36.19
k=10, m=4 78.05 74.70 72.85 75.12 85.72 24.51 74.17 36.85
k=10, m=5 79.67 75.60 74.84 76.54 86.88 23.66 74.42 35.90

Table 11: The utility ranking performance and utility judgments performance of Mistral on TREC DL dataset in
ITEM-Ar. “N@k” means “NDCG@k”. Numbers in bold indicate the best performance.

m NDCG@5 NDCG@10 NDCG@20 Utility-F1

1 71.29 / 72.77 72.90 / 74.96 84.56 / 85.75 43.13
2 72.54 / 70.99 74.81 / 73.76 85.77 / 85.28 40.21
3 72.07 / 74.14 74.14 / 76.63 85.53 / 86.57 45.67
4 71.02 / 71.06 74.30 / 74.03 85.09 / 85.16 43.82
5 72.26 / 70.12 75.83 / 72.59 85.88 / 84.77 44.10

Table 12: Ranking of topical relevance and utility judg-
ments performance (%) of ITEM-ARr using Mistral on
the TREC DL dataset. “a/b” means “relevance ranking
performance / utility ranking performance”. Numbers
with underline mean better performance among all vari-
ants of ITEM with the same m.

Dataset #Psg #PsgLen #Q #Rels/Q

TREC 8.8M 93 82 212.8
WebAP 379k 45 73 76.4

NQ 21M 100 1868 1.0
GTI-NQ 10 100 1863 1.0

Table 13: Statistics of experimental datasets.

H.2 Instruction of the Ranking Approach1026

For RankGPT, we directly use the instruction of1027

Sun et al. (2023) for relevance ranking, as shown in1028

Figure 14. For the relevance ranking in our ITEM,1029

the instructions are shown in Figure 12 and Figure1030

13.1031

H.3 Instruction of Answer Generation1032

Li et al. (2023) utilize LLM to generate the miss-1033

ing information in the provided documents for the1034

current question and then re-retrieve it as relevant1035

feedback. Therefore, we have also designed two1036

Methods #IT/Q #OT/Q #RT(s)/Q

Vanilla 2507 23 0.49
UJ-ExpA 2529 59 0.94
UJ-ImpA 2533 41 0.71
5-sampling 12647 296 4.72
ITEM-As(m=1) 4628 47 0.96
ITEM-As(m=3) 10603 154 2.13
ITEM-ARs(m=1) 7107 211 3.15
ITEM-ARs(m=3) 18224 624 8.61

Table 14: An empirical analysis of the actual cost of
baselines and our ITEM. “IT”, “OT”, and “RT” mean
input tokens, output tokens, and run time, respectively.

kinds of pseudo answers for utility judgments, i.e., 1037

(i) the explicit answer, which produces an answer 1038

based on the given information, and (ii) the im- 1039

plicit answer, which does not answer the question 1040

directly but gives the information necessary to an- 1041

swer the question. The two instructions are shown 1042

in Figure 15 and Figure 16. 1043
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Question: 

when did family

feud come out?

[1] What time is Celebrity Family Feud on t

onight? Tonight’s 

episode of Celebrity Family Feud …

[3] When will Celebrity Family Feud Season

3 start? Looking for the premiere date for C

elebrity Family Feud…

[13] ..Family Feud...The original version be

gan in 1976…

First utility judgment:

First answer:

Family Feud has been on air since 1976.
Second answer:

The original Family Feud debuted in 1976.

Third answer:

The Family Feud debuted in 1976. 

[13] ..Family Feud…The original version be

gan in 1976…

Second utility judgment:

[13] ..Family Feud…The original version be

gan in 1976… 

Third utility judgment:

Question: 

what type of tissue

are bronchioles.

[2] What type of muscles control the size of 

the bronchioles in the lungs? The type of 

muscles…

[3] Simple cuboidal epithelium is a type of 

epithelial tissue found in the body. It is a 

single layer thick and made of…

[15] Apulmonary lobule is the portion of the 

lung ventilated by one bronchiole..

First utility judgment:

First answer:

The bronchioles are tubes made of epithelial

tissue and smooth muscle tissue. They are...

Second answer:

The bronchioles are lined with epithelial tissue. 

Specifically, they are lined with ciliated 

cuboidal epithelium.

Third answer:

Simple cuboidal epithelium. 

Second utility judgment: Third utility judgment:

[3] Simple cuboidal epithelium is a type of 

epithelial tissue found in the body. It is a 

single layer thick and made of…

[12] Simple cuboidal epithelium is a type of 

tissue that is found lining parts of organs…

[13] Cuboidal epithelium is a type of tissue

in animal anatomy. It is a very important…

[3] Simple cuboidal epithelium is a type of 

epithelial tissue found in the body. It is a 

single layer thick and made of…

[12] Simple cuboidal epithelium is a type of 

tissue that is found lining parts of organs…

[13] Cuboidal epithelium is a type of tissue

in animal anatomy. It is a very important…

Figure 9: An example of our ITEM-As using Mistral on the TREC dataset. Green means the passage has utility,
orange means the passage does not have utility.

user:

You are the utility judge, an intelligent assistant that can select the passages that have utility in answering the question.

assistant:

Yes, i am the utility judge.

user:

I will provide you with {num} passages, each indicated by number identifier [].

I will also provide you with a reference answer to the question.

Select the passages that have utility in generating the reference answer to the following question from the {num} passages: {query}.

assistant:

Okay, please provide the passages and the reference answer.

user:

[1] {{passage_1}}

assistant:

Received passage [1]

user:

[2] {{passage_2}}

assistant:

Received passage [2]

(more passages) ...

user:

Question: {query}.

Reference answer: {answer}.

The requirements for judging whether a passage has utility in answering the question are: The passage has utility in answering the question, 

meaning that the passage not only be relevant to the question, but also be useful in generating a correct, reasonable and perfect answer to the 

question. Directly output the passages you selected that have utility in generating the reference answer to the question. The format of the output 

is: 'My selection:[[i],[j],...].'. Only response the selection results, do not say any word or explain.

Figure 10: Instruction in the listwise approach.
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user:

You are the utility judger, an intelligent assistant that can judge whether a passage has utility in answering the question or not.

assistant:

Yes, i am the utility judger.

user:

I will provide you with a passage and the reference answer to the question.  \n Judge whether the passage has utility in generating the 

reference answer to the following question or not: {query}.

assistant :

Okay, please provide the passage and the reference answer to the question.

user:

Question: {query}. 

Reference answer: {answer}. 

Passage: {passage} 

The requirements for judging whether a passage has utility in answering the question are: The passage has utility in answering the question, 

meaning that the passage not only be relevant to the question, but also be useful in generating a correct, reasonable and perfect answer to the 

question. 

The reference answer may not be the correct answer, but it provides a pattern of the correct answer. Directly output whether the passage has 

utility in generating the reference answer to the question or not. If the passage has utility in generating the reference answer, output 'My 

judgment: Yes, the passage has utility in answering the question.'; otherwise, output 'My judgment: No, the passage has no utility in 

answering the question.'.

Figure 11: Instruction in the pointwise approach.

user:

You are RankGPT, an intelligent assistant that can rank passages based on their relevance to the query.

assistant:

Yes, i am RankGPT.

user:

I will provide you with {num} passages, each indicated by number identifier []. I will also give you a reference answer to the query.

Rank the passages based on their relevance to query: {query}.

assistant :

Okay, please provide the passages and the reference answer.

user:

[1] {{passage_1}}

assistant :

Received passage [1]

user:

[1] {{passage_2}}

assistant :

Received passage [2]

(more passages) ...
user:

Query: {query}.

Reference answer: {answer}

Rank the {num} passages above based on their relevance to the query. The passages should be listed in descending order using 

identifiers. The most relevant passages should be listed first. The output format should be [] > [] > [] > ..., e.g., [i] > [j] > [k] > ... 

Only response the ranking results, do not say any word or explain.

Figure 12: Instruction of the relevance ranking approach in our ITEM.
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user:

You are RankGPT, an intelligent assistant that can rank passages based on their utility in generating the given reference answer to 

the question.
assistant:

Yes, i am RankGPT.

user:

I will provide you with {num} passages, each indicated by number identifier [].  I will also give you a reference answer to the 

question. 

Rank the passages based on their utility in generating the reference answer to the question: {query}.

assistant :

Okay, please provide the passages and the reference answer.

user:

[1] {{passage_1}}

assistant :

Received passage [1]

user:

[1] {{passage_2}}

assistant :

Received passage [2]

(more passages) ...

user:

Question: {query}. 

Reference answer: {answer} 

Rank the {num} passages above based on their utility in generating the reference answer to the question. The passages should be 

listed in utility descending order using identifiers.  The passages that have utility in generating the reference answer to the 

question should be listed first. The output format should be [] > [] > [] > ..., e.g., [i] > [j] > [k] > ... Only response the ranking 

results, do not say any word or explain.

Figure 13: Instruction of the utility ranking approach in our ITEM.

user:

You are RankGPT, an intelligent assistant that can rank passages based on their relevance to the query.

assistant:

Yes, i am RankGPT.

user:

I will provide you with {num} passages, each indicated by number identifier []. 

Rank the passages based on their relevance to query: {query}.

assistant :

Okay, please provide the passages.

user:

[1] {{passage_1}}

assistant :

Received passage [1]

user:

[1] {{passage_2}}

assistant :

Received passage [2]

(more passages) ...
user:

Query: {query}.

Rank the {num} passages above based on their relevance to the query. The passages should be listed in descending order using 

identifiers. The most relevant passages should be listed first. The output format should be [] > [] > [] > ..., e.g., [i] > [j] > [k] > ... 

Only response the ranking results, do not say any word or explain.

Figure 14: Instruction of the ranking approach in Sun et al. (2023).
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user:

You are a faithful question and answer assistant. Answer the question based on the given information with one or few words/sentences 

without the source.

assistant:

Yes, i am the faithful question and answer assistant.

user:

Given the information: 

{passage}

Answer the following question based on the given information with one or few words/sentences without the source. 

Question: {question}

Answer:

Figure 15: Instruction of the explicit answer generation.

user:

You are a faithful question and answer assistant. Given a question and references. To answer the question, output which information is 

necessary to answer the question based on the references.

assistant:

Yes, i am the faithful question and answer assistant.

user:

References: {pas}

Question: {question}

To answer the question, output which information is necessary to answer the question based on the references. Do not mention 

references when printing out necessary information. The format of the output is: 'Necessary information: [xxx]'.

Figure 16: Instruction of the implicit answer generation.

19


	Introduction
	Related Work
	Utility Judgments (UJ) via LLMs
	Notations and Definitions
	Single-Shot Utility Judgments
	Iterative utiliTy judgmEnt fraMework (ITEM)

	Experimental Setup
	Datasets
	Evaluation metrics
	LLMs
	Baselines

	Experimental Results of LLMs
	Utility Judgments Results
	Ranking Performance
	Results of Answer Generation

	Further Analyses
	Inference Efficiency
	Case Study
	Conclusion
	Ethics Statement
	Experiment Details
	Effect of Iteration Numbers
	Quality of Utility Judgments
	k values in ITEM-Ar
	ITEM-ARr

	Case Study
	Datasets and Evaluation
	Answer Passage Retrieval
	k-sampling
	Retrievers
	Inference Efficiency
	Instruction Details
	Instruction of Listwise and Pointwise Approaches
	Instruction of the Ranking Approach
	Instruction of Answer Generation


