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Abstract
Vertical-domain large language models (LLMs)
play a crucial role in specialized scenarios such
as finance, healthcare, and law; however, their
training often relies on large-scale annotated data
and substantial computational resources, imped-
ing rapid development and continuous iteration.
To address these challenges, we introduce the Col-
laborative Editable Model (CoEM), which con-
structs a candidate knowledge pool from user-
contributed domain snippets, leverages interactive
user–model dialogues combined with user ratings
and attribution analysis to pinpoint high-value
knowledge fragments, and injects these fragments
via in-context prompts for lightweight domain
adaptation. With high-value knowledge, the LLM
can generate more accurate and domain-specific
content. In a financial information scenario, we
collect 15k feedback from about 120 users and
validate CoEM with user ratings to assess the qual-
ity of generated insights, demonstrating signifi-
cant improvements in domain-specific generation
while avoiding the time and compute overhead of
traditional fine-tuning workflows.

1. Introduction
Large Language Models (LLMs) have demonstrated ex-
ceptional performance in general-purpose applications and
have achieved notable success in vertical domains, such as
finance, healthcare, law, and scientific research, by provid-
ing precise domain knowledge and specialized text gener-
ation (Li et al., 2023; Ren et al., 2025; Lin et al., 2025; Li
et al., 2024). However, the development of such vertical-
domain models typically depends on large-scale annotated
datasets and substantial computational resources (Wu et al.,
2023; Gururangan et al., 2020). This dependency results
in prolonged development cycles and slow iteration rates,
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Figure 1. Comparison of Traditional Model Updating vs. Collab-
orative User-driven Updating. (a) Traditional model updates rely
on externally provided training data; (b) Collaborative updates
leverage user contributions to refine the model.

making it challenging to meet the rapidly evolving demands
of real-world applications.

Traditional domain adaptation methods have significant
drawbacks. Supervised fine-tuning requires expensive an-
notation efforts and large labeled corpora, while retrieval-
augmented generation (RAG) (Siriwardhana et al., 2023)
leverages external knowledge sources but depends on com-
prehensive, up-to-date knowledge bases (Zhang et al., 2024;
Zheng et al., 2024; Susnjak et al., 2025). These approaches
rely heavily on external, annotated inputs – data acquisition
and labeling thus remain time-consuming and costly, and the
limited volume of annotated domain examples constrains
the benefits of scaling laws as model capacity grows.

Given these challenges, we explore the possibility of devel-
oping high-quality vertical-domain models without relying
on manually annotated external data. Collaborative knowl-
edge platforms, such as wiki projects, continuously evolve
through user contributions, revealing the potential of crowd-
sourced expertise as an ongoing learning signal (Ebersbach
et al., 2008). This suggests that user–model conversations
can serve as the universal interface to both utilize and con-
tribute to the model, transforming them into a valuable
internal source of domain knowledge.The concept differ-
ence is shown in Figure 1. Although a single user session
may combine seeking assistance and contributing, and lack
the structure and quality of traditional annotations, these
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Stage 1: User-agent multi-round conversation
User C: What is farming?

Agent: Farming, a part of agriculture, involves growing

crops and rearing animals for food and raw materials. It

began thousands of year s ago, likely in the Fertile Crescent

(Cite A), and led to the Neolithic Revolution as people

transitioned from nomadic hunting to settled farming. This

allowed for a significant increase in human population

(Cite B).

User C: Yes. It most likely first in the Fertile Crescent in

the Middle East, and then arose independently in regions

such as the Yangtze and Yellow River basins in China, New

Guinea, the Caucasus, and Mesoamerica.
User C rating: 0.8

Cite A = 0.7

Cite B = 0.4

Farming arose independently in regions such as the

Yangtze and Yellow River basins in China, New

Guinea, the Caucasus, and Mesoamerica after first

beginning in the Fertile Crescent.

New knowledge!

Higher value knowledge

Stage 3: Extract user contributed knowledge

Stage 2: Evaluated the cited knowledge

Figure 2. Overview of the Collaborative Editable Model’s workflow, illustrating how user contributions drive model adaptation through
multi-turn interactions and an attribution mechanism. User identities remain confidential to protect privacy during citation in generated
text. The general model will be continuously updated with high-value knowledge.

conversations inherently encode valuable insights shared
during interactions (Chen et al., 2024). These insights can
be extracted, evaluated, and leveraged to improve the model.
However, current LLMs treat each conversation indepen-
dently, without a mechanism for reintegrating conversational
data into subsequent learning.

To address this gap, we present the Collaborative Editable
Model (CoEM), a framework designed to enable the con-
tinuous improvement of vertical-domain models through
user–model interactions. CoEM aggregates domain-relevant
information fragments from user-contributed snippets and
conversation exchanges, creating a continuously evolving
knowledge pool. Users then engage in iterative dialogue
sessions with the LLM, providing ratings on each generated
response or insight. As the user ratings are for the whole
responses, we apply attribution analysis to measure each
input fragment’s contribution to overall performance, auto-
matically identifying high-value knowledge. The fragments
with high value after several iterations will be dynamically
updated into the model, allowing for rapid domain adapta-
tion without the need for extensive fine-tuning or external
data. At the same time, the knowledge pool is still updating
via extracting new information from user-model dialogues.
The overview of the CoEM workflow is shown in Figure 2.

CoEM offers several key advantages. First, it is cost-
efficient, eliminating the need for costly, manually anno-
tated data by relying on user-generated content and inter-
actions, which significantly reduces data acquisition costs.
Second, CoEM is user-driven and responsive to feedback.
End users can identify issues or gaps in the model’s per-
formance and provide direct feedback, enabling real-time

adjustments and ensuring that the system remains relevant
and up-to-date. Finally, CoEM is parallelized and scalable.
As more users engage with the system, the model bene-
fits from an increasing volume of valuable contributions,
supporting rapid updates and continuous improvement.

In this paper, we apply CoEM to the financial domain for
initial validation. We collect a set of financial news articles
to construct the initial knowledge pool. A general-purpose
LLM is used to generate summaries with insights for several
relevant news pieces. These summaries are then presented
to users for feedback. By applying attribution analysis to
the user ratings, we assess the value of each knowledge
fragment based on its contribution to the generated insights.
These value scores are then compared to those obtained from
a state-of-the-art (SOTA) financial LLM (Liu et al., 2023)
to validate the reliability of our data and the effectiveness of
our method. Through this process, we demonstrate CoEM’s
ability to incorporate valuable user-generated knowledge
into the model’s context, facilitating rapid domain-specific
refinement.

Our contributions are summarized as follows:

• We introduce the CoEM, a framework that enables the
continuous improvement of vertical-domain models
through user–model interactions, eliminating the need
for large-scale annotated data.

• Through the innovative contribution attribution mecha-
nism, we address the technical challenges of extracting
valuable knowledge from unstructured user dialogues,
enabling rapid domain adaptation for the model.

• The effectiveness of the CoEM framework is initially
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validated through experiments in the financial news
domain, with future work focusing on enhancing the
model’s ability to learn from user contributions through
model editing or reinforcement learning.

2. Related Work
2.1. Domain Adaptation for LLMs

Early efforts in vertical-domain adaptation have predom-
inantly relied on large-scale supervised fine-tuning. Re-
searchers typically continue pre-training or fine-tuning a
general-purpose LLM on domain-specific corpora to achieve
specialized performance (Gu et al., 2021; Que et al., 2024);
however, this approach still demands substantial annotated
data and computational resources. To reduce these costs,
recent work has introduced lightweight techniques, such as
low-rank adaptation (LoRA) (Hu et al., 2022; Mao et al.,
2025), adapter modules (Li et al., 2022), and prompt tun-
ing (Ge et al., 2023; Bai et al., 2024; Fahes et al., 2023),
which update only a small set of additional parameters or
employ plug-and-play adaptation layers, leaving most pre-
trained weights untouched, and enabling rapid convergence
in new domains. Retrieval-augmented generation frame-
works (Guu et al., 2020) further enhance domain perfor-
mance by integrating external knowledge retrieval into the
generation process, dynamically incorporating up-to-date
documents for tasks like question answering and summa-
rization, though they still face challenges in retriever main-
tenance and latency.

2.2. Interactive Editable Models

As human–machine collaboration paradigms evolve, ed-
itable and updatable language models have emerged as a
key research direction. One strand of work employs rein-
forcement learning from human feedback (RLHF), using
explicit user ratings or click behaviors to refine the model’s
generative policies and improve alignment. (Bai et al., 2022;
Kaufmann et al., 2023) Another focuses on fragment-level
knowledge injection (Czekalski & Watson, 2024; Song et al.,
2025). These methods identify “high-value” text fragments
that most strongly influence outputs and prioritize their
reuse. At the same time, crowdsourced snippets provide
a flexible and rich source of domain knowledge, and by bor-
rowing ideas from collaborative filtering, preferences can
propagate across multiple agents to enable multi-directional
preference diffusion. Although existing editable-model re-
search has demonstrated local weight modifications and
fact updates, it has yet to integrate explicit user feedback,
fragment selection, and multi-agent collaborative learning
into a unified framework. (Casper et al., 2023) In contrast,
CoEM orchestrates multi-turn user–model dialogues with
rating feedback, enabling lightweight, sustainable domain
iteration and real-time knowledge updating.

3. Method
3.1. Problem Definition

We begin with two models: a pretrained modelMp, which
is a general-purpose model without domain-specific adapta-
tion, and a vertical domain modelMv, which represents a
model tailored to a specific vertical domain. Mp predicts
the distribution Pp of tokens based on a given sequence s:

Mp(s) = Pp(t|s) (1)

While Mv predicts the domain-specific distribution Pv

based on the same sequence:

Mv(s) = Pv(t|s) (2)

As we want to get a domain-specific model efficiently from
the general model, our objective is to minimize the dif-
ference between the predictions of these two models by
aligningMp withMv:

L = min
s
|Pp(t|s)− Pv(t|s)| (3)

In traditional fine-tuning approaches, Pv is explicit, requir-
ing annotated training data to guide the model. However, in
our approach, Pv is implicit, as we do not rely on manually
annotated data or pre-built knowledge bases. Instead, we
rely on the vast amount of user feedback and contributions
to guide the model’s learning direction.

3.2. User Contribution Modeling

In our framework, user contributions are categorized into
two complementary forms: user feedback and user knowl-
edge. Specifically, for model-user dialogue session d, User
feedback contribution quantifies the user’s evaluation of
the model’s output quality and domain relevance, typically
expressed as a scalar score r ∈ [0, 1]. This rating indicates
the relevance and usefulness of the generated content with
respect to the target domain. This feedback score serves as
an indicator of the effectiveness of the supporting knowl-
edge. User knowledge contribution represents the domain-
relevant information fragments extracted from the user’s
input during the session, each associated with a value score
vi ∈ [0, 1].

Assumption 3.1. We assume that the user feedback score
r ∈ [0, 1] serves as a soft reinforcement learning reward
signal for a model output dm, reflecting the similarity be-
tween the predicted token distribution Pp(t|s) and the target
vertical domain distribution Pv(t|s). Specifically,

r = R(dm) with r = 1 ⇐⇒ Pp(t|s) = Pv(t|s),

Moreover, for any r1 > r2, it holds that

ρ
(
P (r1)
p (t|s), Pv(t|s)

)
< ρ

(
P (r2)
p (t|s), Pv(t|s)

)
,
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where R(·) denotes the reward function induced by user
feedback, and ρ(·, ·) denotes a distance metric between dis-
tributions. Thus, higher feedback corresponds to model
outputs closer to the target domain distribution.

The overall objective is to guide model adaptation by align-
ing the weighted sum of user knowledge contributions with
the vertical domain distribution:

Pv(t|s) =
∑
i

viPi(t|s) (4)

This formalization enables the framework to utilize user-
generated content and real-time feedback as continuous
learning signals. Over successive interactions, the model in-
crementally evolves to better capture domain-specific knowl-
edge, eliminating the need for extensive manually annotated
data and facilitating rapid adaptation within vertical do-
mains.

3.3. CoEM Knowledge Pool

Consider a multi-round dialogue session d between the
model and the user. During this session, the model generated
output dm is supported by a collection of domain-specific
knowledge fragments {k1, k2, . . . } retrieved from the cur-
rent knowledge pool K. Each knowledge fragment ki is
associated with a value score vi, representing its estimated
relevance and utility within the vertical domain.

After receiving the model’s response, the user provides the
feedback score r ∈ [0, 1] as introduced in Section 3.2. To
quantify the contribution of individual knowledge fragments
to the overall feedback, an attributorA is employed to assign
a contribution weight pi to each fragment ki. The adjusted
contribution value for fragment ki in the current session is
then computed as

v′i = pi · r. (5)

Treating each dialogue session as an iteration, the value
scores of the knowledge fragments are updated according to
an exponential moving average scheme (Lucas & Saccucci,
1990):

vi ← (1− α)vi + αv′i, (6)

Where α ∈ (0, 1) denotes the learning rate that controls
the magnitude of the update. Knowledge fragments whose
value scores fall below a predefined threshold θ after n
iterations are pruned from the knowledge pool, as they are
considered insufficiently relevant and useful to the domain.

Concurrently, the user’s input during the dialogue session,
denoted du, is processed by a knowledge extractor E to iden-
tify potential new domain-relevant knowledge fragments
{u1, u2, . . . }. These newly extracted fragments are incor-
porated into the knowledge pool K, thereby expanding the
pool.

We initialize newly added knowledge fragments with a value
score of 1, reflecting an optimistic initialization strategy (Lo-
bel et al., 2022). This approach encourages the model to
treat new knowledge as valuable initially, while the expo-
nential moving average update bounds the scores below 1
and allows subsequent feedback to adjust them dynamically.
Optimistic initialization is commonly used in reinforcement
and online learning to promote exploration and avoid pre-
mature dismissal of novel information. The whole process
of updating the CoEM knowledge pool is shown in Algo-
rithm 1.

Algorithm 1 CoEM Knowledge Pool Update
1: Input: General model Mp, Knowledge pool K =
{(ki, vi)}, dialogue session d = (dm,du), learning
rate α, value threshold θ, attribution method A, knowl-
edge extractor E .

2: Output: Updated knowledge pool K
3: dm ←Mp(K̂), K̂ ⊆ K
4: r ← R(dm), r ∈ [0, 1] {Get user feedback on dm}
5: Attributor:
6: pi = A(dm, ki), ki ∈ K̂
7: for ki ∈ K̂ do
8: vi ← (1− α) · vi + α · pi · r
9: end for

10: Extractor:
11: uj = E(du)
12: vuj

← 1 ∀uj {Initialize value scores.}
13: K← K ∪ {(uj , vuj

)}
14: K← K \ {ki | vi < θ}
15: Return updated knowledge pool K

Through this iterative process of feedback-driven value up-
dating and continuous knowledge extraction, the knowledge
pool is dynamically refined and enlarged. This mechanism
enables the model to progressively enhance its domain ex-
pertise and improve response quality, all achieved through
ongoing user interaction without reliance on extensive man-
ual annotation.

3.4. Attribution Mechanism

In this section, we briefly introduce the design of our at-
tribution mechanism. To quantitatively assess the value
of knowledge ki from the model generated text dm and
user feedback r, CoEM employs an attribution function A
defined as

A(dm, ki) ∈ [0, 1] (7)

which represents the strength of the causal influence of
knowledge ki on the generated response dm. Intuitively,
this value measures how much the distribution of dm would
differ if the model had not incorporated knowledge from ki.
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Figure 3. Attribution score distri-
bution weighted by user feed-
back.
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Figure 4. Distribution of knowl-
edge fragment value scores after
iterative updates.
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Figure 5. Distribution of knowl-
edge fragment value scores from
baseline model.
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Figure 6. Proportion of high-
value knowledge fragments
under varying learning rates.
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The attribution model satisfies natural boundary conditions:

A(ki, ki) = 1 (8)

Notably, A operates without requiring domain-specific
knowledge distribution Pv , ensuring broad applicability.

Considering a set of model outputs {di
m} generated during

interactions and corresponding user feedback scores {ri} ∈
[0, 1], the value score vj for each input knowledge uj is
computed as the expected weighted attribution:

vj = Edi
m

[
A(di

m, uj) · ri
]

(9)

This expectation aggregates the causal effect of uj across
multiple model responses, modulated by user feedback,
yielding a statistically meaningful measure of the input’s
overall contribution.

4. Experiment
In this work, we performed experiments in the financial do-
main as a starting point. We used the Gemini-2.0-flash-lite
API to access Gemini (Team et al., 2023) as the general
model. For the vertical domain model, we employed Fin-
GPT (Liu et al., 2023) from Huggingface1 built based on
LLaMa-3 (Grattafiori et al., 2024).

4.1. Data Construction

We first collected 2,578 knowledge fragments related to
finance and cryptocurrency news from a variety of news
websites and forums, including Yahoo Finance, Market-
Watch.com, Cointelegraph.com, Crypto.news, and so on, in
both English and Chinese. These fragments served as the
initial knowledge pool for our model.

We then prompted the general model to generate summaries
with viewpoints for 3 related fragments in the pool. These

1https://huggingface.co/FinGPT/fingpt-mt_
llama3-8b_lora

summaries were presented to users, who provided feedback
in the form of “like” or “dislike” evaluations, which serve as
user feedback contributions. The users involved in the feed-
back process all had relevant knowledge and backgrounds in
the finance and cryptocurrency domains. We received a total
of 15,040 feedback responses from approximately 120 users,
with a ”like” to ”dislike” ratio of 10,696: 4,344. Importantly,
all user data was anonymized, and no personal information
was recorded, ensuring the privacy of the contributors.

Then we use another general model as the attributor. Given
the model-generated summary with viewpoints and user
feedback, the attributor model evaluates the contribution of
each news article to the generated summary. The feedback
score provided by the user is used to compute the contribu-
tion weight for each news article with Equation (6). As we
only collect the user rating as likes or dislikes, we assign
r = 1 to what the user likes and−1 to what the user dislikes.
We choose the learning rate α as 0.03.

4.2. Results

High-value knowledge The key step for CoEM is to dis-
tinguish which contributions are useful to the model. Af-
ter the iterative updating of the value score, we regard the
knowledge with high scores as valuable knowledge for the
model to learning to become a vertical domain model. In
the current dataset, after calculating with Equation (5), we
got the value score for each iteration. The distribution is
shown as Figure 3.

With the value score v′ for each iteration, we update the
value score for each knowledge fragment in the knowledge
pool; the distribution of the total value score is shown in
Figure 4. Only 0.14% of the fragments didn’t get feedback
from the users, with a learning rate of 0.03 and a threshold
of 0.5, 76.11% of the fragments remain in the knowledge
pool and are marked as high-value knowledge.
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Comparison with Vertical Domain Model To illustrate
the effectiveness of our user contribution strategy, we also
used the vertical domain model to evaluate our knowledge
and validate our Assumption 3.1. Specifically, we ask the
vertical domain model to rate the relevance and usefulness
of each knowledge fragment and compare the results with
the value scores in our knowledge pool. The distribution is
shown in Figure 5. From FinGPT, 73.62% of the fragments
are marked as high-value knowledge. Among all the high-
value knowledge in the knowledge pool, 76.11% of them
are also recognized by the baseline model, indicating the
effectiveness of our methods.

Learning Rate of CoEM We also performed an ablation
study on the learning rate to illustrate the reason for pick-
ing 0.03 in the experiment. As shown in Figure 6, when
the learning rate increases, the proportion of high-value
knowledge decreases, so 0.03 could serve as a value to keep
enough knowledge in the pool. This may also show that
our attributor tends to give lower marks, indicating that the
attributor and the threshold require further exploration.

5. Discussion
User Feedback and Attribution Mechanism CoEM
heavily depends on integrating user feedback with the at-
tribution model. However, accurately attributing individual
user contributions to the model’s output remains challenging
as we discussed in Section 4.2, especially in multi-turn dia-
logues where prior context and existing knowledge interact
in complex ways. One possible approach to address this
challenge is using Shapley value-based attribution, which
offers a principled and fair method for quantifying the con-
tribution of each user input, enhancing transparency. Addi-
tionally, as shown in Figure 6, the current optimistic initial-
ization strategy may lead to a decrease in attribution scores
over time. To mitigate this, future versions of CoEM may in-
corporate a decay mechanism within the value score update
process to better balance score evolution.

Scalability and Further Experiment As CoEM relies
on continuous user interaction, scalability is a key concern.
With an increasing number of users, the computational over-
head for real-time updates and knowledge pool management
could become a bottleneck. One possible solution could be
to implement incremental learning techniques that allow
for more efficient adaptation with minimal computational
cost. For instance, leveraging sparse updates rather than full
model retraining can drastically reduce resource consump-
tion while preserving model performance. Additionally, the
use of distributed learning frameworks can help balance the
load across different computing nodes, ensuring scalability
without compromising real-time performance. Optimizing
these algorithms will be crucial for large-scale deployment.

User Privacy and Data Security A major advantage of
CoEM is its inherent respect for user privacy. Unlike tra-
ditional models, CoEM eliminates the need for centralized
data collection, directly addressing privacy concerns aris-
ing from large-scale data usage. However, to ensure the
protection of the user’s privacy, we need to design the de-
centralized learning process to keep the user’s data local. A
possible solution could be integrating differential privacy
techniques (Yan et al., 2024), which add noise to the data,
ensuring that individual user contributions cannot be traced
back to a specific user while still allowing the model to
learn effectively from the aggregated knowledge. Addition-
ally, secure multi-party computation (SMPC) (Knott et al.,
2021) could be utilized to allow the model to learn from
user data without directly accessing sensitive information.
These techniques would further reinforce CoEM’s privacy-
preserving framework, ensuring robust protection for users
while maintaining high model performance.

6. Conclusion
We propose the Collaborative Editable Model (CoEM), a
novel user-driven framework for efficiently adapting large
language models to vertical domains. CoEM maintains a
dynamic knowledge pool updated through user contribu-
tions and multi-turn dialogue feedback. A core component
is the attribution mechanism, which quantifies the impact of
each knowledge fragment on model outputs, enabling pre-
cise updates to their value scores without relying on costly
annotated datasets or extensive fine-tuning.

Experimental results on financial news demonstrate CoEM’s
effectiveness in identifying and reinforcing high-value do-
main knowledge, with over 76% agreement with a state-of-
the-art vertical domain model. We also study the influence
of learning rate on knowledge retention, revealing important
trade-offs for practical deployment. Overall, CoEM offers a
scalable, privacy-aware, and interactive approach for con-
tinuous vertical domain adaptation driven by collaborative
user feedback.
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