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Abstract

Social science research increasingly employs001
Natural Language Processing (NLP) to analyze002
large-scale textual data, yet common methods003
like topic modeling and sentiment analysis of-004
ten overlook the nuanced ways in which emo-005
tions and cultural contexts shape meaning. To006
address this gap, we introduce the Behavioral007
and Emotional Theme Detection (BET) frame-008
work—a novel approach that integrates emo-009
tional, cultural, and sociological dimensions010
into topic detection and emotion analysis. By011
applying BET to English and Hebrew datasets,012
we showcase its multilingual adaptability and013
its potential to reveal rich thematic content and014
emotional resonance in biographical texts. Our015
results demonstrate that BET not only enhances016
the granularity and diversity of detected themes017
but also tracks shifts in emotional framing over018
time, offering deeper insights into how indi-019
viduals deploy linguistic resources to position020
their identities.1021

1 Introduction022

The complex interplay between language and so-023

ciety is a fundamental domain of inquiry within024

the social sciences (Alvero, 2023). Language not025

only reflects, but also actively shapes social struc-026

tures (Bourdieu, 1993), serving as a primary mech-027

anism through which individuals construct and per-028

form their identities. However, capturing the social029

meaning embedded in language remains a chal-030

lenge for NLP methods. While topic modeling and031

sentiment analysis provide useful tools (Franzosi032

et al., 2022; Zwilling, 2023), they fail to account033

for emotional resonance, and contextual embed-034

dedness that shape how language operates within035

specific social fields and institutional settings.036

One specific domain where these challenges037

manifest is the analysis of biographical narratives—038

1An anonymized version of our code is available at: https:
//anonymous.4open.science/r/BET-0887.

personal reflections on significant life events that 039

are widely used in university admissions, scholar- 040

ships, hiring, and promotion that offer a rich lens 041

for examining the dynamics between language and 042

personal traits. In this domain, factors such as agen- 043

tive positioning, rhetorical strategies, and tempo- 044

ral framing are often linguistic resources through 045

which individuals position themselves within in- 046

stitutional contexts (Kemper, 2006; Dijk, 2009; 047

Kleres, 2011; Berger and Packard, 2022). 048

However, traditional NLP analyses such as topic 049

modeling and sentiment analysis often overlook 050

these deeper sociolinguistic dimensions when ap- 051

plied separately. Despite recent attempts to inte- 052

grate these tasks (Wang et al., 2017; Yin et al., 053

2022; Ma et al., 2023), an inclusive method that 054

captures both topic and emotional tone—enabling 055

the derivation of cohesive conclusions deeply em- 056

bedded within narratives—remains absent. 057

Addressing this gap requires NLP analyses to in- 058

tegrate thematic and affective dimensions to better 059

capture the nuanced ways in which individuals de- 060

ploy language to construct their identities and to be 061

able to answer the following key theoretical ques- 062

tions: To what extent do shared biographical expe- 063

riences correspond to similar linguistic patterns? 064

and how do sentiment-laden expressions align or 065

diverge across narratives that describe comparable 066

life events or circumstances? 067

In this paper, we introduce a novel framework 068

for Behavioral and Emotional Theme Detection 069

(BET) to overcome these limitations and to illu- 070

minate the inherent relationship between thematic 071

content and emotional expression in sociocultural 072

narratives. Our proposed methodology integrates 073

explicit knowledge from the Linguistic Inquiry and 074

Word Count (LIWC) lexicon with modern embed- 075

ding techniques, using pre-trained language mod- 076

els to compute semantic similarities between latent 077

embeddings of text and predefined emotional cat- 078

egories. An illustration of our framework is pre- 079
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Figure 1: An illustration of the methodological framework for behavioral and emotional theme detection (BET).

sented in Figure 1.080

Unlike conventional text analysis methods, BET081

emphasizes Affective and sociological dimensions082

within the thematic context. For example, ana-083

lyzing narratives of previous educational experi-084

ences reveals not only the content but also the085

emotional frames through which these experiences086

are interpreted and conveyed—whether through ex-087

pressions of anger, achievement, conflict, or other088

sentimental orientations and perspectives.089

The proposed methodology is particularly com-090

pelling when applied to diverse languages. Draw-091

ing on established research (Markus and Kitayama,092

1991; Stets and Turner, 2010; Jackson et al., 2019),093

we recognize how culture shapes emotional ex-094

pression and narrative construction, reflecting the095

unique social contexts of their respective linguistic096

environments. Hence, we demonstrate the applica-097

tion of BET on two datasets, an English-language098

synthetic student profile dataset from a public Kag-099

gle repository and a Hebrew-language financial aid100

application dataset provided to us by a known fel-101

lowship foundation. The cross-linguistic analysis102

not only enriches the variety of extracted topics103

but illuminates the universality of the proposed104

approach and its adaptability to languages with105

varying linguistic properties.106

Our contributions are as follows: (1) We intro-107

duce a novel framework for detecting behavioral108

and emotional themes by integrating topic detec-109

tion with linguistic patterns; (2) We develop a hy-110

brid methodology that combines the LIWC lexi-111

con with embedding techniques for fine-grained112

emotional theme detection; (3) We demonstrate 113

the method’s adaptability using datasets in English 114

and Hebrew, addressing varying morphological and 115

syntactical complexities; and (4) We illustrate how 116

the method improves the content analysis and pro- 117

vides new insights for social analysis. 118

2 Previous Work 119

The outputs of topic detection, emotion recogni- 120

tion, and sentiment analysis provide valuable in- 121

sights for research about thematic contents and 122

emotional tones of texts. We review key develop- 123

ments in these areas, highlighting their relevance 124

to the framework presented in this study. 125

2.1 Topic Detection 126

Traditional topic detection models use supervised 127

and unsupervised methods to identify the topics 128

and main themes in texts (Blei et al., 2003; Grif- 129

fiths et al., 2003; Teh et al., 2004; Blei and Laf- 130

ferty, 2006; Mcauliffe and Blei, 2007; Ramage 131

et al., 2009; Meng et al., 2019). Recent unsuper- 132

vised methods, such as BERTopic (Grootendorst, 133

2022) and Top2Vec (Angelov, 2020), integrate con- 134

textual embeddings to improve topic coherence 135

and applicability to diverse datasets. In this work, 136

we utilize BERTopic for both document-level and 137

sentence-level topic modeling. Document-level 138

analysis assigns a single topic to each document, 139

offering a high-level thematic overview of the text. 140

Sentence-level analysis, if employed, allows for 141

detecting fine-grained subtopics within individual 142

documents, capturing nuanced thematic elements. 143
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2.2 Sentiment and Emotion Analysis144

Sentiment analysis models identify the emotional145

tones expressed in texts, often focusing on simple146

polarity (positive, neutral, negative). Emotion anal-147

ysis is a sub-task in sentiment analysis that offers148

a finer granularity sentiment level compared with149

polarity analysis. The most frequent emotion cate-150

gories in the literature are based on Ekman’s model151

(Ekman et al., 1987) which are anger, fear, sad-152

ness, joy, disgust, and surprise. Plutchik’s model153

(Plutchik, 2001), also adds trust and anticipation.154

Another relevant task in this realm is Aspect-155

Based Sentiment Analysis (ABSA), where a model156

identifies the sentiment associated with specific as-157

pects or entities in a text, enabling a more detailed158

analysis compared to document-level approaches159

(Liang et al., 2022; Li et al., 2023). For example,160

in a restaurant review, “The food was delicious,161

but the service was terrible,” ABSA would identify162

Food (aspect) with a positive sentiment and Service163

(aspect) with a negative sentiment.164

Despite recent advancements, ABSA models pri-165

marily focus on polarity detection, often overlook-166

ing the nuanced emotional spectrum associated167

with various aspects. This highlights the neces-168

sity for integrating emotion analysis. In this work,169

we propose a model to identify emotions and other170

sociological concepts related to identified topics in171

the text. Our approach can also be applied to the172

extracted aspects from a text, resulting in a more173

refined output than traditional ABSA.174

2.3 Topic-Sentiment Detection175

Topic-sentiment detection integrates topic model-176

ing and sentiment analysis to uncover the senti-177

ments tied to specific topics (Garcia and Berton,178

2021; Qi et al., 2024; Zhang et al., 2024). This179

approach not only identifies what people are dis-180

cussing but also their sentimental perspectives.181

For example, in social media posts about climate182

change, topic-sentiment detection would identify183

the overall sentiment toward climate change as a184

topic, and it may also track how sentiments change185

over time, revealing shifts in public opinion (Dahal186

et al., 2019; Rosenberg et al., 2023).187

Early methods, such as the Topic Sentiment188

Mixture (TSM) model (Mei et al., 2007) and the189

Joint sentiment/topic (JST) model (Lin and He,190

2009), link thematic content with sentiment, pro-191

viding initial insights into this integration. Tang192

et al. (2019) extends this approach by proposing193

the Hidden Topic-Emotion Transition Model, cap- 194

turing dynamic interactions between topics and 195

multi-level emotions. More recent advancements, 196

introduce knowledge-aware transformers, linking 197

contextual emotions with topics for dialogue anal- 198

ysis (Zhu et al., 2021). Our work builds on these 199

advances with emotional theme detection which ex- 200

tends topic-based sentiment analysis by integrating 201

fine-grained emotion recognition. Unlike previous 202

methods that focus on broad sentiment categories, 203

our method links varied emotions and sociological 204

aspects to themes, enabling a richer understanding 205

of emotional expressions in multilingual datasets. 206

3 Methodology 207

Our method comprises four primary steps. The pro- 208

cess begins with transforming the documents into 209

dense embeddings that capture their latent seman- 210

tic structures. These embeddings form the foun- 211

dation for unsupervised topic identification, which 212

is conducted using clustering techniques. Next, 213

emotions and sociocultural aspects are detected by 214

comparing sentence embeddings with predefined 215

categories from an official psychological/sociolog- 216

ical lexicon. Finally, the detected emotions are 217

combined with the document topics to generate 218

a distribution of emotional themes that describes 219

each document. Figure 1 illustrates our framework, 220

and the following subsections provide a detailed 221

description of the steps. 222

3.1 Latent Representation 223

To capture the latent semantic structure of the text, 224

we transform each document, di, into a dense vec- 225

tor representation, or embedding, ei ∈ Rd, where d 226

is the dimensionality of the embedding space, using 227

Sentence-Transformers (Reimers and Gurevych, 228

2019), a framework for producing dense em- 229

beddings: ei = SENTENCETRANSFORMER(di). 230

These embeddings encode the semantic meaning 231

of the text, allowing a comprehensive analysis of 232

the relationships within and between documents. 233

The resulting embeddings are subsequently used as 234

input for topic and emotion detection models. 235

3.2 Topic Detection 236

We identify document topics by clustering the doc- 237

ument embeddings obtained during the latent repre- 238

sentation phase, E = {e1, . . . , en}, where n is the 239

number of documents. For this purpose, we employ 240

BERTopic (Grootendorst, 2022), a topic modeling 241
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framework that leverages dynamic topic representa-242

tion and unsupervised clustering to uncover mean-243

ingful patterns within the data. The embedding244

step can be applied at the sentence level, allowing245

multiple topics to be assigned to each document.246

The clustering is held via the HDBSCAN algo-247

rithm, which groups embeddings ei into a cluster248

Cj if they satisfy the density threshold determined249

by the algorithm parameters. Embeddings that do250

not meet the density criteria are labeled as noise.251

Clusters Cj are formed by grouping points where252

the local density exceeds a threshold. The local253

density at ei is inversely proportional to the mutual254

reachability (MR) distance:255

DENSITY(ei) =
1∑

l MR(ei, el)
,256

where MR(ei, el) = max{∥ei − el∥, ∥ei −257

ekmin
∥, ∥el − ekmin

∥}, and kmin is the minimal258

number of points required to form a dense region259

(a hyperparameter of HDBSCAN).260

A notable feature of BERTopic is its ability to261

support dynamic topic modeling, which involves262

adjusting the topic representations over time across263

different contexts. This adaptability ensures that264

the extracted topics remain accurate and relevant265

even when applied to datasets that evolve or exhibit266

temporal variations. Dynamic topic modeling is267

particularly useful for capturing trends, shifts in268

discourse, and changes in thematic emphasis.269

3.3 BET: Behavioral and Emotional Theme270

Detection271

To detect emotional themes we utilize the LIWC272

lexicon (Pennebaker et al., 2022), a psycholin-273

guistic tool that organizes keywords into prede-274

fined emotional, cognitive, and linguistic cate-275

gories. LIWC is a valuable resource for understand-276

ing the psychological and sociological aspects of277

the text, providing a structured framework to con-278

nect textual content with thematic categories such279

as “Drives,” “States,” and “Emotions.” Table 1280

presents the categories and keywords employed281

in this study to identify emotional themes for En-282

glish.2 The analysis incorporates k = 10 vali-283

dated lexical categories (with 62 keywords) derived284

from the English version of LIWC2022. For other285

languages, we recommend either using existing286

multilingual versions of LIWC3 or translating the287

2Categories and keywords were selected in consultation
with a social science domain expert.

3LIWC translations are available in https://www.liwc.
app/dictionaries/liwc-translations.

keywords and categories from the English LIWC. 288

For the Hebrew corpus we analyze in this paper, 289

we use the Hebrew version of LIWC defined by 290

Shapira et al. (2021), and in consultation with a 291

domain expert, we draw upon k = 42 contextually 292

adapted semantic categories (with 7019 keywords). 293

A full list of the categories we chose appears in 294

Appendix B. 295

In our proposed methodology, each keyword 296

w within a category k from the lexicon is rep- 297

resented with an embedding using the same 298

pre-trained embedding model applied to gen- 299

erate document and sentence embeddings, i.e., 300

ew = SENTENCETRANSFORMER(w). Let W = 301

{w1, . . . , wm} be the set of lexicon keywords for 302

category k and let E = {ew1 , . . . , ewm} be their 303

corresponding embeddings. For each document di, 304

the similarity score between a sentence embedding 305

ei,s, and a keyword embedding ew is computed 306

using cosine similarity. The strength of theme cate- 307

gory k in document di is determined by the highest 308

similarity score across all sentences: 309

Si,k = max
s

SIM(ei,s, ek). 310

For example, in document d1, if the cosine 311

similarity scores for the keywords "Affiliation," 312

"Achieve," and "Power" are S1,Affiliation = 0.545, 313

S1,Achieve = 0.422, and S1,Power = 0.745, the emo- 314

tional theme corresponding to the "Drive" category 315

in this document would be determined by the high- 316

est score, 0.745. This approach enables context- 317

aware identification of thematic elements across 318

documents, effectively capturing the nuanced emo- 319

tional and cognitive dimensions within the text. 320

By combining the explicit structured knowledge 321

of LIWC with latent embeddings, we are able to 322

create a methodology for emotional theme detec- 323

tion. This integration allows us to bridge the gap 324

between traditional lexicon-based approaches and 325

modern contextualized embeddings, enhancing the 326

adaptability of the results. Moreover, the com- 327

bination ensures that emotional themes are also 328

sensitive to contextual subtleties present in the text. 329

The methodological framework yields a multidi- 330

mensional matrix that interweaves topics with their 331

associated affective dimension, with emotional 332

strength represented through similarity scores. Us- 333

ing this output, a domain expert, such as a social 334

science researcher, can create a thorough analysis 335

that connects both the thematic content and the 336

emotional undercurrents, offering a nuanced under- 337

standing of the data and its implications within the 338
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Category Keywords
Drives Affiliation, Achieve, Power
States Need, Want, Acquire, Lack, Fulfil, Fatigue
Motive Reward, Risk, Curiosity, Allure
Time Orientation Focus past, Focus present, Focus future
Culture Politic, Ethnicity, Tech
Lifestyle Leisure, Home, Work, Money, Religious
Physical Health, Illness, Wellness, Mental, Substances, Sexual, Food, Death
Social Prosocial, Polite, Conflict, Moral, Communication
Positive Emotions Amused, Anticipation, Calm, Contentment, Enthusiastic, Interested,

Joy, Proud, Surprise, Trust, Vigor
Negative Emotions Anger, Anxiety, Ashamed, Confusion, Disgust, Fatigue, Guilt, Hos-

tile, Nervous, Sad, Crying, Sarcasm, Smirk, Swear

Table 1: Selected emotional theme categories and their corresponding keywords from LIWC 2022.

context of the research. In the next section, we ex-339

emplify the application of our analysis and provide340

a potential interpretation of the results.341

4 Experimental Setup342

4.1 Datasets343

We examine our method with two datasets.344

Financial Aid Application Dataset. The finan-345

cial aid application dataset was collected by a non-346

governmental organization that facilitates educa-347

tional access for socioeconomically disadvantaged348

students through monetary support mechanisms.349

The dataset comprises 28,424 financial aid applica-350

tions spanning 2012-2024, with an annual submis-351

sion rate of approximately 2,200 applications. A352

key feature of these applications is the requirement353

for students to write personal narratives describ-354

ing significant life challenges, their responses to355

these challenges, and their future goals.4 These356

narratives average 474 words in length (median357

473, range 23-1,632) and are written in Hebrew.358

To protect the privacy of participants and maintain359

data security, access to this dataset is restricted.360

Synthetic Student Profile Dataset A Kaggle361

dataset5 that provides a comprehensive collection362

of student profiles, showcasing a wide spectrum of363

academic and personal characteristics. Each profile364

encapsulates demographic information, academic365

details, hobbies, unique qualities, and personal nar-366

ratives. From this dataset, consisting of 23,236367

4Applicants were asked to share their life story, describe a
meaningful challenge and its impact, explain lessons learned
from that experience, and outline their ten-year goals across
personal, professional, and social domains.

5https://www.kaggle.com/
datasets/anthonytherrien/
synthetic-student-profiles-dataset?resource=
download

synthetically generated observations, we used the 368

‘Story’ field that includes a narrative or background 369

story about a student to extract sociocultural themes 370

about the student’s background story. The average 371

number of words in the stories is 2073. Example 372

stories from this dataset appear in Appendix §A. 373

4.2 Preprocessing and Parameters 374

Preprocessing. The preprocessing pipeline was 375

designed to clean the textual data and prepare it 376

for further analysis. We begin this process by tok- 377

enizing the text and removing stop words based on 378

the Hebrew/English stop word list from the NLTK 379

library. We then filter tokens to retain only alpha- 380

betic characters and numbers, while excluding to- 381

kens with a length of one character and specific 382

cases such as line breaks and dashes. 383

Sentence Embeddings. Embeddings were gener- 384

ated using the Sentence Transformer of paraphrase- 385

multilingual-MiniLM-L12-v2.6 To assess the se- 386

mantic similarity between sentences and emotional 387

categories, cosine similarity was employed. 388

Topic Detection. We employ BERTopic with 389

all-MiniLM-L6-v2 for English and paraphrase- 390

multilingual-MiniLM-L12-v2 for Hebrew as the 391

underlying embedding model and use HDBSCAN 392

for document clustering. The HDBSCAN configu- 393

ration includes a minimum cluster size of 5, a mini- 394

mum sample size of 5, Euclidean distance, and the 395

“excess of mass” clustering method. Additionally, 396

we utilize a custom vectorizer with dynamically 397

determined document frequency thresholds based 398

on the dataset size, with a maximum threshold set 399

to 0.9. The vectorizer incorporates both unigrams 400

and bigrams to capture nuanced contextual relation- 401

ships. For the Financial Aid Application Dataset, 402

6https://huggingface.co/sentence-transformers/
paraphrase-multilingual-MiniLM-L12-v2
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we set the number of topics to 100, guided by mul-403

tiple internal experiments and domain expertise in404

sociology. In contrast, for the Synthetic Student405

Profiles Dataset, the number of topics is determined406

automatically by the HDBSCAN clustering method407

and the chosen hyperparameters.408

5 Results409

5.1 Synthetic Student Profile Dataset410

5.1.1 Topic and Emotion Detection411

The analysis of this dataset uncovers distinct the-412

matic and emotional patterns within the narratives.413

BERTopic identifies 126 topics, with professional414

trajectories emerging as the most prevalent theme415

(12.2%), followed by narratives centered on marine416

and ocean exploration (5.2%), fashion and design417

(4.1%), environmental consciousness (4.0%), and418

dance and ballet (3.9%). This distribution reflects419

a diverse spectrum of student self-representations,420

ranging from career-oriented aspirations to narra-421

tives emphasizing lifestyle, leisure, and personal422

identity formation.423

Given that the texts are synthetically generated424

rather than penned by real individuals, we expect a425

generally low emotional valence, as the focus is on426

creating diverse content rather than expressing emo-427

tional perspectives. In line with our expectations,428

the semantic analysis of the emotional keywords429

(k = 62) that appear in Table 1 reveals relatively430

low mean affect scores across the dataset. The431

Drives category exhibits the highest salience (0.25432

cosine similarity). Within this category, the drive433

for achievement (0.32) outweighs both affiliation434

(0.24) and power orientations (0.19), underscoring435

the centrality of individualistic success narratives.436

To demonstrate the analytical utility of our method-437

ological approach, we examine four cases exhibit-438

ing heightened emotional articulation, subjecting439

them to detailed BET analysis.440

5.1.2 Behavioral and Emotional Theme441

Analysis442

Figure 2 presents a radar plot illustrating the maxi-443

mum similarity scores of four selected documents444

from the synthetic student profile dataset. Each445

document pertains to a distinct topic: document446

#546 is associated with Photography & Film, docu-447

ment #16140 with Nutrition & Wellness, document448

#3676 with Dance & Ballet, and document #8366449

with Yoga & Certification Training.450

Focusing on document #546 (Photography &451

Figure 2: Maximum semantic similarity scores between
embeddings of sentences from four selected student
profile documents from the synthetic student profile
dataset and embeddings of English emotional theme
keywords from Table 1.

Film), we observe a combination of positive and 452

negative emotions alongside motivational elements. 453

This emotional distribution is reflected in sentences 454

such as “He was nervous but hopeful” and “Bruce 455

remained humble and continued to pursue his stud- 456

ies with the same dedication and passion.” Addi- 457

tionally, the document aligns with its designated 458

topic, as evidenced by sentences like “But what 459

truly set him apart was his love for photography” 460

and “Bruce was a photography aficionado, always 461

carrying his camera with him wherever he went.” 462

The analysis of this document with BET allows 463

us to demonstrate how emotional and motivational 464

themes relate to the topic of Photography & Film. 465

Similarly, document #16140 (Nutrition & Well- 466

ness) exhibits a strong association with the Physi- 467

cal theme, as reflected in its high similarity score 468

(0.63). This correlation is likely influenced by text 469

such as “She believed that taking care of one’s phys- 470

ical and mental well-being was crucial for success 471

and happiness.” 472

Furthermore, we find that the Motive theme is 473

strongly linked to documents #3676 (0.62) and 474

#8366 (0.61). For document #3676 (Dance & Bal- 475

let), this association can be explained by sentences 476

such as “One day, while walking to his Environmen- 477

tal Science class, William heard loud music com- 478

ing from the auditorium. Curiosity got the better 479

of him, and he decided to check it out.” Similarly, 480

document #8366 (Yoga & Certification Training) 481

also aligns with the Motive theme, likely due to ex- 482
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cerpts like “He was thrilled to see how his passion483

for yoga had brought people together and helped484

them find inner peace.” Interestingly, both Dance485

& Ballet and Yoga & Certification Training are dis-486

ciplines that emphasize achievement within com-487

petitive or structured training environments. Both488

documents demonstrate high scores in the Motive489

theme, which may suggest a broader connection490

between motivation and engagement in structured491

physical and artistic pursuits.492

5.2 Financial Aid Application Dataset493

5.2.1 Topic and Emotion Detection494

Our analysis of this dataset reveals distinct pat-495

terns in human-generated narratives. Among the496

100 extracted topics, education emerges as the497

dominant theme, appearing in 1193 (11.8%) doc-498

uments. These narratives particularly emphasize499

high school experiences, matriculation certificates,500

and academic achievements. National service con-501

stitutes the second most prevalent topic, present502

in 811 (8.0%) documents, where applicants detail503

their military service experiences and related life504

events. The narratives also prominently feature im-505

migration stories, with rich accounts from diverse506

ethnic communities, including Ethiopian, former507

Soviet Union, and French immigrants. Emotional508

analysis of all applications yields an average cosine509

similarity score of 0.530, characterized primarily510

by expressions of trust and interest, with notably511

low levels of hostility.512

5.2.2 Behavioral and Emotional Theme513

Analysis514

The intersection of topics (j = 100) and emotional515

categories (k = 42) generates a comprehensive516

analytical matrix that reveals notable patterns at517

the intersection of emotions and themes. Figure 3518

visualizes the similarity scores of a subset of 10519

topics and 10 emotional valences, from which we520

analyze two topics in-depth: Ballet and Dance and521

Economic Hardship.522

Ballet & Dance Within the broader landscape523

of extracurricular engagement, the Ballet and524

Dance topic represents one compelling window525

into how students articulate their academic trajec-526

tories. Analysis of semantic patterns, as presented527

in Figure 3, shows correlations between the Ballet/-528

Dance topic and multiple positive affect indicators.529

The Joy marker exhibits the highest mean similar-530

ity coefficient (0.593), with three additional dimen-531

Figure 3: Topic-Theme Semantic Similarity: A sample
of the mean score heatmap for the dataset of financial
aid applications.

sions ranking high: absence of hostility (0.582), 532

non-confusion (0.579), and enthusiasm (0.556). 533

Analysis of participant narratives reveals a con- 534

sistent conceptualization of dance practice through 535

two primary mechanisms: first, as a structured en- 536

vironment fostering discipline, self-efficacy, and 537

expressive capabilities; and second, as a pathway 538

facilitating access to advanced educational oppor- 539

tunities through professional training. These dual 540

functions align with the previously noted affect 541

markers of reduced hostility and non-confusion. 542

This pattern is exemplified in one participant’s re- 543

flection: “The dance teacher’s demands for per- 544

sistence and dedication are extremely demanding. 545

From a young age, he has instilled in us values of 546

discipline, punctuality, professionalism, and team- 547

work. This is while teaching us that there are no 548

limits to what we can accomplish if we only desire 549

it. Since the troupe is built in part on hidden compe- 550

tition between members for solo roles, and I don’t 551

always get the lead role, I learn to experience both 552

successes and disappointments—this toughens me 553

for the future.” 554

Economic Hardship Analysis of the Economic 555

Hardship topic also reveals pronounced affective 556

dimensions. Quantitative findings demonstrate sig- 557

nificant correlations across multiple emotional va- 558

lences such as: not vigor (0.595), not joy (0.623), 559

guilt (0.624), disgust (0.604), and trust (0.670). Par- 560

ticipant’s narratives consistently articulate internal- 561

ized perceptions of familial burden, manifesting in 562

assumed financial responsibilities and labor partici- 563

pation to support household economies. Accounts 564

of witnessing parental navigation of economic pre- 565

carity, health challenges, and financial obligations 566

emerge as significant catalysts for emotional dis- 567
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Figure 4: Thematic evolution of the Youth Movements
topic over time. The left y-axis indicates the mean
cosine similarity score for each theme depicted in the
line plot, while the right y-axis denotes the proportion
of documents clustered to the Youth Movements topic
for each year depicted by the gray bars.

tress, correlating with elevated measures of sadness568

(0.621) and anger (0.594).569

The data indicates heightened confusion mark-570

ers (0.614) regarding educational trajectory main-571

tenance amid financial instability, particularly in572

relation to the complex negotiation of competing573

demands across employment, academic pursuits,574

and familial obligations. However, the findings si-575

multaneously reveal countervailing narratives of576

aspiration and achievement. These manifest in577

expressions of pride (0.627) associated with first-578

generation college attendance and the anticipated579

disruption of intergenerational poverty cycles.580

5.2.3 Temporal Dynamics of Emotional581

Themes582

To examine the temporal dynamics of the emotional583

landscape, we analyze five key emotions with re-584

lation to the topic of Youth Movements. We focus585

on pride, anxiety, anger, interest, and trust. Fig-586

ure 4 illustrates the mean similarity score for each587

emotional theme per year and the distribution of588

documents related to youth movements over the589

years using bar charts.590

Throughout the examined period, trust and inter-591

est emerge as dominant emotional markers, high-592

lighting the aspirational and engaged nature of593

youth movements. In contrast, anger exhibits the594

lowest scores over the years, suggesting its lim-595

ited role in the core experiences and contributions596

of these movements. The marked decline in emo-597

tional expression across all categories during 2020-598

2021 aligns with the imposition of COVID-19 re- 599

strictions and the subsequent shift to digital mobi- 600

lization. Although a modest resurgence followed, 601

emotional intensity remained subdued compared 602

to pre-pandemic levels. This longitudinal analysis 603

not only demonstrates the methodology’s capacity 604

to capture nuanced emotional dynamics that con- 605

ventional topic-based approaches might overlook, 606

but also situates the analyzed narratives within the 607

context of macro-level societal events. 608

6 Conclusion 609

The exponential growth of large-scale textual data 610

within the social sciences presents significant 611

methodological challenges regarding the extraction 612

of meaningful insights through empirically vali- 613

dated analytical frameworks. While contemporary 614

computational methods offer an array of analytical 615

tools, they remain insufficient for researchers seek- 616

ing to derive nuanced interpretations that capture 617

the full complexity of social phenomena. Current 618

topic modeling approaches, for instance, predom- 619

inantly emphasize content-based thematic classi- 620

fication while failing to account for the writer’s 621

sociocultural positionality, which is a critical di- 622

mension through which meaning is constructed 623

and interpreted, since social locations and subjec- 624

tive standpoints can imbue ostensibly similar topics 625

with distinctly different meanings. 626

Addressing this methodological gap, this paper 627

proposes a comprehensive framework for identify- 628

ing and analyzing emotional themes within topic 629

structures, while simultaneously addressing the 630

complexities inherent in textual analysis. By in- 631

tegrating explicit knowledge from official lexicons 632

with latent semantic representations, our approach 633

evaluates the thematic composition of a document 634

based on semantic similarity. The empirical find- 635

ings reveal intricate thematic structures that have 636

been largely overlooked in prior research. Further- 637

more, our method is language-agnostic and adapt- 638

able to any official lexicon, as evidenced by its 639

successful application in both Hebrew, a morpho- 640

logically rich language, and English. 641

Future research can expand our method to in- 642

clude not only granular analysis of sociocultural 643

themes but also integrate intersectional dimensions 644

of social stratification—including gender, race, and 645

class—to more comprehensively theorize and em- 646

pirically examine the situated nature of human- 647

generated text. 648
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7 Limitations and Ethical Considerations649

This study presents a promising method for emo-650

tional theme detection; however, it is not without651

its limitations.652

First, due to privacy concerns, we cannot make653

the financial aid dataset publicly available or pro-654

vide specific examples from it. While this ensures655

compliance with ethical and legal obligations, it656

limits the reproducibility of our study and the abil-657

ity of other researchers to analyze the method in658

the context of this dataset. To address this, we also659

present results on the English dataset of Kaggle660

student profiles. However, this dataset has its own661

limitations, as the texts are synthetic and not writ-662

ten by real people. Consequently, the emotional663

valence expressed in these texts is lower than what664

we would expect in real-world data and what we ob-665

serve in the financial aid texts, potentially limiting666

the generalizability of our findings.667

Second, the quantitative insights generated668

through this methodological framework demand in-669

terpretation through disciplinary expertise. Content670

specialists can illuminate how writers’ narrative671

strategies and emotional repertoires reflect broader672

cultural, historical, and social forces within their673

respective fields..674

Finally, while the LIWC lexicon serves as a pow-675

erful foundation for this study, its full English ver-676

sion remains a closed corpus. This restricts access677

to the complete set of words associated with each678

category, potentially limiting the accuracy of cat-679

egory definitions in our study. Free access to the680

complete LIWC corpus would enable more precise681

and comprehensive category definitions by includ-682

ing the wide variety of words used to describe each683

thematic dimension.684

Despite these limitations, our method provides a685

solid foundation for future research, and we hope it686

inspires further advancements in emotional theme687

detection and interdisciplinary collaboration.688
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Box A.1: Document 546

Bruce Keller was a sophomore at the Univer-
sity of South Carolina, majoring in Earth Sci-
ence. He had always been fascinated by the nat-
ural world and was determined to understand
it better. With a GPA of 3.4, he was a ded-
icated student, always striving for excellence
in his studies. But Bruce wasn’t just a book-
worm. He had a creative side that he loved
to explore. His hobbies included writing and
painting, two activities that allowed him to ex-
press his thoughts and emotions in a different
way. But what truly set him apart was his love
for photography. Bruce was a photography afi-
cionado, always carrying his camera with him
wherever he went. One day, while walking
around the campus, Bruce stumbled upon a
beautiful garden filled with colorful flowers and
lush green trees. Without hesitation, he pulled
out his camera and started taking pictures. He
was completely lost in the moment, capturing
the beauty of nature through his lens. As he
was taking pictures, he noticed a group of stu-
dents huddled around a bulletin board. Cu-
riosity got the better of him, and he walked
over to see what was going on. To his surprise,
it was a call for submissions to a photography
contest organized by the university. Bruce’s
heart skipped a beat. It was the perfect op-
portunity for him to showcase his passion and
talent for photography. Without wasting any
time, Bruce gathered his best shots and submit-
ted them to the contest. He was nervous but
hopeful. To his delight, a few weeks later, he re-
ceived an email congratulating him on winning
first place in the contest. His photo, "The En-
chanting Garden," had captured the attention
of the judges and had been chosen as the win-
ner. Bruce was over the moon. Not only had he
won the contest, but he had also found a way
to combine his love for Earth Science and pho-
tography. From that day on, he became known
as the "Photography Guru" among his friends
and classmates. But Bruce remained humble
and continued to pursue his studies with the
same dedication and passion. He even started a
photography club on campus, where he shared
his knowledge and skills with others who shared
his love for capturing the world through a lens.
Years later, as a successful Earth Science re-
searcher, Bruce looked back on his college days
with fondness. He was grateful for the oppor-
tunities he had been given and the friends he
had made. But most of all, he was thankful
for discovering his unique quality as a photog-
raphy aficionado, which had opened up a world
of possibilities for him.

858

Box A.2: Document 16140

Allison Osborne was a sophomore at the Uni-
versity of North Carolina, majoring in Sociol-
ogy with a GPA of 3.18. She was a bright
and driven student, determined to make a dif-
ference in the world through her studies. But
there was more to Allison than just her aca-
demic achievements. Allison was a health

859

and wellness advocate, always promoting a bal-
anced and mindful lifestyle. She believed that
taking care of one’s physical and mental well-
being was crucial for success and happiness.
Her passion for health and wellness stemmed
from her own struggles with anxiety and de-
pression, which she had overcome through ex-
ercise, meditation, and a healthy diet. When
she wasn’t studying or attending classes, Al-
lison could be found jogging around campus.
She loved the feeling of the wind in her hair
and the rush of endorphins that came with each
run. It was her way of relieving stress and
staying physically fit. But jogging wasn’t her
only hobby. Allison was also a talented tarot
reader. She had inherited the skill from her
grandmother and had been practicing it since
she was a teenager. She found solace in the
cards and enjoyed helping others gain insight
into their lives through tarot readings. One
day, while jogging around campus, Allison ran
into her friend, Lily, who was struggling with
a difficult decision. Lily was torn between two
job offers, and she didn’t know which one to
choose. Allison could sense her friend’s anxiety
and offered to do a tarot reading for her. As
she laid out the cards, Allison explained the
meaning behind each one and how they related
to Lily’s situation. The reading revealed that
one job offered more financial stability, while
the other allowed for more personal growth and
fulfillment. After much contemplation, Lily de-
cided to take the job that aligned with her per-
sonal goals and aspirations. Impressed by Al-
lison’s tarot reading, Lily suggested that she
offer her services to other students on campus.
Allison took her friend’s advice and started of-
fering tarot readings to her peers. Word quickly
spread about her accurate readings and soon,
Allison’s schedule was filled with appointments.
As her reputation as a tarot reader grew, so did
her passion for helping others. She found joy
in using her unique skill to guide and inspire
her peers. It was a fulfilling and meaningful
way for her to share her passion for health and
wellness. Allison’s journey as a college student
was not just about academics, but also about
discovering her unique qualities and using them
to make a positive impact on others. She had
found her passion in tarot reading and her pur-
pose in promoting health and wellness, and she
was determined to continue spreading positiv-
ity and light wherever she went.

860

Box A.3: Document 3676

William Thompson was a freshman at the Uni-
versity of Saskatchewan, majoring in Environ-
mental Science. He was a tall and lean young
man with a passion for fitness and callisthenics.
Growing up in the small town of Saskatchewan,
William was always fascinated by the beauty
of nature and how it could be preserved for
future generations. Despite his love for the en-
vironment, William’s grades were not the best.
He had a GPA of 2.81, which constantly wor-
ried him. He knew he had to work harder to

861
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achieve his dream of becoming an environmen-
talist. In his free time, William would hit the
gym and train rigorously. He was determined
to maintain a healthy and fit lifestyle. His peers
were amazed by his strength and agility, and
some even asked him to train them. William
was happy to share his knowledge and passion
for fitness with others. But what set William
apart from others was his remarkable dancing
skills. He had been taking dance classes since
he was a child and was known for his smooth
and graceful moves. His friends often joked
that he could dance his way out of any prob-
lem. One day, while walking to his Environ-
mental Science class, William heard loud mu-
sic coming from the auditorium. Curiosity got
the better of him, and he decided to check it
out. To his surprise, there was a dance compe-
tition happening, and the winner would get a
scholarship for their college fees. Without hes-
itation, William signed up for the competition.
His friends were shocked and asked him why
he was taking part when he had a low GPA.
William simply replied, "I have to give it a shot.
It’s about saving the environment, and I be-
lieve my dancing can make a difference." The
day of the competition arrived, and William
gave a stellar performance. His dance was a
fusion of modern and traditional moves, and
the audience was captivated. When the results
were announced, William was declared the win-
ner, and he received a scholarship for his college
fees. From that day on, William’s confidence
grew, and he worked even harder to improve his
grades. He became a role model for his peers
as he balanced his love for the environment, fit-
ness, and dancing while excelling in his studies.
Years later, William graduated with flying col-
ors and landed his dream job as an environmen-
talist. He often looks back at his college days
and remembers how his unique qualities helped
him achieve his goals. He continues to dance,
inspiring others to do their part in preserving
the environment.
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Box A.4: Document 8366

Keith Steele was a sophomore at the University
of California, Berkeley, majoring in Biochem-
istry. He was a hardworking student with a
GPA of 3.75 and had always been passionate
about science and research. Keith was orig-
inally from California, USA, and had always
dreamed of attending one of the top universi-
ties in the state. Aside from his academic pur-
suits, Keith had a few hobbies that he enjoyed
in his free time. He was an avid board game
enthusiast and loved spending hours strategiz-
ing and playing with his friends. He also had a
keen interest in photography and would often
go on long walks around the campus, capturing
the beauty of the surrounding nature through
his lens. But what made Keith stand out from
his peers was his unique quality “he was a certi-
fied yoga instructor. Keith had been practicing
yoga since high school and had even completed
a yoga teacher training course during his gap

863

year. He found solace in the practice and be-
lieved that it not only improved his physical
health but also his mental well-being. Keith
was known as the go-to yoga instructor among
his friends and classmates. He would often
hold free yoga sessions on the weekends, and
many students would attend to distress from
their busy academic lives. His calming voice
and expert guidance made him a popular in-
structor, and his classes were always full. One
day, as Keith was walking around campus, he
stumbled upon an old abandoned building. Cu-
riosity got the better of him, and he decided
to explore it. As he entered the building, he
noticed that the walls were covered with graf-
fiti, and the windows were shattered. But what
caught his eye was a large open space in the cen-
ter of the building. It was the perfect spot for
a yoga studio. Keith shared his idea with his
friends, and they were all on board. Together,
they cleaned up the space and turned it into a
makeshift yoga studio. Keith started holding
regular classes there, and soon enough, he had
a loyal following of students. Word of mouth
spread, and soon, even students from other uni-
versities would come to attend Keith’s classes.
He was thrilled to see how his passion for yoga
had brought people together and helped them
find inner peace. Keith’s unique quality had
not only made a positive impact on his own
life but also on the lives of those around him.
He had found his calling and was determined
to continue spreading the benefits of yoga to as
many people as possible. And as he continued
to excel in his academics, Keith was grateful for
the balance that his hobbies and unique quality
brought to his life.
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B Hebrew LIWC 865

The full list of categories and key- 866

words in Hebrew LIWC appear in 867

https://github.com/natalieShapira/ 868

HebrewPsychologicalLexicons/blob/master/ 869

src/hepsylex/Lexicons.py. 870

From that list, we chose the following 42 cat- 871

egories: Amused, Anger, Anticipation, Anxiety, 872

Ashamed, Calm, Confusion, Contentment, Disgust, 873

Enthusiastic, Fatigue, Guilty, Hostile, Interest, Joy, 874

Nervous, Not Amused, Not Anger, Not Anticipa- 875

tion, Not Anxiety, Not Ashamed, Not Calm, Not 876

Confusion, Not Contentment, Not Disgust, Not En- 877

thusiastic, Not Fatigue, Not Guilty, Not Hostile, 878

Not Interested, Not Joy, Not Nervous, Not Proud, 879

Not Sad, Not Surprise, Not Trust, Not Vigor, Proud, 880

Sad, Surprise, Trust, Vigor. 881
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