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Abstract

We introduce a novel capacity measure 2sED for statistical models based on the
effective dimension. The new quantity provably bounds the generalization error
under mild assumptions on the model. Furthermore, simulations on standard data
sets and popular model architectures show that 2sED correlates well with the
training error. For Markovian models, we show how to efficiently approximate
2sED from below through a layerwise iterative approach, which allows us to tackle
deep learning models with a large number of parameters. Simulation results suggest
that the approximation is good for different prominent models and data sets.

1 Introduction

Deep learning models are achieving outstanding performances in solving several complex tasks
such as image classification problems, object detection [19}21] and natural language processing [8].
Over-parametrized regimes make DNNs able to extract valuable information from data [33]]. Quite
surprisingly DNNs typically exhibit impressive generalization capabilities after training [25], 33]]
without suffering of the expected overfitting. Finding appropriate complexity measures for deep
learning models can help in understanding and quantifying their generalization capabilities. Hereafter
we propose some essential features that, ideally, should characterize a complexity measure for
parametric models:

(P1) it should provide pre-training information consistent with post-training performances;

(P2) its computation should be more efficient and scalable in comparison with a full training &
validation process;

(P3) in the case of a feedforward-type model, it should be “modular”, i.e., computable in some
iterative fashior[l]

Properties (P1)-(P3) are motivated by the goal of finding an efficient tool for model selection in the
context of feedforward (stochastic) neural networks.

Notions of complexity measures have appeared in the context of machine learning, with early studies
focusing, e.g., on the complexity of decision tree models [7]] and logistic regression models [10, 15L[9].
From the perspective of statistical learning theory, the Vapnik-Chervonenkis dimension, commonly
called VC dimension [31]], is an established complexity measure defined in term of the largest number
of points that can be shattered by a class of functions [13]]. This complexity dimension has been used

"Here we are referring to the typical structure of a feedforward-type model, which is a composition of
parametric layer maps.
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to establish data-independent generalization bounds for statistical models [30, 26].

Other notions of model complexity, specifically designed for deep learning models, have been more
recently proposed, with the aim of quantifying the expressivity of a DNN [24] 27, 22| [14]. There
is, however, a supported evidence that data-independent generalization bound are not universally
effective [[17, 4]]. For this reason, data-dependent notions of complexity have also been introduced,
like the Rademacher complexity and the Gaussian complexity. These notions of complexity evaluate
the expected noise-fitting-ability of a function class over all data sets drawn according to an unknown
data distribution. By means of such data-dependent complexity measures, one obtains generalization
bounds that are considerably better than those involving the VC dimension [4} 26| 30]. In any case,
computing or estimating the VC dimension, or the Rademacher complexity, is generally a challenging
task, feasible only under strong model constraints. Some tight approximations and bounds have been
obtained in some specific cases, however they are not general enough to be applicable to complex
models like modern deep neural networks [32, 4} 3]]. With the aim to provide more easily computable
notions of complexity, other definitions have been considered based on the minimum description
length (MDL) and on the notion of stochastic complexity [28} 12} 9].

Other complexity measures of more geometric flavour have been defined in terms of the Fisher
information matrix (FIM) associated with the statistical model [29} 5 2]]. The geometric properties
of the statistical manifold revealed by the FIM collectively contribute to our understanding of the
intricate nature of the model, providing a geometric lens through which complexity can be defined,
analyzed and interpreted.

Our contributions. In Definition we propose a notion of model complexity, called two-scale
effective dimension (2sED), which is motivated by a metric-specific covering argument. We prove
a generalization bound derived from 2sED, see Theorem thereby theoretically substantiating
its efficacy as a measure of complexity. Furthermore, we propose a modular version of the 2sED,
called lower 2sED, that is specifically tailored for Markovian models. We finally present numerical
simulations based on Monte Carlo approximations of 2sED and lower 2sED for various models and
datasets. In particular, the experiments confirm properties (P1), (P2), and (P3) for the lower 2sED,
thus promoting it as a potential effective tool for model selection.

2 Related works

Recently, [S} 2] propose a notion of effective dimension, that is, a box-covering dimension related
to the number of “Fisher boxes” of a given size that are needed to cover the parameter space. The
size of such boxes represents a "scale" at which the model is analysed. Under suitable regularity
assumptions on the statistical model and on the loss functional, the generalization error (i.e., the gap
between the population error and the empirical error) can be controlled by an expression involving the
effective dimension computed with respect to an explicit scale parameter, that depends on the number
of samples defining the empirical error. On the one hand, the generalization bounds proved in [2} [1]
require the logarithm of the FIM to be Lipschitz which excludes the case of over-parametrized models
[L6]. On the other hand, the original definition requires a global computation for the statistical model
as a whole, hence it does not satisfy properties (P2) and (P3). Indeed, one of the main challenges in
the computation of the effective dimension is to determine the eigenvalues of the Fisher information
matrix. Note that, for high-dimensional models, even the storage of the Fisher information becomes
impractical, despite sophisticated approximation methods such as K-FAC [23]]. We focus to address
the issues that affect the previous definition by proposing the 2sED and the lower 2sED for Markovian
models.

3 Preliminaries

Take X C R%» and ) C R%u¢ nonempty Borel sets, and denote by (X,Y) € X x ) a pair of random
vectors with (unknown) joint probability distribution p = p(z,y). Let (X1,Y1),..., (XN, Yn) be
i.i.d. copies of (X,Y). A dataset D := {(x;,y;) : ¢ = 1,..., N} is understood as a realization of
the IV random pairs considered before. A statistical model on the sample space X x ) is a collection

Me(X,Y) = {py : ¥ € O},

where py = py(z,y) is a joint probability distribution on X’ x ) for each ¥ € ©, and © C Réisa
bounded domain called parameter space. In order to stress the functional relation between the input =



and the output y, it is customary to assume py = py(y|x) p(x) of the form py(z,y) = py(y|z) p(z)
where py(y|x) is a parametric conditional probability, and p(z) denotes the marginal of the unknown
distribution p(x,y) on X'. We will also assume that the parameter space © is equipped with a
probability measure and we denote as Ey the expectation with respect to this measure.

Under suitable regularity conditions,we define the Fisher information matrix as:

F(0) = Eay)mp, (Vo lo(2,9) @ (Vo Lo (2, 9))] M
where by a®? := a ® a we mean a - a’ (with the convention that a is a column vector) and
ly(xz,y) := log py(z,y). In other words, the Fisher information matrix is the expectation of the

orthogonal projector onto the direction of the gradient of the log-likelihood, scaled by the squared
norm of that gradient. It is a symmetric and positive semidefinite d x d matrix. Its empirical version
is N
Fn(9) = 1 D (Vo lo(Xi,Y7)) @ (Vo lg(X;, 7))
N N — 9 b9 iy L4 RL i Li))

for some (X1,Y1),...,(Xn,YN) “r py. Foreach ¥ € © and u,v € RY, if F(¥9) is smooth and
positive-definite, then (u, v)y := (F(9)u, v) defines a Riemannian metric on the parameter space O,
that from now on will be called Fisher metric (we shall adopt the same terminology also when the
metric is degenerate). In general, the Fisher metric can be considered as the pull-back of a (possibly
degenerate) Riemannian metric on Mg (X, )) [22].

We also define the pointed Fisher norm of a vector v € R? as [|[v a¢9) := /(A(J)v,v) and the
corresponding balls of radius € > 0 are referred as Fisher balls of radius € defined as:
Bg(ﬁo) = {19 €0: H19 — 190||F(190) < 5} . 2)

Some further terminology must be recalled before discussing the generalization bounds. Given a loss
function £, i.e., a continuous function £ : [0, +00) x [0,400) — [0, +00) such that £(a, b) = 0 if
and only if a = b, we define the population risk

R(0) = E (g y)~p[ €00 (y]2), p(yl2))],

and the empirical risk
n

Ral9) 1= - 3" S(paYilX), p(¥i1X,)

where (X;,Y;) b p, 1 =1,...,n. Then, the generalization error is defined as

IR = Rnlloc = sup |R(J) — Rn(9)] - ©)
9€O

4 The two-scale effective dimension

Here we consider a notion of complexity for a statistical model Mg, that depends on the properties
of the Fisher metric on the parameter space.

Definition 4.1. Given 0 < ¢ < 1and 0 < ¢ < 1, we define the two-scale effective dimension (or
simply 2sED) as

log By [det (14 + =<~ F(9)?)]
|log(e<—1)| ’

de(e) = ¢d+ (1 =) “4)

where
d .
==t F(9) if Ey[Tr F(9)] >0
. Eg[Tr F(D
F(9) = o[Tr F(9)]
0 otherwise
is the normalized Fisher information matrix, so that whenever the statistical model is not trivial (i.e.

not constant with respect to 1) the expectation of the trace of F satisfies

Ey[Tr F(9)] =d.



Note that d¢(¢) is the convex combination of the dimension d of the parameter space with a slight
variant of the effective dimension studied in [2], which is obtained in the special case ¢ = 0.

Remark 4.2. The 2sED, as the original effective dimension, is inspired by the box-counting or
Minkowsky dimension of the statistical manifold Mg [5, 2] . Given a metric space (X, d) and a
subset S C X, the box-counting dimension of S'is defined as

dimyp,, (S) = lim M
=0 |log €]

where Ny(e) is the minimum number of e-size balls (with respect to the metric d) needed to cover S,
also known as the e-covering number of S. The box-counting dimension quantifies how fast Ny (¢)
changes as the radius € approaches zero. Motivated by this notion of fractal dimension, we can define
the effective dimension of a statistical model M at the scale ¢ as
, log Ny(e
dimer,. (M) = 2220 5)
[Tog <]

where Ny(¢) is the number of Fisher balls of size ¢ (defined in (2))) needed to cover ©. The 2sED
defined in (@) is motivated by an upper bound estimate of (5) which is computable for a given
statistical model under reasonable regularity assumptions.

Remark 4.3. Two parameters show up in the above definition: a micro-scale ¢ > 0 and an exponent
¢ € [0,1) defining a meso-scale § = £°. The emergence of two scales is tied to the estimation
argument for Ay (&), which requires weaker assumptions compared to those in [3} 2]]. The micro-scale
is related to the size € of Fisher balls that are used to cover a component of the parameter space, while
the meso-scale ¢ represents the size of the components of a partition of the parameter space, that
needs to be fixed in order to localise and adapt the micro-scale covering. This covering argument
plays a fundamental role in the proof of the generalization bound (Theorem[5.1)). A more formal and
detailed discussion of the covering argument is reported in the proof of Lemma [B.2]in Appendix
Note that when ( = 0 we essentially obtain the effective dimension of [2]], up to a slight technical
difference due to the presence of the square root of the normalized FIM F'. More generally, the 2sED
is a convex combination of the dimension of the parameter space and the effective dimension.

Remark 4.4. The effective dimension d¢(¢) can be shown to converge to (d + (1 — ()7 as e — 0,

where 7 := maxgee rank(E'(1))), see Proposition The proof follows the strategy of Remark 1
of [2]l, and is presented in Appendix [A]for completeness.

5 Generalization bounds

It is known that the Fisher information of a statistical model degenerates asymptotically with the
number of parameters [16]. This suggests that, in the case of a large (over-parametrized) model, like
a deep neural network with high-dimensional layers, the corresponding Fisher information matrix
F (1) should have a lot of small (or possibly zero) eigenvalues. For this reason, in Theorembelow
we will not require the Lipschitz regularity of log(F(¢)), as done in Theorem 1 of [2]], because this
assumption would imply uniform positive lower bounds on the eigenvalue of F'(+}). Without loss of

generality, we directly assume F' = Fand© = [0, 1], as this can be enforced by a suitable scaling
of the model.

We list below a set of hypotheses, that will be required in the generalization bounds:
(i) the map ¥ — py(y|z) is of class C11 uniformly in (x,y);
(i) there exist two constants 0 < aq < «y such that
a1 < p(x,y), po(z,y) < oz
forallz € X,y € V,v € ©;
(iii) the Fisher matrix field F'(+#) is L-Lipschitz with respect to the Frobenius norm;

(iv) the loss function £ is bounded by 2b and is A-Lipschitz, for some b, A > 0;

(v) the meso-scale parameter ( satisfies ¢ € [%, 1).



Some comments about the previous properties are in order. First, property (i) is a mild regularity
assumption on the model. Property (ii) prevents degeneration of both probability densities p(z, y)
and py(x,y). The L-Lipschitz property (iii) is crucial to compare the pointed Fisher norm computed
in different ¥ € © and it is satisfied for instance by models of class C'*! (but possibly also by more
general models). Lipschitz regularity and boundedness of the loss function £ (property (iv)) are
standard assumptions (see, e.g., [20]). Finally, property (v) is structurally needed in the proof of
the generalization bound (Theorem [5.1)) and it is strictly related to the covering argument discussed

Lemma [B.2]in Appendix
Theorem 5.1. Let us assume (i)—(v). Then, there exist explicit constant.ﬂ C,H, K,ng > 0 such that

3/8
foranyy € (0,1], n > ng, and &, = (%) , we obtain
P<S“g |R(Y) — Ry (9)] > Cen) < Hep®Ep=%5 ©6)
€

The proof of Theorem [5.1]is given in Appendix [B]

Remark 5.2. Under the assumption that the eigenvalues of F' are smaller than p for some fixed p > 0,
the above result implies the existence of o > 0 such that, for 0 < 7 < 7o, the right-hand side of (6)
vanishes as n — oco. The upper bound 7 is explicit and depends only on the dimension d and on the
properties of the model, see (34). By choosing  as above, the right-hand side of (6)) gives an explicit
upper bound of the generalization error, that is non-vacuous also for finite 7 (even though this can be
granted only in the under-parametrized regime, i.e. for n large enough).

6 The effective dimension of a Markovian model

Markovian models are a family of probabilistic models characterized by a sequential, feed-forward-
type structure, see the Markovian property stated below.

Let us consider an integer L > 2, a probability space (2, F,P), and a random vector X, : Q@ —
&j for j = 0,...,L. Given a parameter space © = ©; x --- x Op, a parametric statistical
model Mg (AXp,...,Xr) satisfies the Markovian property if and only if for each py(zg, ..., 21) €
Mo (X, ..., Xr) and for each ¥ = (¢1,...,91) € © = O X --- x Op, we have:

o (o, ..., xr) = p(xo)pe, (T1]20) - - Py, (Tr|zL—1) (7

where 91, ..., ¥, are the parameters associated to the model’s distribution of X1, ..., X}, respec-
tively. Many well-known and commonly used neural network architectures, such as feed-forward
neural networks, can be interpreted as Markovian models with concentrated, Dirac-type probability
distributions. A specific evaluation of the effective dimension of these models seems therefore
particularly interesting. Exploiting the Markovian property, for j = 1,..., L we define:

F(djlzj-1) = / (Vo,lo, (xj]25-1)) %o, (dajlaj—1)
where 1y, (zj]x;_1) := log py, (x;]z;_1) and
Fy = Fj(ﬁla T 19]) = EIOEJL’MIO T E$j71\1j72[F(19]"xj—1)] )

where E;, and E,, |, _, denote the (conditional) expectations with respect to p(xo) and py, (z;]2;-1),
respectively. Clearly F; is a symmetric and positive semidefinite d; x d; matrix (where d; is the
dimension of ©;) and represents the j-th block of the Fisher information matrix

Fi(9h) 0 0
F(ﬁ) — 0 F2(791>192) . (8)
0 S

’the constants can be computed/estimated in terms of the assumptions.



We recall that the two-scale effective dimension (2sED) is

L
log ][ ][ I det; dv: - av., , ©)
(]

L j=1

de(e) = <+

1

where det; = det; (91, ...,9;) := det (I]‘ + 5_1Fj2> and I; denotes the d; x d; identity matrix.
Since F); depends on all the parameters of the previous blocks, it is not possible to directly factorize
the multiple integral in (9). Nevertheless, one obtains a more easily computable lower bound of d; (¢),
called lower 2sED, by a single application of Jensen’s inequality as hereafter described. Let di* (e)
be the 2sED associated with the composition of the first m layers, m > 2. Then:

m _ m—1 @
dg*(e) —di* " (e) = \logs| (][ ][ det,, d¥,, d
][ ][ log det,, d¥,,d®,, ,
\10g8|

where we have set (:)m =01 X - x0,,_1and

d(I)m = ‘I)m(dﬁh N ,dﬁmfl) = det d191 dﬂmfl .
I 16yl I@ | = H
Now, a lower bound of dZ”(e) can be iteratively defined form =1, ..., L as follows:
de(e) = ¢d+ —¢ log £ det(I) + & 'Fy(91)?) ddy = (d + —¢ log][ dety di,
\1 gel 7 Je, \1 gel 7 Je,

(10)

1-¢
d =dr e+ ][ ][ log det,, d9,, d,,
e =4 g T, 1o

From now on we set glc = glé and call it the lower effective dimension of the Markovian model Mg.

7 Experiments

In this section, we present experimental evidence that the behavior of the loss in the training of given
parametric models is related both with 2sED (@) and the lower 2sED (10). We compute d, and d
of different feed-forward neural networks (FNN) such as convolutional neural networks (CNN) and
multi-layer perceptrons (MLP). The experiments rely on the computation of the exact eigenvalues via
the numpy.linalg.eig function. As discussed in Section[§] an interesting research direction (which
goes beyond the goal of this paper) would be to investigate strategies to efficiently compute the
(lower) 2sED via a suitable approximation of the spectrum of F'. The feed-forward neural network
choice is justified by their architecture characterized by a Markovian dependency structure. Indeed,
the flow of information in FNN is unidirectional from input to output, making them representable
with a finite acyclic graph. We evaluate d- and d on real-world datasets, including Covertype dataset
[6], MNIST dataset [[11]], and CIFAR10 [[18]]. All simulations are conducted on a 12th Gen Intel(R)
Core(TM) 19-12900KF equipped by a NVIDIA GeForce RTX 4090. In the worst-case scenario, the
experiments required a maximum RAM memory consumption of 17 GB.

Description of the models. To simplify notation and enhance readability, we denote with "MLP Nj-
Ni-...-N," aMLP with n linear layers, each with a width of N; fori = 0, ..., N, followed by ReLU
activation functions on all layers except the final layer n. If we denote with W# € RN:*Ni-1 the
parameters of the ¢-th layer, we can describe "MLP Ny-N;-...-N,," through n blocks of operations
defined as O;(-) = ReLU (W) fori = 1,...,n. Similarly, "CNN No-Ni-...-N,, |L1-...-L,,"
refers to a convolutional neural network with n; convolutional blocks each one of kernel size IV;
forv =1,..., N; followed by a flattening layer and no MLP blocks of width L; for: =1,...,ns.
Within each convolutional block, the operations of convolution, batch normalization, ReLU activation,
and max pooling are performed sequentially. Moreover, the flattening operation is executed by



applying a common convolutional kernel to all the channels of the last convolutional layer. Hence,
given the input A € RNeX**F the flattening operation Flaty : RNeX**k s RNe is defined as
follows:

k k
[Flatg(A)], = A K =Y Y A K j,

i=1 j=1

forl =1,..., N, where A;.. denotes the R*** obtained by fixing the first dimension at index [ and K
is a k x k convolutional kernel which is a parametric matrix in applications. This approach effectively
reduce the number of parameters allowing us to compute the effective dimension in reasonable time.

Introducing stochasticity. In applications, the core architectures of many deep learning models is
deterministic, and the stochasticity is usually introduced in the training pipeline rather than in the
model itself. This makes deep learning models, like MLPs and CNNs, incompatible with our setting.
Therefore, we approximate deterministic feed-forward neural networks with stochastic variants,
where the output of each block is Gaussian with mean the current block deterministic output and a
small fixed variance 2. In other words, if N is the number of blocks, the output of the ¢-th block Of
is given by
O;-T =0;+v NN(Oi,U2I),

where O; is the deterministic output of the i-th block, v ~ N(0,0?). For all the subsequent
experiments, we will specifically focus on the computation of 2sED and lower-2sED for ¢ = 0 and
consider the empirical Fisher information matrix Fy. Note we compare different network topologies
while keeping more or less the same number of parameters. Hence, the informative part of the
definition of the (lower) 2sED automatically becomes the log ratio.

Sharpness of lower 2sED. To empirically validate the lower 2sED, we compute d,, and d for
different stochastic perturbations of feed-forward neural networks, also varying the covering radius
€. We keep constant both the 100 samples used to estimate Fy and the 100 vectors of parameters
employed for estimating the integrals appearing in (@) and (I0). The results are visualized in Figure

and Figure
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Figure 1: (a) Difference between 2sED and lower 2sED can not be appreciated, which means that
the second is a tight lower bound of the first. Here, the lower 2sED and 2sED of M LP 54-16-7
using 100 Covertype samples and 100 vectors of parameters for the Monte Carlo estimation of Fiy
is shown; (b)Lower 2sED and 2sED of C NN 7-5|10-50-34-10 using 100 MNIST samples and 100
vectors of parameters for the Monte Carlo estimation of Fy are extremely close.

)
%

S o

>
QQQ
S RN

o

Notably, the lower bound is sharp in both the MLP and the CNN case suggesting the conclusions
regarding model complexity obtained using d- (€) are equivalent to those obtained when considering
d¢(e) for all covering radius . It is also worth noticing that lower 2sED exhibits a sequential form,
reducing the computational demands when investigating how the model’s complexity changes by
modifying only its final components.

Dependence on o2. We study now the impact of variance o2 on 2sED and lower 2sED. We vary the
values of o while computing the d. and d for different models on Covertype and MNIST dataset.

Figureand Figure show that the impact of o2 on d. and d is negligible.

Stability of Monte Carlo estimates. Monte Carlo integration is crucial in the estimation of both the
Fisher information matrix and the integral within © appearing in (@). To ensure the reliability of our



results, we conduct a robustness analysis of the lower 2sED with respect to variations in the number
of samples and parameterizations employed for integrals estimation. Figures [2a] 2b] 2c| 2d| confirm
the stability of the lower 2sED plots with respect to the number of points used in the Monte Carlo
approximation. The 2sED is computed for three different models on Covertype, MNIST and Cifar10
dataset.
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Figure 2: (a) Stability of the lower 2sED of CNNs estimated using 100 Covertype samples and 100
vectors of parameters for the Monte Carlo approximation with the corresponding error margin; (b)
Stability of the lower 2sED of MLPs estimated using 1000 Covertype samples and 1000 vectors of
parameters for the Monte Carlo approximation with the corresponding error margin; (c) Stability of
the lower 2sED of CNNs estimated using 100 Covertype samples and 100 vectors of parameters for
the Monte Carlo approximation with the corresponding error margin; (d) Stability of the lower 2sED
of CNNss estimated using 500 Covertype samples and 100 vectors of parameters for the Monte Carlo
approximation with the corresponding error margin.

Lower 2sED and training curves. Finally, we test the relationship between the lower 2sED and the
loss minimization. We expect that models with higher values of the lower 2sED can achieve higher
accuracy after training. Furthermore, it is crucial to gain a deeper understanding of the role played
by the covering radius, denoted as ¢, in the 2sED definition. We compute the lower 2sED for three
different models with similar dimension on CIFAR10 and Covertype dataset. The dimension of these
models is reported in Table [I] MLP 54-10-2-10-25-7 is characterized by a bottleneck structure in
the middle of its architecture. A loss of information due to this bottleneck is therefore expected as
data are mapped into a significantly lower dimensional space. Consequently, the expressiveness of
this model is expected to be lower compared to the other two models, even though it is bigger than
MLP 54-16-7 in terms of number of parameters. In Figure[3a] this expected behaviour is effectively
captured by the lower 2sE, as indicated by the lower position of the red curve in comparison to the
other two curves.

Furthermore, the position of the curves change varying the covering radius €. The MLP 54-16-7
model exhibits greater expressiveness within this range of . Conversely, for smaller values of ¢,
MLP 54-13-11-9-7 appears to be more expressive. This behaviour is empirically validated by the
experiments. In Figure [3c|and Figure [3e| we observe the training loss curve for the three models
when trained with only 10000 and 100000 data respectively. Note that MLP 54-16-7 is the one
achieving the lower training loss using 10000 data, while MLP 54-13-11-9-7 is consistently better



Table 1: Number of model’s parameters

MODEL NUMBER OF PARAMETERS
MLP 54-16-7 976

MLP 54-13-11-9-7 1007

MLP 54-10-2-10-25-7 1005

CNN 7-5/10-50-34-10 4493

CNN 3-5-3-6|10-50-34-10 10034

CNN 3-6-5-3]10-50-34-10 10041
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Figure 3: (a) Estimated lower 2sED of three different MLP architectures using 100 Covertype samples
and 100 different vectors of parameters for the Monte Carlo estimation of Fy; (b) Estimated lower
2sED of three different CNN architectures using 100 CIFAR10 samples and 100 different vectors of
parameters for the Monte Carlo estimation of F'y; (c) Training loss plots of MLPs on 10000 random
Covertype samples using Adam with learning rate 1¢~3 and a batch size 64; (d) Training loss plots of
CNNs on CIFAR10 using Adam optimizer with learning rate 1e =3 and a batch size 512;(e) Training
loss plot of MLPs on 100000 Covertype samples using Adam optimizer with learning rate 1e~3 and
a batch size 64; (f) Training loss plots of CNNs on augmented CIFAR10 (double the original size)
using Adam optimizer with learning rate 1e~3 and a batch size 512.



with 100000 data. The empirical correlation between training losses and lower 2sED underscores the
capacity of 2sED as a reliable measure for describing the training capabilities of neural networks. We
conducted additional experiments, manipulating the number of training data points. The outcomes
align consistently with the previously described results. This further confirms its effectiveness as a
capacity metric.

Other experiments. Other experiments in this direction are performed on the CIFAR10 and MNIST

dataset and the results are reported in Figures 61 [9] varying batch sizes providing
additional empirical evidence that supports our findings.

8 Conclusions

We propose a novel complexity measure called 2sED strongly related with the geometric properties of
the statistical manifold. This notion allows to bound the generalization error under mild assumptions
on the model (see Theorem[5.I)) to theoretically justify the 2sED as a complexity measure. At the same
time, a modular version of the 2sED, called lower 2sED, specifically tailored for Markovian models,
is introduced as a tight lower bound for the 2sED. The lower 2sED can be computed sequentially
layer-by-layer, which drastically reduces the computational effort and the storage consumption
compared to the original 2sED. Consequently, the lower 2sED can be computed for more complex
(deeper) models than those considered in previous works.

Finally, numerical simulations based on Monte Carlo approximation of the 2sED and the lower
2sED for various models and datasets are presented. The experiments remarkably confirm desirable
properties (P1), (P2), and (P3) for the lower 2sED. These experiments show that the lower 2sED
represents a tight approximation of the 2sED. The resulting relation between the scale parameter, the
number of training data and the training error suggests that the lower 2sED is a reliable complexity
measure that can be used as a tool for training-free model selection. Indeed, it can be accurately
estimated for general models, distinguishing it from other complexity measures that are often
challenging to compute directly and may only be estimated, often assuming a precise model structure.

Limitations and Future perspectives. We study a new notion of complexity for deep learning models
and we show empirical evidence that the lower 2sED effectively captures the training behaviour.
However, the computation of the lower 2sED for large-scale machine learning models is complicated
by the dimension of the FIM, whose eigenvalue problem is computationally intractable. In light of the
theoretical nature of this work, the implementation of the 2sED has not been optimized. Exploring
code optimization would be an interesting direction for future research and necessary to study the
lower 2sED of bigger models.

Therefore, an interesting research direction is to develop techniques for further reducing the com-
putational cost of the lower 2sED. The main goal is to approximate the eigenvalue distribution
of the FIM, rather than computing exactly each eigenvalue. This would consistently improve the
effectiveness of the lower 2sED as a model selection criterion, e.g., in the step-by-step design of
deep feedforward neural networks. Another avenue for future research is to design variants of 2sED
and lower 2sED specifically adapted to very large neural networks, which characterize modern deep
learning architectures. This not only would bring out a deeper understanding of the complexity
and the generalization capabilities of huge machine learning models, but it could also provide more
efficient approximations of the (lower) 2sED for them.
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A Asymptotic property of d¢ (<)

In this section, we prove the following result.

Proposition A.1. Let 7 denote the maximum rank of the Fisher matrix F (9) and let i > 0 be an

upper bound for all the eigenvalues ofﬁ'(ﬂ),for ally € ©. Then, forall{ € [0,1)and 0 < e < 1
we have

(11)

d<(€)5<d+f(1—<+bg<1+ﬂ”g>>

[Tog <]
and, moreover,

lim de(e) = Cd + (1 - O

Proof. Letus fix (, € as above. Denoting by ry the rank of F (1), we have:

log f,, det(Idq + S~ FV/2(9)) dY

de(e) = ¢d
c(e) =Cd+ Toge]
log ™ (14 eSTINY2(9) do
— Cd“r (€] =1 7
| loge
< cd i 1o Jo2 T IS A+ AP )) 0
- & |loge|
< cq s lome log £ T2, (L4 A2 (@) a9
- |log ¢| |log ¢| ’

where \;(19) are the nonzero eigenvalues of F'(19). Notice that log fo ITi2, (1 + /\; / %(9)) ¥ is finite.
Indeed, 0 < \;(¢) < p by assumption. Then it holds

1< ﬁu FAP0) < (14 pt2)r

i=1

This implies that
9
= f [T+ X)) < (@2
©i=1
and therefore (TT)). We thus conclude that
: < O
gl_rg%dc(a) <{d+(1-¢)r (12)

To see the other inequality, let us consider A := {¢ € © : ry = #}. Notice that A C © and hence
|A| < oco. Also, by continuity of the Fisher matrix, the set .4 has positive measure. Then, we have

log f, det(Idg + ¢~ F3(9)) dv

de(e) = ¢d + Togel
o log f, det(Idg+ e~ F2(0)) dd
|log el
] det(Idg, + S E2 (9)) do
ZCd+ngAe( dy T € O()) ’
|logel
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where dy is the number of non-zero eigenvalues of F(ﬁ) and Fo(ﬁ) is the diagonal dy X dy containing
only the dy non-zero eigenvalues of F'() for all ¥ € ©. This yields

log f, det(Idg) + det(5<_1F0% (9)) dv

d > ({d
¢(e) = Cd + |loge|
—cd+t log [A] log £, TTi—y e ' A7 (9) dv
|log g] |loge|
1 P C1NZ () d)
:Cd+10g|A|+ngAHz:1€ z( )
|log g| |loge|
1 1 A2 ()
|log €| |log €|
log , A2 (4)
:§d+f(1—§)+—gf“4 )
|log €|

Notice now that since \;() # 0 for all ¥ € ©, it holds that log f , )\Z-% (9) d¥ < oo and so:

log f 4 AZ (1) d¥

lim =0.
€0 |log g]
Therefore
lim d¢(e) > ¢d+7(1—(). (13)

e—0

Combining (12) and (I3)), we conclude
lim de(e) = ¢d + #(1 — C).
e—0

B Proof of the generalization bound

We conveniently introduce additional terminology and a few of new definitions concerning d x d
symmetric matrices and matrix fields. We denote by Si (R) the set of real d x d symmetric and
positive semidefinite matrices.

Recall that, for all A € S¢(R) and z € RY,
(Az, z)| < [|A]||=f?,

where || - || denotes the Frobenius norm (this is because the Frobenius norm bounds from above the

operator norm). Let 8 > 0, then for A € Si (R) we define Ag by replacing its eigenvalues smaller
than [ with 3. In practice, we consider a spectral basis {Uj } j=1,...a With its corresponding sequence
of eigenvalues {\;};—=1 . 4, then define

d

Ag = max();, B)u; @ u; . (14)
j=1

Note that this definition does not depend on the choice of the basis because the matrix A only depends
on its eigenvalues and eigenspaces. Given a matrix field A : © — Si (R), we define the pointed A

norm of a (tangent) vector v € R% at ¥ € © as

[v]lae) = V(A(D)v,v).
Let A e Si(R), we choose a spectral basis U = {u; };—1..4 for A and, for any v € R%, we set

plap = max v/Ail(v,ui)l, (15)

i=1,...,

where ); is the eigenvalue corresponding to the eigenvector u,;.
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LemmaB.1. Let A: © — S’Sj’r (R) be a L-Lipschitz matrix field. Then for all § > 0, v € R?, and
1,99 € O, one has

011, (05) < (B +wa (|91 = B2])) 0]1%, 019 - (16)
where
wp(t) = LB~ t. (17)
Proof. We first note that
[{(A = Ag)v,v)| < Blvf*. (18)

To see this we write v in spectral coordinates and compute

M&

((A—Apg)v,v) — max /\],ﬁ)) = Z (A — ﬁ)QUJQ» < B*)?,

J:1 JiA<p
whence (I8) follows. Now by (I8)) we obtain the conclusion:
10112500 < (As(81)0,0) + [{(As(91) — Aa(@2))v, 0)
(Aa(91)0,0) + Blof? + (AW )0, v) — (A0, 0)| + Blof?
(Ag(91)v,v) + (2 + LB 91 — D2))Blvf®
(34 LB i — 192|)HU||,245(191) .

INIA A

where in the last inequality we have used the fact that

d
loll%, = > max(;, 8) v = Blol*.

j=1
O

LemmaB.2. Let0 <e < 1,¢ € [3,1), © = [0,1]%, and assume that the Fisher matrix field F (1))

is L-Lipschitz. Then, F admits an L-Lipschitz extension to the whole R?, and © can be covered by
Cq =% Fisher balls of radius ¢, where d¢(e) is as in @), and Cq is a dimensional constant.

Proof. The fact that any L-Lipschitz mapping from a subset of R¢ into R admits an L-Lipschitz
extension to the whole R is classically known as Kirszbraun’s Theorem. Consider now a partition Q
of © made by closed cubes with mutually disjoint interior and side § = §(Q) = £, and let Q be one
of these cubes. Set

B=¢e%/6% =272, (19)
fix a generic ¥¢g € Q and a spectral basis Ug for F'(¥¢). Then, the 8-Fisher box centered in ¢ of
radius € > 0 is defined as

BOX/;,E(ﬂQ) = {19 €0O: [19 — ﬂQ]Fﬁ(ﬁQ)yUQ < 6} .

Let Sg be the Euclidean ball circumscribed to @). Consider a partition of R? by means of translated
copies of Boxg «(¥q), then the minimum number of such boxes that have a nonempty intersection

with @ is bounded from above by the number k& = %(Q, B, ) of boxes that have a nonempty
intersection with Sg. The volume of each copy of Boxg . (¥q) is given by

|BOXﬁ B 19@

1:[\/ Xip(0q)

At the same time, the union of the covering boxes is contained in Sq + B, V) i.e., in a Euclidean
ball B, with

p=\/a(g+2\/€B>:g\/&57 (20)

hence its volume is bounded from above by |B,| = aq p?, where ag = 7%/2/T(d/2 + 1) is the
volume of an Euclidean ball of radius 1 in R%, and I'(-) is Euler’s Gamma function. Therefore we
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can estimate k from above by the ratio between the upper bound on the volume of the union of the
boxes and the volume of a single box. We obtain

i 1Bl o (x/3(6/2+2g/x/3))d o (5/2\/&5)d
= |BOXB,6(19Q)| Hf:l \/ﬁ H?:l \/ﬁ

d d
ScdH’V )\z’ﬂéﬂQ)-‘ :CdH’V )\i(gQ)-‘ 7 o)

i=1 i=1

where we have used the special rounding function
[x] = min{k € N: k > max(x,1)}

(note that [x] > 1 for all =), and where cq = aq(5/4)%d%?. Note that, by Stirling’s formula
(x4 1) ~ V2rz(z/e)® valid as & — +o00, we deduce that cq < (257e/8)%2 < 64 for d large
enough.

Let us notice that for all ¥ € S, the translated copy of Boxg . (¥¢) centered in o) is contained in the
corresponding translated copy of Bg /() centered in ¢, where:

B o (¥q) :={€0: € =9qllrso) <€}

and &’ = v/de. Indeed, let ¥ be the center of the translated copy Box of Boxg,.(Yg), then for each
¢ € Sg N Box one has by definition [{ — U], (9,),0, < €. Consequently we have

d
1€ = PN ry00) = Z)‘B,in)Kf —J,ui(0Q))?

=1
<Vd max Ag,i (V@) (€ — J,ui(Vq))|

= \/g[f - 19]1‘73(19@)11@
<¢

Now we notice that for all ¥ € Sq the translated copy of Bg ./(¢¢) centered in ¢ is contained in

Bg o (9), where
e =e\/d(3+5VdL). (22)

Indeed, let ¥ be the center of the translated copy B of B 5,c(¥g), then for each £ € Sg N B one has
by definition [|{ — V| g, (9,) < €. Consequently, by Lemma and by the fact that both ¢} and J¢
are contained in B, one gets

€ = Do) < 1€ — Dl znoqy/3 +walld — Vo)
<&'\/3+ws (|9 — Yql)

< e\/d(3 + wa(5Vds))

<e\/d(3+5VdL).

where in the last step we have used
wg(5Vdd) = 5V dLe* "2 < 5VdL, (23)

with the last inequality following from the assumption ¢ > 2/3.
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The previous estimate shows that there exists a covering of ) by means of at most k¢ balls of the
form B; = Bg . (¥;), with j = 1,..., kg. Therefore, by combining (I9), ZI) and 22), we get

kQS'ifSCdH’V ‘ww
=1
d

<[ [ as + VAL 00)

< cq(d(3 + 5\/&L))3Qlf[ <(€")1\/@+ 51)

< ca(d(3+5VdL))%e <d|QH( \/TQ)H)

< euldla-+ SV (M) @l (s a0 1)
<

cad(3 + 5VAL) 4 ()¢ H ((e"><%/xz-<ﬁ@> n 1)
< cald(3+ 5VAL)) 2 (" CdQIH( \/Aiw@ﬂ),

where we have used that [xy]| < xy+ 1 for all z,y > 0. Therefore, by conveniently writing ¢ instead
of ¢”, we obtain that the number k¢ of 3-Fisher balls of size ¢ that are needed to cover () satisfies

d
ko < Ca==<QI ] (1 e Aiw@) = CaeQ|det (T + < F(9g)F) |

i=1

where now

e2 1-¢
= (d(3 + 5Lﬂ)> @9

and Cy = cqd®¥?(3 + 5v/dL)3¥/2. Finally, if we denote by k(e) the cardinality of the least number
of B-Fisher balls of size ¢ that are needed to cover ©, by summing over () and choosing ¥¢ as a

minimum point for det (I + 54—1F(19)%) when ¥ € Q, we obtain
k(e) < Cde‘<d/ det (I + &S F(9)3) d = Cge™9(®),
e

Since || - [|p,(9) > || - (v forall > 0 and ¥ € ©, we finally obtain that k(¢) is also an upper
bound for the covering number associated with Fisher balls, and this concludes the proof.

The following result exploits the link between the generalization bound and the covering bound
proved in Lemma|[B.2]

Lemma B.3. Under the assumption of Theorem there exist 9, C, K > 0 such that for all
e € (0,g0) we have

P {sup |R(V) — R (9)] > CE} < 4k(e) exp (—Kneg/g) , (25)
YeO

where k() is a bound on the cardinality of a covering by Fisher balls of radius e.

Proof. As a first step, we need to “discretize” the estimate of the left-hand side of (23)) at the micro-
scale €, using the previous covering lemma (Lemma|[B.2). By inspecting the proof of Lemma[B.2] we
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notice that we can consider 3-Fisher balls instead of Fisher balls for the covering, where 3 is defined
in (24). We also recall that the meso-scale 4 is now given by

¢
€

= ——
d(3 + 5LVd)
Since S, (V) = R(¥) — R, (9), for all 91,92 € © we have
S0 (91) = Sp(P2)] < [R(V1) = R(V2)| + |Rn(01) = Ru(V2)] - (26)

Now we estimate each term in the right-hand side of (Z6) under the assumption [, — 92| < 5v/d0.
We set J(t) = t1 + (1 — t)0s for t € [0, 1], and we estimate the first term:

[R(V1) = R(V2)] < /Xxy [£(po, (ylz)) — £(po, (ylz))| p(de, dy)

< / |2 (pogo) (u]2)) — E(pocr) (u]))| p(da, dy)
X XY

/Xxy

< /01 /Xxy |01L(por) (ylz), p(ylz))| ’<V19p19(t)(y|x),192 - 191>’p(dx, dy)dt

1
/O NL(pyr) (ylm)7p(ylx))<vﬂpﬂ(t) (ylz), d2 — 191> dt' p(dz, dy)

1
< A/ / <V19p19(t)(x7y)7192 - 7-91>‘ p(d:mdy) dt
0 XXy

1
= A/ / <v19 logpﬁ(t) (-T,y),’ﬂg - 191>‘ pﬁ(t)(xa y) p(dl’, dy) dt
0 JAXY

1
= A/ / <V19 logpy 1y (z,y), 92 — 191>‘ p(z,y) po (dz, dy) dt
0 JXXY

where we have used the fundamental theorem of calculus, Fubini’s theorem, the A-Lipschitzianity
of £, and the fact that Vg log py(y|z) = Vy log py(x, y). Then, by Cauchy-Schwarz inequality, we
obtain

RO = R <A [ By, i) - (FOO) 02 = 00), 02— 00)

< A/O qu‘)(t) [pg(x7 y)]1/2 . <Fg(19(t))(192 - 191)a 792 - 791>1/2 dt

1/2

< AC, /1 <F5(19(t))(192 — 1), 09 — 191> dt,
0

for some constant C; > 0 depending on «v, a2, thanks to hypothesis (ii). Now, Lemma [B.T]implies
that

(Fa(@(1))(92 = 91), 95 = 91 ) < (34 ws(tldz — 1)) 192 = 91|y 0,) - 27)
By 27) and 23)) we conclude that

1/2
P dt 95 — 01 (0

1
IR = RO SACy [ (3-+waltld2 — 1))
0
< Col[¥2 — D1l py0,) » (28)

where C5 is a constant depending only on A, C; and the dimension d.
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Now, by a similar computation, we estimate the second term in the r.h.s. of @:

1/2
2 py(t) (Xz',Yi)>

1 1 n
n — Ifin SA - 1 Xiy)/ia -
Hin0) = B (02 /o<n2<v oBpa (X002 = 1) S

n 1/2
Z o (X, Y7) (Xim)) dt

1/2
XMY:L
/ ( Z<V1°gpﬂ<t> (X3, Yi), 192*’9> %> "
P (29)

Let us set (X, ;)
- o 2 po(t)(Xi, Y
Zi(t) = <V10gpq9(t) (Xi,Y), 92 191> (X))

and

x?
T :=sup MW@ log po(z,y)|°,
p(z,y)

where the supremum is computed w.r.t (z,y) € X x ) and ¥ € ©. By assumptions (i) and (ii) we
obtain
T < Bsup|Vylogps(z,y)|* < oo,

where B = aip /1. Thus we also get
0< Zi(t) STy — 91|
The expectation of Z;(t) is

— 2 poey (2, y)
Zi(t) = Bz y)~plZi(t)] = / <V10gp19(t)(937y)ﬂ92 - 191> e OLIE 2

o(5.9) p(dz, dy)

2
=/<V10gpﬁ<t>(w,y)7192—191> po)(d, dy)

= (FO®)(02 — 1), 92— 01 )
hence also £ >~ | Z;(t) has the same expectation, by independence of the Z;(t).
Now, from Lemmawe know that © can be covered with k = k(g) < Cye~%(®) 3-Fisher balls

By, ..., By of size €. Let now 17 = Ce for some C' > 0 to be chosen later, and evaluate
k
P sup|s<)|>n}<P sup [Su(9)] > 7 sup [Su(9)] =7} -
{ﬂee ijl VeB; ; YEB;
Now for all j = 1,...,k we bound the probability of an event involving the computation of the

supremum of |.S,, ()| over B; with another one involving only the pointwise evaluation of S, at the
center 9J; of B;. Indeed by (28) and (29), and with ¥, 9J; respectively replacing 92, ¥, we deduce

P{ sup [5,(8)] > 77}
JEB;

<P{Sn )|+ sup (1Sn(9) — Sn(95)]) >v7}
YEB;
L/ 1/2
SP{|S,, +sup Coll0 — 95 1y 0, +a2/ (n Zl(t)> dt| >n
0 i=1
P{|S } It e [0,1] : lin(t)> Ui
" n 160 [
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where in the last inequality we have used || — ¥, || p,(9,) < € = & and required C' > 4C5. Owing
to Lemma[B-4]and (v), we get

P(19:00) > 1) = P (1Ra0) — R(69,)| > 1) <2050 (—’;Z) | (0)
and B )
P{ i;z( 19 = 9512, oo >§} < 2exp (—TQEWEIW) . G31)
By (31) we find
P{Hte [0,1] : li:zi(t) > ”22}
n 16 a5
2
< P{||19 — 91, 00)) = 3;7045}
1 & 5 7’
P{n ; Zi(t) = 19 =95l %, 000 = 32()%}
2 4
< P{ﬁ =55, w0y = 3;70[%} +2exp (‘ 29 Q%TZ& _ 19J.|2>
< 2exp (—C4m74_2<) , (32)
where )
Cy= G

3229-2a3T2d
and where the last inequality follows from

772

19— 79||Fﬁ () < 3202’ (33)

which can be enforced by a suitable choice of the constant C, as explained hereafter. Indeed, using
Lemma[B.T]and (23] we obtain

[0 — HFﬁ o) < (3 +wa(t]9 —9;))[|9 — 9, HFﬁ
< (3+wg(t]y —v,))) &

3+ 5L\/&n2

< (34 5LVd)e* < o

Therefore, if we choose C such that

2

3+ 5LVd —
(3+ f)<32a§7

we obtain (33)), as wanted. The proof of (32)) is now complete.
Finally, by (30) and (32)), and observing that the second exponential is the leading term, we get

P | sup |S,( > P | sup |S,( >
(suplsu0) 2 ) < Z (s 15,01 > )
2

< 2k(e) [exp ( ZZZ ) + exp ( C4m74_2c)]
<4k(e) exp( Csnns/?’)

where C5 = min(Cly, (26%)~1) and owing to 4 — 2¢ < 3, which follows from assumption (v). In
conclusion we obtain (23) with K = C5C%/3. O
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3/8
Proof of Theorem[5.1] We choose v > 0, and let ¢, = (lc;gn") and K be as in Lemma By
combining Lemma [B.2] with Lemma [B.3] we obtain

P(sup |R(Y) — Rp(9)| > Csn> < 4k(e,)exp (_Klogn)
9€O v

— K
< Hey ™0™,

where C'is as in Lemma|[B.3|and H = 4C}. O

We can now explain Remark [5.2] by noting that, if we choose
8K
3d(1 + log(1 + pt/2))’

with K as in Lemma|[B.3] then the generalization bound becomes infinitesimal as n — +oc. Indeed,
by the upper estimate (11) we have

0<y<:= (34)

log(1 + u'/?)

d4(5)<Cd+f<1—C+ 0]

> <d(1 +log(1 + p'/?)) =:d,

whenever € < exp(—1), so that

. . yn NS
57: C(sn)n—7 — ( ) n—7 S 73d/8n3d/87K/V . (35)
logn

Hence, the infinitesimality of the generalization bound as n — oo follows from 3d/8 — K /v < 0, as
wanted.

We recall Hoeffding’s estimate, which is used in the proof of Lemma[B.3]

Lemma B.4 (Hoeffding’s estimate). Let Z;, ¢ = 1,...,n, be independent random variables, such
that Z; € [a,b] almost surely. Define V,, = % "\ Z; and take € > 0, then

P (’Vn — E[Vn]’ > 5) < 2exp (_(52”50)2> .

C Figures

The appendix contains a comprehensive collection of figures and tables that complement and enhance
the understanding of the main content presented in this document. These figures provide visual
representations of the results related to the experiments section discussed in the main part of the
paper.

The results in Figure ELand Figure[S|show that the impact of o2 on d. and d is negligible. To avoid
discrepancies, we fix the data and the parameters used to estimate both d- and d. via Monte Carlo
integration. The meaningfulness of 2sED and lower 2sED for deterministic deep learning models is
then enforced by taking the limit as o2 — 0.

Table 2: Number of parameters of CNNs

MODEL NUMBER OF PARAMETERS (d)
CNN 7-5|10-50-34-10 4493
CNN 5-7|10-50-34-10 4753
CNN 5-4-3|10-50-34-10 4985
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Figure 4: Impact of 0% on d, for M LP 54-16-7. The 2sED is estimated with a fixed seed varying 2.
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Figure 5: Impact of o2 on d; for CN N 5-7|10-50-34-10. The 2sED is estimated with a fixed seed
varying o2
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Figure 6: This figure plots the lower 2sED of CNNs estimated using 100 MNIST samples and 100
vectors of parameters for the Monte Carlo approximation.
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Figure 7: Training loss plots of CNNs on MNIST using Adam with learning rate 1e 3 and a batch
size 256.
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Figure 8: Training loss plots of CNNs on MNIST using Adam with learning rate 1e =3 and a batch
size 512.
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Figure 9: Training loss plots of CNNs on MNIST using Adam with learning rate 1e =3 and a batch
size 2048.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction do reflect and summarize the paper’s contribu-
tions and scope. The sections afterwards present more technical details including proof of
mathematically rigorous statements.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Our generalization bound (the technical main result of the paper) requires
certain assumptions on the statistical model which are stated explicitely and precisely in the
mathematical theorem. Our simulation results could be further expanded in a future project
to build up more confidence in the practical performance of our bounds.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: As you will see our paper is entirely rigorous. Some of the authors are pure
mathematicians.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: You can see in the “Experiments" section that all our simulations are transparent
and can be reproduced with minimal effort.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: ,

Justification: The main contribution of this paper is a theoretical result on complexity
measures for deep learning models. Datasets are public and referenced in the experiments
section, while the code can be easily reproduced using definitions and the experimental
setting described in the main body of this work.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The training details are described in the captions of the experimental results’
figures, providing enough information to appreciate our claims. The experimental evidence
of this work involves only the training.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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10.

11.

12.

13.

14.

Justification: We report the error margin for the Monte Carlo approximation of the 2sED. All
the other experiments are performed for different model architectures and datasets providing
enough statistical significance of our claiming.

. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have provided info about the machine specifics and the memory consump-
tion but not on the execution time because the focus of the paper is more on the theoretical
validation and only partially on the computational efficiency of the lower 2sED, which could
be quite likely improved in the future (see the limitations discussed in point 2 and the Future
Perspectives section).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: Yes it does.
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our work is a theoretical result on learning theory and hence has not direct,
neither positive nor negative, societal impacts.

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Due to the theoretical fundamental nature of our work, this question does not
apply.
Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: We do not use existing assets.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not introduce any new assets.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

26


https://neurips.cc/public/EthicsGuidelines

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects
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