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Abstract001

Discourse relations contribute to the structure002
of a text and can optionally be realized through003
explicit connectives such as ‘but’ and ‘while’.004
But when are these connectives necessary to005
avoid possible misunderstandings? We inves-006
tigate this question by first building a corpus007
of 4,274 text revisions in each of which a con-008
nective was explicitly inserted. For a subset009
of 250 cases, we collect plausibility annota-010
tions on other connectives to check whether011
they would represent suitable alternative rela-012
tions. The results of this annotation show that013
several relations are often perceived as plausi-014
ble in our data. Furthermore, we analyze the015
extent to which large language models can iden-016
tify instances with multiple plausible relations017
as a possible source of misunderstandings. We018
find that the models predict plausibility of in-019
dividual connectives with up to 66% accuracy,020
but they are not reliable in estimating when021
multiple relations are plausible.022

1 Introduction023

Discourse relations play a crucial role in establish-024

ing coherence and logical flow between discourse025

segments in natural language. This role is of partic-026

ular importance in instructional texts, such as how-027

to guides, where a lack of coherence and clarity can028

cause instructions to be misinterpreted (Roth et al.,029

2022). That is, while discourse relations in general030

can often be inferred by readers implicitly based on031

context and prior knowledge, instructions for a new032

task or unknown domain may require the connec-033

tion between steps to be explicit to avoid confusion034

(e.g. when steps can be carried out in any order035

versus only in a specific sequence). However, it has036

not been fully explored when the introduction of a037

connective (e.g. ‘meanwhile’, ‘afterwards’) alters038

the perceived plausibility of discourse relations.039

As a starting point for studying when an im-040

plicit or explicit relation affects plausibility, we041

How to Become a Registered Nurse

(...) Obtain a bachelor’s degree in nursing.
* Programs typically take four years to com-
plete, and vary in cost depending on which
institution you choose. ∅ Bachelor’s pro-
grams usually include more training in social
sciences than other nursing programs.

✓ However ✗ At the same time
✓ For example ✗ Thus
✓ In addition

Table 1: Simplified example from our dataset. The
top shows the title of a wikiHow guide, followed by
a step name and description. In the revised version,
the connective ‘However’ was inserted in place of ∅ .
Other connectives shown at the bottom are automatically
generated, annotated as plausible (✓) or implausible (✗).

focus on revisions of instructional texts involving 042

the explicit insertion of discourse connectives (i.e., 043

explicitation of discourse relations), which we con- 044

sider a form of clarification. Specifically, we utilize 045

wikiHow guidelines,1 which have similarly been 046

used in past studies to investigate other types of 047

clarifications, such as the strengthening of argu- 048

ments, resolution of vagueness and specifications 049

of references (Afrin and Litman, 2018; Debnath 050

and Roth, 2021; Anthonio and Roth, 2021). 051

In this work, we present a novel corpus of in- 052

structional texts where explicit discourse connec- 053

tives are inserted at the beginning of sentences in 054

the revisions. An example of a pair of original and 055

revised sentence, including one sentence from the 056

preceding context, is shown in Example 1 below: 057

(1) Attending. . . meetings may not always be fun. 058

Original: It can improve your relationship 059

and status with everyone at the workplace. 060

1Available under a CC BY-NC-SA 3.0 license.
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Revised: But it can improve your relation-061

ship and status with everyone at the work-062

place.063

In total, our dataset contains 4,274 instances, mak-064

ing it a substantial resource of discourse relation065

explicitation. Our primary focus is on cases where066

the absence of explicit connectives could be a po-067

tential source of misunderstanding, which we in-068

vestigate by examining situations where multiple069

discourse relations are perceived as plausible for070

the same arguments. To explore this, we conduct a071

crowdsourced study to collect plausibility ratings072

for various discourse connectives, each represent-073

ing a different discourse relation, within the same074

context. The dataset includes both naturally occur-075

ring connectives from the revisions and syntheti-076

cally generated alternatives, enabling us to investi-077

gate the plausibilities of multiple interpretations for078

the same arguments (for an example, see Table 1).079

By gathering independent human ratings for each080

option, our corpus supports linguistic analysis of081

underspecified discourse relations and provides a082

valuable resource for evaluating machine learning083

models that extend beyond single-class prediction.084

We conduct further analysis on the data, address-085

ing the following research questions:086

RQ1 How frequently are multiple relations per-087

ceived as plausible for the same context in our data?088

On the other hand, how commonly is insertion of a089

connective redundant or unnecessary?090

RQ2 What are examples of different plausible091

discourse relations that may conflict or co-exist?092

RQ3 Can large language models predict when093

multiple relations are plausible, indicating potential094

sources of misunderstanding?095

2 Background096

As a general framework for (shallow) discourse097

relations, we rely on the Penn Discourse Tree Bank098

(PDTB),2 which provides a large annotated corpus099

(Prasad et al., 2018), composed of news texts, anno-100

tated for discourse relations between text segments.101

In its latest version, PDTB-3, the framework102

employs a three-level hierarchy for the semantic103

categorization of relations (i.e., sense labels). At104

2The term "shallow" comes from the fact that in contrast to
approaches like RST (Mann and Thompson, 1988) or SDRT
(Asher and Lascarides, 2003), PDTB framework does not
make assumptions about the overall discourse structure. As a
result, PDTB relations are not organized hierarchically.

the top level of the hierarchy is the ’class’ label, 105

which distinguishes between Expansion, Compari- 106

son, Contingency, and Temporal relations. Lev- 107

els 2 and 3 further refine the class semantics, 108

with level 3 encoding directionality (e.g., Tempo- 109

ral.Synchronous.Precedence3) and appearing only 110

with asymmetric level-2 relations. In total, the Penn 111

Discourse Treebank hierarchy contains 36 fine- 112

grained categories (full set listed in Appendix A). 113

PDTB-style annotations are performed on the 114

level of semantically related arguments (Arg1 and 115

Arg2), which are typically adjacent text segments. 116

A discourse relation can be constructed through 117

explicitly expressed discourse connectives (explicit 118

relation) or inferred implicitly (implicit relation). 119

Annotating discourse relations is a challenging 120

task, particularly because relations tend to be under- 121

specified (Rohde et al., 2016; Webber et al., 2018; 122

Scholman and Demberg, 2017; Scholman et al., 123

2022). While even explicit relations can have mul- 124

tiple readings (Pitler and Nenkova, 2009), implicit 125

relations in particular are often interpreted in dif- 126

ferent ways (Rohde et al., 2016; Scholman et al., 127

2022), as reflected in low inter-annotator agreement 128

compared to explicit relations (Zeyrek and Kurfalı, 129

2017; Hoek et al., 2021; Aktas and Özmen, 2024). 130

The ambiguity of implicit relations is also evi- 131

dent in the automatic classification of implicit dis- 132

course relations, as demonstrated by the perfor- 133

mance gap between parsers handling explicit dis- 134

course relation recognition and implicit discourse 135

relation recognition (Lin et al., 2014; Varia et al., 136

2019). Despite recent advances, classifying im- 137

plicit relations remains a challenging task, espe- 138

cially for 2nd and 3rd level senses in the PDTB 139

(Long and Webber, 2022; Chan et al., 2023). Re- 140

cent studies suggest that applying modern prompt- 141

ing methods on large language models provides 142

only marginal improvements in discourse parsing 143

performance (Chan et al., 2024; Yung et al., 2024a). 144

Both manual annotation processes and compu- 145

tational discourse parsing studies indicate that ex- 146

plicit relations are easier to parse than implicit ones. 147

Liu et al. (2024) demonstrate that removing explicit 148

relations from texts often leads to a change in the 149

perceived sense of the relation between arguments 150

(referred to as label shift), highlighting that con- 151

nectives are generally not redundant. Building on 152

this, we investigate connective insertions and ex- 153

amine how the presence or absence of a connective 154

3Conventionally, levels are separated by dots.
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impacts plausibility.155

3 Related Work156

Explicitation of discourse relations has been widely157

studied in the context of Translation studies, par-158

ticularly related to the Explicitation Hypothesis,159

which suggests that translations tend to be more160

explicit than their source texts (Blum-Kulka, 1986).161

Numerous studies have examined parallel texts to162

explore this hypothesis (e.g., Zufferey and Cartoni,163

2014; Crible et al., 2019; Lapshinova-Koltunski164

et al., 2022), focusing largely on the insertion or165

omission of the connective in the translations. Yung166

et al. (2023) explore another form of explicitation,167

where a more specific connective is used in trans-168

lation (e.g., translating “and” as “außerdem” in169

German), providing further evidence for the Ex-170

plicitation Hypothesis.171

In a study related to ours, Rohde et al. (2016) ex-172

amine the interpretation of discourse relations and,173

through a crowdsourcing study framed as a con-174

nective insertion task, show that explicit markers175

and inferred conjunctions can coexist. This chal-176

lenges the assumption that discourse relations are177

either explicit or inferred. In another crowdsourc-178

ing study, Yung et al. (2019) introduce a two-step179

method where workers first insert and then disam-180

biguate connectives to annotate discourse relations,181

a method used for the DiscoGEM corpus (Schol-182

man et al., 2022). Yung et al. (2024b) later refine183

this into a one-step procedure for annotating the184

DiscoGEM 2.0 corpus across multiple languages.185

In the PDTB, the annotation of implicit relations186

involves first inserting a connective between the ar-187

guments, followed by labeling the relation’s sense188

(Prasad et al., 2008). Building on this approach,189

several works show that generating discourse con-190

nectives between the arguments of implicit rela-191

tions enhances classification (Shi and Demberg,192

2019; Zhou et al., 2022; Xiang et al., 2022; Liu and193

Strube, 2023; Wang et al., 2023; Wu et al., 2023).194

Our dataset, which includes numerous instances of195

connective insertion, can support future research196

on the automatic recognition of implicit relations,197

in particular with regard to settings where multiple198

relations are plausible.199

4 Data Collection200

The goal of this work is to analyze to what ex-201

tent implicit discourse relations may require clar-202

ification in order to avoid potential of misunder-203

standings. As a foundation for this analysis, we 204

construct a data set of discourse relation explicita- 205

tions through connective insertion and plausibility 206

judgments. We proceed in three steps: first, we ex- 207

tract 4,274 instances of connective insertions from 208

wikiHow by comparing different versions of the 209

same article (§4.1); second, we generate alterna- 210

tive connectives indicating different relations that 211

may also be plausible (§4.2); and third, we collect 212

annotations from human judges on which individ- 213

ual connectives are perceived as plausible (§4.3). 214

Finally, we provide statistics on the dataset (§4.4). 215

4.1 Extraction of Connective Insertions 216

As a starting point for our data, we make use of 217

revision histories of articles in wikiHow. Using 218

the existing wikiHowToImprove dataset (Anthonio 219

et al., 2020), which contains revisions on the sen- 220

tence level, we identify cases where a connective 221

is inserted in the revised version of a sentence. 222

We define an inventory of discourse connectives 223

by first extracting annotated instances from the 224

PDTB corpus and compiling a list of the 100 most 225

frequent connectives.4 Connectives are known to 226

be ambiguous in both their syntactic and semantic 227

roles (Webber et al., 2019). For instance, words 228

such as “and” can be ambiguous, functioning as 229

a discourse connective. In Example 2, the first 230

occurrence of ‘And’ is a discourse usage, whereas 231

the second ‘and’ is a non-discourse usage. 232

(2) But don’t stress make this a week project. 233

And keep a dairy, to write all your feelings 234

and thoughts.5 235

To avoid the complexity of connective disam- 236

biguation, we focus on instances where the inserted 237

tokens is most likely functioning as discourse con- 238

nectives. Specifically, we select cases where a con- 239

nective was added at the beginning of a sentence, 240

with no other changes made between the original 241

and revised versions.6 We provide statistics on the 242

inserted connectives along with a brief discussion 243

of what the distribution reveals in Appendix B. 244

4While genres such as social media platforms (e.g., Twitter,
now X) may feature connective forms not present in the PDTB
corpus, such as abbreviations or slang (e.g., ‘coz’, ‘cos’, ‘cus’,
and ‘bc’ for “because” or ‘b4’ for “before” (Aktas and Özmen,
2024)), we assume these forms are rare in our dataset due to
the edited nature of the content. Verifying this assumption
could be an interesting topic for future research.

5All examples are taken from the wikiHowToImprove cor-
pus, unless specified otherwise.

6In some instances, a comma was also added after the
connective, and these cases are included as well.
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4.2 Alternatives Generation245

We employ two different methods to generate al-246

ternative connectives, both using the transform-247

ers library (Wolf et al., 2020), without additional248

pre-training. First, we frame the selection as a249

cloze task. For this method, we combine the re-250

vised sentence with the surrounding context and251

mask the connective at the beginning of the revi-252

sion. Then a bidirectional masked language model253

(MLM), BERT-base-cased, predicts the masked to-254

ken. From the first 50 predictions generated by255

the MLM, we extract those that matched the con-256

nective list from the PDTB and select the top two257

alternatives that differ from the original connective258

and signal semantically different relations. Since259

BERT predicts one token at a time, this method260

only produced single-token connectives.261

We use an auto-regressive model (GPT-2) to han-262

dle multi-word connectives (e.g., "in other words,"263

"for example"). The two best alternatives based on264

the perplexity scores are selected, again ensuring265

that they (semantically) differ from both the origi-266

nal connective and the MLM-based alternatives.7267

4.3 Plausibility Annotation268

The wikiHowToImprove data contains articles sepa-269

rated into train, development and test splits.8 Using270

the extraction approach outlined before, we iden-271

tify a total of 4,274 cases of discourse connective272

insertion, with 3,457 in the training set, 409 in the273

development set, and 408 in the test set. For a sub-274

set of 250 cases (125 from the development and275

test set each), we generate four alternatives so that276

there are five variants: one variant with the original277

connective, two with the connectives predicted by278

a masked language model and two based on scores279

from the autoregressive model. For each variant (a280

total of 1250 instances), we collect annotations in281

the form of plausibility judgments by four crowd-282

workers using Amazon Mechanical Turk. Follow-283

ing previous work on plausibility (Anthonio et al.,284

2022), participants are asked to rate, on a scale285

from 1 to 5, how well an inserted part of text fits286

7Note that a single connective might correspond to mul-
tiple relations (e.g., since). However, discourse relation la-
bels (e.g., Comparison.Contrast) are challenging for untrained
crowd workers to annotate. Therefore, we follow earlier stud-
ies (e.g., Wu et al. (2023); Wang et al. (2023)) and build an
inventory of relatively unambiguous connectives. Specifically,
combine data from (Yung et al., 2024b) and additional con-
nectives found in our data (e.g., “in addition”).

8https://github.com/irshadbhat/
wikiHowToImprove

within the context. 287

Context In PDTB, implicit relations are anno- 288

tated only for adjacent sentences, and 91% of ex- 289

plicit relation arguments occur within the same or 290

preceding sentence (Prasad et al., 2008). Bourgonje 291

(2021) notes that only 2% of their PDTB-style an- 292

notations span more than two sentences. Therefore, 293

we include the previous two sentences as context, 294

either from the same or preceding paragraph (if two 295

previous sentences are not available in the same 296

paragraph). For paragraphs longer than three sen- 297

tences, we also include the first sentence. Addition- 298

ally, we include the following sentence from the 299

same paragraph (if available), along with the article 300

name and relevant section, to ensure sufficient con- 301

text. The interface used in our Human Intelligence 302

Tasks (HITs) is shown in the Appendix C. We pay 303

$0.25 per HIT to ensure participants earn at least 304

the minimum wage per hour. 305

Qualifications We implement several criteria in 306

order to enhance the quality of the annotations. 307

First, we only allow individuals located in the 308

United States or the United Kingdom to increase 309

the likelihood of selecting native English speakers. 310

Second, participants must have a HIT approval rate 311

of at least 98% and a minimum of 5,000 approved 312

HITs. Finally, crowdworkers are required to pass a 313

qualification test consisting of 10 questions, where 314

they judge a set of clearly plausible and implausi- 315

ble cases that were selected by the authors from the 316

wikiHow data. These 10 questions are also embed- 317

ded within the actual HITs to monitor participants’ 318

attention during the task. Any submissions from 319

participants who answer less than 75% of these 320

attention questions correctly are filtered out. 321

Class labels We map continuous scores to class 322

labels by first applying two thresholds to the indi- 323

vidual plausibility judgments (ranging from 1 to 5) 324

and then aggregating the annotations using major- 325

ity voting. Specifically, plausibility judgments with 326

a score of ≤ 2.5 are mapped to the label implausi- 327

ble, those with a score of ≥ 4.0 to plausible, and 328

scores between these thresholds are mapped to the 329

label neutral. 330

4.4 Data Statistics 331

We collected a total of 5,136 annotations for the 332

1250 instances in our data (625 development and 333

9Due to a miscalculation in the experimental process, we
ended up collecting more than four judgments for some tasks.
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Dev Test

Plausible 348 (55.7%) 297 (47.5%)
Implausible 249 (39.8%) 291 (46.5%)
Neutral 28 (4.5%) 37 (6.0%)

Total count 625 625

Table 2: Distribution of plausibility judgments, based
on majority aggregation of scores mapped to categories.

Dev Test

Instances 625 625
Annotations 2501 26359

Averaged agreement 53.6% 54.7%
Majority agreement 71.3% 70.7%

Averaged agr. (with MACE) 55.2% 57.9%
Majority agr. (with MACE) 72.4% 73.0%

Table 3: Inter-Annotator Agreement Statistics

625 test instances). On a scale from 1 to 5, the334

average plausibility judgment for the original con-335

nectives is 3.98, whereas this value is 2.98 for the336

alternative connectives we generated. The average337

plausibility is higher for MLM-predicted connec-338

tives (3.18) compared to those highest ranked by339

GPT-2 (2.77). In Table 2, we show the distribu-340

tion over the class labels plausible, implausible and341

neutral over all annotated connectives.342

The class labels are based on mapping each indi-343

vidual annotation to a class and then aggregating344

the labels based on majority vote. As shown in Ta-345

ble 3, agreement based on majority-aggregated val-346

ues is relatively high, namely 71.3% and 70.7% for347

the development and test set, respectively. In com-348

parison, agreement based on average-aggregated349

values would be lower, namely 53.6% and 54.7%.350

To assess in how far disagreements reflect different351

perspectives or potential errors, we employ MACE352

(Multi-Annotator Competence Estimation) (Hovy353

et al., 2013) with a threshold of 0.5. In our pi-354

lot studies, 7-15% of submissions were flagged355

as low-quality. However, after integrating atten-356

tion checks into the process (see §4.3), the number357

of low-quality submissions dropped significantly,358

with only an average of 5% being marked as such.359

In our final design, MACE identified very few in-360

competent annotators, which had a minimal impact361

on overall inter-annotator agreement (see Table 3).362

As noted in Section 2, discourse relations can have363

Dev Test Σ / %

Contexts 125 125 250

1 plausible connective 15 21 14%
— Only revision plausible 7 10 7%

≥2 plausible connectives 108 95 81%
Revision not plausible 26 32 23%

Table 4: Overview of the plausibility judgments

Dev Test

Contexts with one token masked 98 101

MLM / BERT Recall@1 34% 36%
Recall@5 74% 67%
Recall@50 98% 98%

GPT-2 Recall@1 8% 7%
Recall@5 71% 74%

Table 5: Performance of top model outputs in generating
the connective inserted during revision.

multiple interpretations. Therefore, we believe that 364

these agreement scores, well above chance level 365

for the three label categories, indicate a reasonably 366

high agreement between the crowd workers. 367

5 Data Analysis 368

A fundamental question of our work is whether 369

the connective insertions observed in the data are 370

necessary to avoid possible causes of misunder- 371

standings. To answer this question, we examine 372

how frequently different connectives in the same 373

context are perceived as plausible. As shown in 374

Table 4, participants in the crowdsourcing experi- 375

ment annotated at least two different connectives 376

as plausible in the vast majority of contexts (81%). 377

There are only 36 (14%) contexts, in which a sin- 378

gle connective was perceived as plausible. Surpris- 379

ingly, the plausible connective is the actual inser- 380

tion made during revision in only around half of 381

these cases (17). In fact, there are 58 cases (23%) 382

in which the connective inserted during revision 383

is not perceived as plausible (i.e., it is judged as 384

implausible or neutral). We next discuss automat- 385

ically generated connectives (§5.1) and potentials 386

for misunderstanding (§5.2). 387

5.1 Generated Connectives 388

As discussed in the data statistics (§4.4), au- 389

tomatically generated connectives generally re- 390

5



Figure 1: Relation sense co-occurrence matrix (Only the
lowest level elements in the sense hierarchy are shown)

ceived lower plausibility scores than the origi-391

nal connective identified from the revision history392

(2.98 vs. 3.98). However, we restricted the model393

outputs to connectives that indicate semantically394

different relations from the original connective.395

Table 5 summarizes how often the original con-396

nective would have been in the top outputs of BERT397

and GPT-2. We limit this analysis to one-word con-398

nectives as the MLM task always requires one to-399

ken to be predicted. In the development and test set,400

98 and 101 instances, respectively, contain single-401

token connectives. Regarding the top-1 outputs,402

BERT predicts a substantially higher number of403

these connectives than GPT-2 (about 35% vs. 8%).404

Among the top 5, BERT and GPT-2 achieve about405

the same performance (67% vs. 74% Recall@5).406

Finally, we find 98% of the original connectives407

among BERT’s top-50 predictions. We conclude408

from this analysis that the generated connectives409

demonstrate a high degree of reliability.410

5.2 Multiple Plausible Relations411

As discussed in Section 4.2, we selected model-412

generated connectives such that they signal seman-413

tically different relations. In consequence, this414

means that when two or more connectives are415

judged as plausible, then multiple discourse rela-416

tions seem applicable for the same arguments.10417

The confusion matrix in Figure 1 illustrates418

which pairs of discourse relations are perceived419

as plausible in the same contexts, based on the con-420

10Note that while generated connectives are mostly unam-
biguous, the original insertions can be an underspecified con-
nective such as “and”. Therefore, two connectives may not
always signal different relations.

nectives annotated in our dataset.11 While prior 421

studies have examined concurrent relations among 422

the same arguments, the non-uniform distribution 423

of connectives proposed by language models in our 424

experiment makes direct comparisons challenging. 425

Still, some interesting patterns emerge. 426

Torabi Asr and Demberg (2013) iden- 427

tify frequent co-occurrences like (Conjunc- 428

tion&Synchronous) and (Synchronous&Result) 429

in PDTB, which also appear in our dataset. 430

Similarly, Scholman et al. (2022) report (Con- 431

junction&Result) and (Precedence&Result) as 432

frequent, aligning with our findings. However, 433

co-occurances with Arg2-as-detail are common in 434

their dataset but absent from ours, likely due to 435

the rarity of connectives indicating these relations 436

(e.g., "in fact") in our data. A notable difference 437

in our data is the (Synchronous&Precedence) 438

co-occurrence, which neither study reports. These 439

variations may stem from genre differences, 440

motivating further investigation. 441

We note that while some relations can coexist 442

(e.g., Conjunction and Arg2-as-instance), others 443

are mutually exclusive. For example, synchronous 444

and asynchronous temporal relations cannot occur 445

simultaneously. In contexts where both are per- 446

ceived as plausible, as commonly observed in Fig- 447

ure 1 between Synchronous&Precedence senses, 448

the absence of an explicitly realized relation is 449

likely to result in misunderstandings. 450

The context in Example (3) provides an actual 451

example from our data, highlighting another poten- 452

tial case of misunderstanding. 453

(3) If you have a double sink, plug up the other 454

side with a wet rag. Or, you can do the same 455

process on both sides with two plungers, with 456

a friend or with both your hands holding a 457

plunger. 458

As shown, the relation Expansion.Disjunction is 459

signaled by the connective ‘or’ inserted during revi- 460

sion. In our data collection, we found annotators to 461

also mark the connective ‘then’ as plausible, which 462

denotes a Temporal.Asynchronous.Precedence re- 463

lation. While the Expansion.Disjunction relation 464

indicates two mutually exclusive events, the tempo- 465

ral relation implies that the second event must also 466

occur. Therefore, the absence of any connective in 467

11This analysis uses the most frequent relation sense for
each connective, given in Appendix E.
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this context may lead to confusion about the correct468

event sequence.469

6 Computational Experiments470

In Section 4, we discussed the creation of our data471

and showed that there exist multiple plausible rela-472

tions for many of the selected contexts (82%). Our473

analysis in Section 5 has shown that some of the474

relations perceived as plausible are mutually ex-475

clusive, indicating that a lack of discourse relation476

explicitation could potentially lead to misunder-477

standing. In the following, we investigate whether478

more recent large language models (LLMs) can479

predict which connectives are plausible in a given480

context12 and, by extension, whether multiple rela-481

tions are plausible, signalling a potential source of482

misunderstanding.483

6.1 Setup484

The setup for the computational experiments485

largely follows the setup of our annotation study486

(§4.3), with some variation in the required output.487

That is, we prompt models with the article name,488

section and context as input, and ask for a plau-489

sibility judgment on the highlighted connective490

(marked by underscores) as output. We experi-491

ment with three configurations for the output: a492

Binary (Plausible or Implausible), a 3-way catego-493

rization (Plausible, Implausible, or Neutral), and a494

five-point Scale-based classification (1–5).495

We conduct our experiments on the test set of the496

annotated data to establish a baseline. We evalu-497

ate five LLMs in a zero-shot setting: GPT4o-mini,498

GPT4o (OpenAI et al., 2024) (via the OpenAI499

API), Gemini-1.5-flash, Gemini-1.5-Pro (Gem-500

iniTeam et al., 2024) (via the Google API), and501

Claude3-haiku13 (Anthropic, 2024) (via the Ama-502

zon Bedrock API). 14 The temperature was set to503

1 for all experiments. We used the development504

set of our data for selecting prompts, and we used505

the same prompts for all models on the test set (for506

examples, see Appendix E).507

12Note that we also used languge models in the creation of
our data. However the applied models, BERT and GPT-2, also
produced many implausible connectives (§4.4).

13The larger version of Claude (Sonnet) failed to follow the
provided instructions.

14We attempted to include Llama as a more open model
in our evaluation, but we neither got the small nor the large
version to adhere to our instructions.

Binary Scale 3-way

Chance baseline 50.0 33.3 33.3
Majority class 50.5 47.5 47.5

GPT4o-mini 62.4 48.3 52.5
Gemini-1.5-flash 64.6 41.6 59.0
Claude3-haiku 59.9 45.6 57.8

GPT4o 61.6 47.7 57.8
Gemini-1.5-pro 66.2 64.8 61.4

Human agreement 70.7

Table 6: Accuracy scores across different models in
the two-way and three-way classification tasks. Bolded
values indicate the highest scores within each group.

6.2 Results 508

Table 6 presents the performance of the LLMs 509

across the three setups. For each, we provide re- 510

sults in terms of accuracy (i.e., the ratio of correct 511

predictions). In the scale-based setup, we map pre- 512

dicted scores to the three classes using the same 513

thresholds as in the annotation (§4.3). For compar- 514

ison, we report individual human agreement with 515

the aggregated label as well as expected accuracies 516

of a random classifier and a majority class baseline. 517

Plausibility of connectives For individual plau- 518

sibility predictions, the LLM performance always 519

lies well above the chance level, but below the 520

human agreement as a upper bound. The models 521

also consistently outperform the majority baseline, 522

except in scale-based setup, where only GPT4o- 523

mini achieves a higher accuracy among the smaller 524

models. All models, except Gemini-1.5-pro, per- 525

form better at predicting the class label directly, 526

rather than predicting a score (up to +17.4 per- 527

centage points). Overall, the scale-based setup 528

presents greater challenges for all models except 529

Gemini-1.5-pro, which achieves outstanding per- 530

formance in this setup, surpassing the second-best 531

score by +16.5 points. The experiments reveal that 532

larger models do not always guarantee better per- 533

formance; for instance, GPT4o-mini outperforms 534

GPT4o in the binary and scale setups. Among all 535

models, Gemini-1.5-pro delivers the best perfor- 536

mance across all setups, achieving results close to 537

the human agreement upper bound. 538

On the binary classification task, all LLMs 539

achieve comparable accuracy scores, between 540

59.9% and 66.2%. On closer inspection, it is notice- 541

able that the models differ greatly in their errors: 542
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Plausible connectives ≤1 ≥2 Accuracy

Annotation 30 95 —

GPT4o-mini 16 109 80.8%
Gemini-1.5-flash 34 91 71.2%
Claude3-haiku 18 107 79.2%

GPT4o 17 108 76.8%
Gemini-1.5-pro 61 64 64.0%

Table 7: Counts of contexts with at most one (≤1) or
multiple plausible (≥2) connectives according to human
annotations and model predictions. The last column
indicates accuracy as the overlap between human judg-
ments and model outputs for the two classes ≤1 & ≥2.

While GPT4o models and Claude have a strong543

preference for the Plausible label, which is pre-544

dicted in about 75% of cases, Gemini’s predictions545

(and errors) are more evenly spread across all la-546

bels. In summary, we find that the models show547

different strengths, and there is no significant ad-548

vantage of one model over the others when it comes549

to individual plausibility predictions.550

Multiple relations As a starting point for assess-551

ing when multiple relations are plausible, we com-552

bine plausibility judgments over all connectives for553

each context. We then check when two or more554

connectives are plausible according to the human555

annotation as well as according to the model predic-556

tions. The results are summarized in Table 7. Sim-557

ilar to the individual plausibility predictions, we558

observe that GPT4o models and Claude have a ten-559

dency of predicting too many relations as plausible,560

whereas Gemini predicts too few relations as plau-561

sible. Still, the performance on the context level is562

relatively high, with GPT4o and Claude reaching563

accuracy scores between 79.2% and 80.8%.564

Although these results appear promising in terms565

of numbers, there are at least two limitations with566

regard to predicting potential causes of misunder-567

standings. As already discussed in Section 5.2,568

only some discourse relations are mutually exclu-569

sive, which is why cases with two or more plausible570

connectives might as well be unproblematic. Still,571

the relative proportion of contexts in which several572

connectives are rated as plausible is so high that573

even the predictions of the best model are hardly574

better than a baseline that would always predict575

two or more connectives to be plausible (76%).576

7 Discussion 577

We briefly summarize our findings with respect to 578

the research questions introduced in Section 1. 579

RQ1 How frequently are multiple relations per- 580

ceived as plausible for the same context in our data? 581

On the other hand, how commonly is insertion of a 582

connective redundant or unnecessary? 583

For the vast majority of the arguments, we found 584

in the collected data that two or more connectives 585

are annotated as plausible (82%, see §4.4). In con- 586

trast, there are only a few cases where the original 587

connective is perceived as the only plausible option 588

(6%). This indicates that the insertion of connec- 589

tives as part of a revision is usually not redundant. 590

RQ2 What are examples of different plausible 591

discourse relations that may conflict or co-exist? 592

In our analysis, we frequently found multiple 593

discourse relations to be perceived as plausible in 594

the same context (see §5.2). Some of these rela- 595

tions can co-exist (e.g. Expansion.Conjunction and 596

Expansion.Instantiation.Arg2-as-instance) while 597

others are conflicting (e.g. Temporal.Precedence 598

and Expansion.Disjunction). Future work should 599

explore in more detail when two or more relations 600

can hold simultaneously, as context may also influ- 601

ence which relations are mutually exclusive. 602

RQ3 Can large language models predict when 603

multiple relations are plausible, indicating potential 604

sources of misunderstanding? 605

Our experiments with five LLMs revealed that 606

predicting the plausibility of connectives is possible 607

well above chance level, with Gemini performing 608

best but still below the human agreement upper 609

bound (see §6). When we compare individual plau- 610

sibility judgments of LLMs with human plausibil- 611

ity annotations, we find that GPT and Claude tend 612

to overpredict plausibility, while Gemini underpre- 613

dicts it. In consequence, our experiments do not 614

confirm the reliability of LLMs in predicting when 615

multiple relations are plausible in a given context, 616

despite seemingly high accuracy scores. 617

8 Conclusion 618

We introduced a dataset of 4,274 text revisions with 619

explicit connective insertions and a subset with 620

plausibility judgments on alternative connectives. 621

While LLMs can predict plausibility with high ac- 622

curacy, they still leave room for improvement when 623

it comes to multiple or conflicting relations. 624
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Limitations625

This study has several limitations. It focuses ex-626

clusively on how-to guides from wikiHow, which627

may not represent other discourse genres, and ex-628

amines only English-language texts, leaving the be-629

havior of discourse connectives in other languages630

unexplored. Additionally, the comparison with ex-631

isting literature is limited, particularly regarding632

concurrent relations. Unlike other studies that pro-633

vide a full set of connectives covering all relation634

senses in PDTB, our experiment did not include635

such a comprehensive set for plausibility judg-636

ments. Future research should conduct controlled637

experiments, particularly providing uniform rela-638

tion sense distribution for plausibility judgments,639

to better understand concurrent relations within640

this genre. Moreover, the crowdsourced plausibil-641

ity judgments, while quality-controlled, inherently642

involve subjectivity, which may affect the consis-643

tency of the results.644

Another limitation of this study relates to the use645

of LLMs. While they show potential for predict-646

ing plausible relations, they struggle with identi-647

fying multiple or conflicting ones. Evaluating the648

reliability of LLMs in understanding discourse is649

essential for a comprehensive assessment of their650

performance on this task. Miao et al. (2024) pro-651

pose a question-answering-based method to evalu-652

ate the “faithfulness” of LLMs, for instance, when653

discourse relations involving the same arguments654

shift direction (e.g., result vs. reason). Applying655

such methods could provide deeper insights into656

the limitations of LLMs, which we leave for future657

research.658
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A Appendix A: PDTB-3 Sense Hierarchy957

Figure 2: PDTB-3 sense hierachy (taken from Webber
et al. (2018, p.17))

B Appendix B: Frequency Distribution of958

Inserted Connectives959

Table 8 lists the 10 most frequent connectives found960

in the extracted connective insertion instances. The961

most commonly inserted discourse connectives962

are Then, For example/For instance15, and How-963

ever/But.964

In their analysis, Torabi Asr and Demberg (2012)965

examine why some relations are made explicit966

while others remain implicit, suggesting that the967

"expectedness" of a relation determines its explic-968

itness. Based on the Continuity hypothesis (Se-969

gal and Duchan, 1991; Murray, 1997) and the970

Causality-by-default hypothesis (Sanders, 2005),971

they argue that continuous relations (e.g., causal972

relations) are more likely to be implicit, whereas973

discontinuous relations (e.g., temporal, compari-974

son, and instantiation relations) are often explicit.975

They also propose that forward-temporal relations976

tend to be more implicit than other temporal rela-977

tions.978

15Grouped together as they strongly indicate the same rela-
tion according to Table 9.

When we examine our data alongside the 979

connective-sense mappings in Table 916, we ob- 980

serve that some of their findings align with our 981

results. For example, comparison relations, sig- 982

naled by connectives such as "However" and 983

"But" are frequently explicitated, while causal re- 984

lations, indicated by connectives like "So" and 985

"Because" are rare. Temporal relations, how- 986

ever, reveal an intriguing exception. Although 987

Torabi Asr and Demberg (2012) classify tempo- 988

ral relations as discontinuous and generally ex- 989

plicit, they also suggest that temporal relations 990

following the textual order of arguments naturally 991

tend to be implicit. Yet, in our dataset, the con- 992

nective "Then" which denotes sequential events, 993

is the most frequently inserted connective. As 994

shown in Figure 1, the same arguments can of- 995

ten represent both temporal and other types of re- 996

lations (e.g., Temporal.Asynchronous.Precedence 997

vs. Comparison.Concession.Arg2-as-denier) in our 998

experiments, suggesting that even for events in se- 999

quential order, temporal relations may not always 1000

be straightforwardly established. 1001

Another notable difference involves Expan- 1002

sion.Instantiation relations. Torabi Asr and Dem- 1003

berg (2012) classify these relations as continuous 1004

and, therefore, more likely to be implicit. In con- 1005

trast, our dataset shows that connectives such as 1006

"For example" and "For instance", which strongly 1007

signal instantiation, are the second most frequent 1008

connective insertions. These differences could 1009

stem from genre-specific factors, as Torabi Asr and 1010

Demberg (2012) analyzed PDTB news data, while 1011

our dataset consists of step-by-step procedural in- 1012

structions. However, it is important to emphasize 1013

that these findings are based solely on connective 1014

insertions in the revisions at the beginnings of sen- 1015

tences and may not represent the entire dataset. 1016

Further exploration of how these hypotheses ap- 1017

ply to the complete dataset is reserved for future 1018

research. 1019

C Appendix C: Interface for 1020

Crowdsourcing Experiment 1021

16This analysis is based on the dominant senses indicated
by connectives. A full exploration of relation senses would
require parsing the dataset with a discourse parser, which we
leave for future work.
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Connective %
Then 20.47
For example 15.53
However 12.95
Also 9.86
But 5.50
Or 4.29
And 4.11
So 4.04
For instance 3.23
If 2.81

Table 8: Top 10 most frequent connective insertions at
the beginning of revisions

Figure 3: Interface for collecting plausibility judgments

D Appendix D: Prompt examples used in1022

the computational experiments1023

Binary:

Does the text between the underscores make
sense in the given how-to guide?
Please respond only with one word: Plausible
or Implausible

Be a Successful Engineer
Being Successful in the Workplace
. . .
6. Make sure you show up at every meeting.
Attending all the meetings may not always be
fun. _But_ it can improve your relationship
and status with everyone at the workplace. It
shows you are really interested at being an
engineer.

1024

Three categories:

Does the text between the underscores
make sense in the given how-to guide?
Please respond only with one word:
Plausible, Implausible or Uncleara

Be a Successful Engineer
Being Successful in the Workplace
. . .
6. Make sure you show up at every meet-
ing. Attending all the meetings may not
always be fun. _But_ it can improve
your relationship and status with every-
one at the workplace. It shows you are
really interested at being an engineer.

aUsing “Neutral" or “Undecided" did not
yield responses in the third category, but “Un-
clear" was effective in achieving that.

1025

Scale-based:

On a scale from 1 to 5, does the text between
the underscores make sense in the given how-
to guide?
(Please respond with only a single number
between 1 and 5, where 1=complete nonsense,
5=definitely makes sense) Be a Successful

Engineer
Being Successful in the Workplace
. . .
6. Make sure you show up at every meeting.
Attending all the meetings may not always be
fun. _But_ it can improve your relationship
and status with everyone at the workplace. It
shows you are really interested at being an
engineer.

1026

E Appendix E: Connective-Relation 1027

Sense Mapping 1028
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Connective Sense(s)

after Temp.Asynchronous.Succession
also Exp.Conjunction
although Comp.Concession.Arg1-as-denier
and Exp.Conjunction
as Temp.Synchronous
as a result Cont.Cause.Result
as if Exp.Manner.Arg2-as-manner
at the same time Temp.Synchronous
because Cont.Cause.Reason
before Temp.Asynchronous.Precedence
but Comp.Concession.Arg2-as-denier
consequently Cont.Cause.Result
even though Comp.Concession.Arg1-as-denier
finally Temporal.Asynchronous.Precedence
for example/instance Exp.Instantiation.Arg2-as-instance
for that purpose Cont.Purpose.Arg1-as-goal
furthermore Exp.Conjunction
however Comp.Concession.Arg2-as-denier
if Cont.Condition.Arg2-as-cond
if not Cont.Neg-condition.Arg1-as-negCond
in addition Exp.Conjunction
in fact Exp.Level-of-detail.Arg2-as-detail
in more detail Exp.Level-of-detail.Arg2-as-detail
in other words Exp.Equivalence
in short Exp.Level-of-detail.Arg1-as-detail
instead Exp.Substitution.Arg2-as-subst
meanwhile Temp.Synchronous
moreover Exp.Conjunction
nevertheless Comp.Concession.Arg2-as-denier
nonetheless Comp.Concession.Arg2-as-denier
on the other hand Comp.Contrast
once Temp.Asynchronous.Succession
or Exp.Disjunction
other than that Exp.Exception.Arg1-as-excpt
otherwise Exp.Exception.Arg1-as-excpt
rather than Exp.Substitution.Arg1-as-subst
similarly Comp.Similarity
so Cont.Cause.Result
so that Cont.Purpose.Arg2-as-goal
specifically Exp.Level-of-detail.Arg2-as-detail
thereby Exp.Manner.Arg1-as-manner
therefore Cont.Cause.Result
then Temp.Asynchronous.Precedence
this illustrates that Exp.Instantiation.Arg1-as-instance
though Comp.Concession.Arg1-as-denier
thus Cont.Cause.Result
unless Cont.Neg-condition.Arg2-as-negCond
until Temp.Asynchronous.Precedence
when Temp.Synchronous
while Temp.Synchronous

Table 9: Connectives and the main relation senses they
signal (Exp: Expansion, Comp: Comparison, Cont:
Contingency, Temp: Temporal)
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