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Abstract

In this paper, we present TituLLMs, the first001
large pretrained Bangla LLMs, available in002
1b and 3b parameter sizes. Due to computa-003
tional constraints during both training and infer-004
ence, we focused on smaller models. To train005
TituLLMs, we collected a pretraining dataset006
of approximately ∼ 37 billion tokens. We007
extended the Llama-3.2 tokenizer to incorpo-008
rate language- and culture-specific knowledge,009
which also enables faster training and inference.010
There was a lack of benchmarking datasets to011
benchmark LLMs for Bangla. To address this012
gap, we developed five benchmarking datasets.013
We benchmarked various LLMs, including Tit-014
uLLMs, and demonstrated that TituLLMs out-015
performs its initial multilingual versions. How-016
ever, this is not always the case, highlighting017
the complexities of language adaptation. Our018
work lays the groundwork for adapting existing019
multilingual open models to other low-resource020
languages. To facilitate broader adoption and021
further research, we have made the TituLLMs022
models and benchmarking datasets publicly023
available.1024

1 Introduction025

The rapid advancements in large language models026

(LLMs) have reshaped the field of artificial intel-027

ligence, showcasing remarkable versatility across028

numerous tasks (Brown et al., 2020; Ouyang et al.,029

2022; Achiam et al., 2023; Chowdhery et al., 2023).030

These models demonstrate not only an ability to031

perform various NLP tasks but also an intriguing032

potential for self-assessment and continuous im-033

provement (Liu et al., 2023b; Fu et al., 2023; Chi-034

ang et al., 2023).035

Despite these advancements, LLM develop-036

ment—both open and closed—has predominantly037

focused on multilingual models, with a stronger em-038

phasis on high-resource languages (Achiam et al.,039
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Figure 1: Performance scores per category TituLLM-3B
and five other models in 5-shot setting.

2023; Touvron et al., 2023). While some mod- 040

els have extended coverage to medium- and low- 041

resource languages (Le Scao et al., 2023; Üstün 042

et al., 2024; Yang et al., 2024; Team, 2024), their 043

representation remains limited. Although some ini- 044

tiatives have aimed to train language-centric LLMs 045

(Sengupta et al., 2023; Team et al., 2025), these ef- 046

forts remain scarce due to the high costs associated 047

with computational resources and data collection. 048

Consequently, recent research has shifted towards 049

adapting existing LLMs for new languages (Levine 050

et al., 2024; Team et al., 2025). 051

Similarly, in the context of benchmarking LLMs, 052

most efforts have primarily focused on high- 053

resource languages (Bang et al., 2023; Ahuja et al., 054

2023), while low-resource languages, such as 055

Bangla, have received limited attention (Kabir et al., 056

2024; Zehady et al., 2024; Bhattacharjee et al., 057

2023). Zehady et al. (2024) developed LLMs for 058

Bangla using Llama, leveraging only the Bangla 059

subset of CulturaX (Nguyen et al., 2024), which 060

consists of 12.4 million diverse Bangla news ar- 061

ticles. They further fine-tuned their model on 062

172k instruction samples from subsets of the Al- 063

paca (Taori et al., 2023) and OpenOrca (Lian et al., 064

1

anonymous.com


2023) datasets, which were translated from English.065

Their models were benchmarked on 120 queries066

across nine different generation tasks.067

Addressing this gap is crucial, as linguistic and068

cultural diversity significantly impact language un-069

derstanding and generation. Therefore, in this070

study, we focus on adapting existing LLMs (e.g.,071

Llama) by expanding the model’s vocabulary and072

performing continual pretraining. This process073

required extensive data collection from diverse074

sources. Given the relatively low availability of075

digital content in Bangla, we also developed syn-076

thesized datasets to supplement our training data.077

Benchmarking LLM capabilities for Bangla re-078

mains challenging due to the lack of specialized079

datasets, particularly in areas such as world knowl-080

edge and commonsense reasoning. Although some081

efforts have been made to generate such datasets082

through translation (Lai et al., 2023), they remain083

limited in scope. To address this gap, we have084

developed several native and translated datasets.085

Compared to Zehady et al. (2024), our pretraining086

corpus is significantly larger (∼ 37b tokens) and087

is benchmarked on five different datasets cover-088

ing world knowledge and commonsense reasoning,089

with a total dataset size of 132k entries.090

• We developed and released two models, Tit-091

uLLMs, adapted from Llama 3.2, which will092

enable future research.093

• We provide a complete data collection recipe094

for pretraining LLMs including sources, ap-095

proaches to synthetic data generation.096

• We extended tokenizer to ingest language spe-097

cific knowledge.098

• We developed five datasets to benchmark099

LLMs capabilities in terms of world knowl-100

edge, commonsense reasoning, and reading101

comprehension. Such datasets will serve as a102

first step to Benchmark LLMs for Bangla.103

• We proposed a novel translation techniques104

that helps to develop high quality benchmark-105

ing dataset.106

• Using the benchmaked datasets we benchmark107

various LLMs including TituLLMs comparing108

performance across models to assess under-109

standing of Bangla language.110

Our study reveals several interesting findings:111

Vocabulary Extension: We explore the impact112

of vocabulary extensions on the base Llama To-113

kenizer by increasing the number of new tokens114

from 32K to 96K in increments of 16K. We found115

that average tokens per word (TPW) decreases as 116

the number of tokens increases up to a certain point, 117

after which it declines only minimally. Therefore, 118

when adding new tokens, we must also consider 119

the fertility rate to balance the trade-off between 120

training and inference. 121

Commonsense Capability: TituLLMs demon- 122

strates strong commonsense knowledge but has 123

limited capability in world knowledge (e.g., Bangla 124

MMLU). Further training with instruction fine- 125

tuning may enhance its performance in this area. 126

2 Pretraining Data 127

Pretraining data for Bangla is very limited com- 128

pared to very high quality data available for English 129

and other high resource languages (Penedo et al., 130

2023; Soldaini et al., 2024). Hence, we needed 131

collect pretraining dataset for training TituLLMs. 132

We have compiled a substantial Bangla raw dataset 133

from a diverse range of sources, encompassing both 134

formal and informal linguistic styles. The dataset 135

is primarily derived from three key sources: web 136

documents, books, and synthetically generated text. 137

The synthetically generated data includes translated 138

data, transliterated data, audio transcripted data, etc. 139

An outline of our data collection and preprocessing 140

pipeline is show in Figure 5. The final high-quality 141

dataset amounts to approximately 268 GB, with 22 142

GB designated as a validation set, sampled propor- 143

tionally to maintain the heterogeneity of the data. 144

In total, the corpus contains ∼ 37 billion tokens, 145

optimized for training and evaluation across vari- 146

ous Bangla language processing applications. In 147

Table 3 (in Appendix) and in Figure 3, we report 148

the distribution of tokens for different sources. 149

2.1 Web Documents 150

We curated the Common Crawl (Raffel et al., 2020) 151

dataset and followed multiple steps to extract and 152

clean the final dataset, as illustrated in Figure 5. 153

Below, we briefly discuss each step. 154

SQL Query Engine: Using Amazon Athena,2 we 155

queried the vast Common Crawl dataset to isolate 156

Bangla-specific HTML data and URLs. We applied 157

filtering based on content language, URL patterns 158

indicative of Bangla domains (e.g., .gov.bd), and 159

host information, covering data from 2017 to 2024. 160

Text Extraction: We used Trafilatura (Barbaresi, 161

2021) tool for its effectiveness in extracting struc- 162

tured, clean text from HTML. This step preserved 163

2https://aws.amazon.com/athena/
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Figure 2: Overview of the pretraining data collection and preprocessing pipeline – A workflow illustrating the steps
involved in gathering, filtering, and preparing data for LLM pretraining.

Figure 3: The pretraining dataset consists of ∼ 37b
billion tokens distributed across various sources: Web
(9.8b), Books (4b), Synthetic Data (7.06b), Sangraha
Web (5b), and Sangraha Synthetic (10.94b). Synthetic
Data includes Translated (1.47b), Romanized (3.87b),
Conversation (0.42b), and Audio Transcription (1.30b),
while Sangraha Synthetic comprises Translated (4.26b)
and Romanized (6.68b).

the structure of text patterns while minimizing ex-164

traneous noise, ensuring the retention of original165

content nuances.166

Filtering: To assess the usability and relevance of167

the extracted text, we generated 18 distinct hand-168

crafted rules specifically designed for the Bangla169

language. These rules evaluated various aspects170

of text quality, including sentence completeness,171

document structure, and content appropriateness,172

leveraging Bangla-specific tokenizers for a proper173

filtering process. The details of these rules are dis-174

cussed in Section A.2. After extraction, documents175

were assessed against predefined thresholds asso-176

ciated with each rule. Based on the threshold we 177

filtered documents that did not pass the criteria. 178

Deduplication: We applied the MinHash dedu- 179

plication algorithm (Kocetkov et al., 2022) to the 180

filtered web dataset to eliminate redundant content. 181

2.2 Books 182

We have compiled a diverse collection of open- 183

source Bangla books, primarily in PDF format, 184

spanning a broad temporal range from historical 185

to contemporary works. Below we briefly discuss 186

the steps taken to extract the text from the book 187

collection. 188

Raw Text: For digitally available texts, we di- 189

rectly extract the machine-readable content, requir- 190

ing minimal processing due to the already high 191

quality of these formats. 192

PDF Images: To digitize a vast collection of 193

non-digital and older texts from books, we utilize 194

two leading Optical Character Recognition (OCR) 195

systems: Google OCR3 and Tesseract4. We used 196

Tesseract to reduce the cost. These texts, often de- 197

rived from sources that have deteriorated over time 198

or originated in non-digital formats, pose signifi- 199

cant challenges in terms of quality and legibility. 200

To extract high-quality text, we implement care- 201

fully designed techniques comprising several steps. 202

Text extraction using Google OCR: For the ma- 203

jority of books, we utilized Google OCR to extract 204

3https://cloud.google.com/use-cases/ocr
4https://github.com/tesseract-ocr/tesseract
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text. Although the OCR accuracy was generally205

high for more recent books, the quality varied sig-206

nificantly for older books. Identifying and filtering207

out poor-quality text from a large and diverse col-208

lection proved to be a challenging task. To address209

this issue, we applied several quality-control tech-210

niques: (i) using KenLM (Heafield, 2011) to filter211

noisy text based on ranking, (ii) evaluating the av-212

erage number of words and sentences per page, and213

(iii) calculating the percentage of correct Bangla214

words. Details are discussed in Section A.3.215

Document Segmentation and Tesseract OCR:216

We performed document segmentation alongside217

OCR for a smaller portion of the collected books.218

Initially, we trained a YOLO segmentation model219

on a Bangla document segmentation dataset (Shi-220

hab et al., 2023) to identify and classify different221

components of the documents (e.g., text boxes, ta-222

bles, paragraphs, and images). We removed com-223

plex sections such as tables and images, as they224

were not relevant to the text extraction process.225

Subsequently, we applied Tesseract OCR to the re-226

maining document text and repeated the filtering227

process outlined earlier. In addition to the filtering228

steps, we introduced an additional measure: we229

calculated the number of words with more than230

80% confidence and set a threshold at the 95th231

percentile to filter out low-quality text. After ap-232

plying all these processes, 50% of the initial data233

was retained.234

2.3 Synthetic Data235

Due to the low representation of digital content236

in Bangla, we have developed a large-scale syn-237

thetic dataset for Bangla, which include transcrip-238

tion, translation and transliterated data.239

Transcribed Text: We collected conversational240

and spoken language data transcribed using the241

Bangla Automatic Speech Recognition (ASR) sys-242

tem (Nandi et al., 2023). This system enables us243

to capture various colloquial and regional linguis-244

tic variations in Bangla. We collected approxi-245

mately 56k hours of speech data from diverse on-246

line sources. All collected speech data were tran-247

scribed using the ASR system.248

Translation Data: To collect English-to-Bangla249

translated data, we trained an NLLB-based (600M-250

Distilled) model (Team et al., 2022) with the goal251

of developing a smaller, language-pair-specific (en-252

bn) model. We decided to train a translation model253

because our observations indicate that currently254

available multilingual models, such as Llama-3.1- 255

8B-Instruct, have limited capability for Bangla- 256

specific generation tasks. However, they have 257

shown superior performance in English-specific 258

generation. 259

For training the en-bn machine translation (MT) 260

model, we collected open-source translation data 261

from various platforms, including BanglaNMT 262

(Hasan et al., 2020a) and Samanantar (Ramesh 263

et al., 2022). Furthermore, we generated synthetic 264

bn-en translation pairs using Bangla news sources 265

and Wikipedia as source data, employing Llama- 266

3.1-8B-Instruct (Touvron et al., 2023) for target 267

data generation. We selected Llama for this task 268

due to its superior English-language capabilities. 269

Using this approach, we created a dataset com- 270

prising approximately 60 million translation pairs, 271

which we then used to train the NLLB model. On 272

our in-house test dataset, the BLEU score of this 273

model is 37.6. Once the model has been trained, 274

we have used it to translate a corpus of English 275

news articles 5 into Bangla. 276

Transliteration Data: The use of romanized 277

text is very common in everyday communica- 278

tion for Bangla (Fahim et al., 2024). To address 279

this, we have developed a Bangla-to-Romanized 280

Bangla dataset by training an NLLB-based (600M- 281

Distilled) model. For model training, we collected 282

transliteration pairs from the Sangraha dataset and 283

generated additional synthetic transliteration pairs 284

using the GPT-4 model (Achiam et al., 2023). We 285

then used this dataset to train the NLLB-based 286

transliteration model. The BLEU score for this 287

model is 65.1, as evaluated on an in-house test 288

dataset. We then used this model to create the 289

transliteration dataset by selecting a small subset 290

of collected Bangla Wikipedia articles. 291

Conversational Data: To enhance the model 292

with conversational capabilities, we enriched our 293

dataset by incorporating conversational data. We 294

have crawled topics (e.g., “Rabindranath Tagore’s 295

contributions to Bengali art”) from Wikipedia and 296

Banglapedia on which we generated conversations 297

between two agents. To achieve this we have devel- 298

oped an agentic system where two agents interacted 299

each other on a given topic. In Table 6, we have 300

provided examples of topic, roles and a detail of 301

the prompt. An example conversation is provide 302

5https://www.kaggle.com/datasets/
davidmckinley/all-the-news-dataset
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in Figure 5. The average number of turns per con-303

versation is 8. In total, we added approximately 1304

million conversational data to the dataset.305

2.4 Sangraha Dataset306

Additionally, we enriched our dataset by integrat-307

ing the open-source Sangraha dataset (Khan et al.,308

2024). Sangraha is the largest high-quality, cleaned309

Indic language corpus. We incorporated the Bangla310

portion of the Sangraha dataset into our training311

set.312

3 Pretraining313

3.1 Tokenizer Training314

We developed a custom tokenizer for Bangla text315

using Tiktoken6, which employs Byte Pair Encod-316

ing (BPE) (Sennrich, 2015) for tokenization. To317

train this tokenizer, we sampled 48 GB of data318

from our pretraining Bangla corpus. Additionally,319

we modified the original Tiktoken codebase to en-320

hance its efficiency and better accommodate the321

morphological complexities of Bangla. After train-322

ing multiple tokenizers on the same subset, we323

merged each newly trained tokenizer with the ex-324

isting Llama-3.2 tokenizer. This merging process325

aimed to preserve the strengths of the original to-326

kenizer while integrating domain-specific vocabu-327

lary and improving segmentation for Bangla. To328

evaluate the performance of each merged tokenizer,329

we computed the average tokens per word (TPW)330

on a separate 1 GB sample from the original corpus.331

Table 4, in Appendix, summarizes the TPW val-332

ues for both the original Llama-3.2 tokenizer and333

the newly trained tokenizers. A lower TPW gener-334

ally indicates more efficient segmentation, which335

reduces sequence lengths and may enhance down-336

stream model performance.337

We trained five tokenizers with different vocab-338

ulary sizes, as presented in Table 4. Each of these339

tokenizers was then merged with the Llama-3.2340

tokenizer to create five new tokenizers. Notably,341

the Llama-3.2 tokenizer exhibits a very high TPW342

value, which affects its performance for Bangla. In343

contrast, the newly developed tokenizers demon-344

strate significantly lower TPW values.345

The table also shows that increasing the vocab-346

ulary size of the new tokenizers generally results347

in a lower TPW count. However, the relationship348

between vocabulary size and TPW is not strictly349

6https://github.com/openai/tiktoken

linear. While TPW decreases with larger vocabu- 350

laries, the reduction becomes less significant for 351

tokenizers with very large vocabulary sizes. 352

3.2 Model Architecture 353

We have modified llama-3.2-1b and llama-3.2-3b 354

models according to the merged tokenizers. As too 355

many new tokens will increase the model’s size and 356

the training complexity, we modified the models 357

according to llama-3.2-plus-48K tokenizer. We 358

added extra embedding vectors in the embedding 359

layer and modified the lm-head according to the 360

vocabulary size. 361

3.3 Pretraining 362

After modifying the models, we pre-trained them 363

on our full dataset using LlamaFactory (Zheng 364

et al., 2024). Both models were trained with a 365

context length of 4096, with packing enabled for 366

maximum efficiency. Training for one epoch re- 367

quired 1750 H100 GPU hours. 368

4 Evaluation 369

4.1 Evaluation Setup 370

For evaluation, we utilized the lm-evaluation- 371

harness.7 We used normalized accuracy as a metric. 372

Our assessment focuses on key aspects such as 373

knowledge and reasoning. 374

4.2 Banchmarking Datasets 375

We benchmarked TituLLMs alongside other pop- 376

ular LLMs using five newly prepared evaluation 377

datasets. Below, we describe the development pro- 378

cess for each dataset. Table 1 presents the distribu- 379

tion and splits of each dataset. 380

Bangla MMLU: We curated multiple-choice ques- 381

tions from various opensource educational websites 382

and textbooks, inspired by the original MMLU 383

dataset (Hendrycks et al., 2020). The dataset 384

includes multiple-choice questions from differ- 385

ent Bangladeshi exams, such as job exams, the 386

Bangladesh Civil Service Exam, and undergraduate 387

admission exams. In Figure 7, we report category 388

wise distributions. 389

CommonsenseQA Bangla (CSQA): We translated 390

the CommonsenseQA dataset (Talmor et al., 2018) 391

into Bangla using our custom translation-based 392

approach, Expressive Semantic Translation (EST). 393

This method generates multiple translations for a 394

7https://github.com/EleutherAI/
lm-evaluation-harness
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sentence and iteratively refines them to select the395

most suitable version. More details on this ap-396

proach are discussed in Section C.397

OpenBookQA Bangla (OBQA): This dataset398

is a Bangla translation of the OpenBookQA399

dataset (Mihaylov et al., 2018), which is designed400

to test a model’s ability to apply elementary sci-401

ence knowledge to answer open-domain multiple-402

choice questions. We translated OpenBookQA into403

Bangla using our EST method.404

PIQA Bangla (PIQA): This dataset is a Bangla405

translation of the Physical Interaction: Question406

Answering (PIQA) dataset (Bisk et al., 2020),407

which evaluates a model’s understanding of every-408

day physical reasoning and common-sense interac-409

tions. PIQA consists of multiple-choice questions410

requiring knowledge about how objects interact in411

the real world, such as choosing the most practical412

way to perform a given task. For the translation,413

we used our EST method.414

BoolQ Bangla (BoolQ): This dataset is inspired by415

BoolQ (Clark et al., 2019), a reading comprehen-416

sion benchmark that evaluates a model’s ability to417

answer yes/no questions based on a given passage.418

The dataset consists of triplets in the form of (ques-419

tion, passage, answer). Passages were sourced from420

Bangla Wikipedia, Banglapedia, and news articles,421

ensuring a diverse range of topics and contexts. To422

generate high-quality questions and answers, we423

leveraged GPT-4.424

Dataset Method Train Val. Test Dev

Bangla MMLU Manual - 72,944 14750 175
BoolQ GPT-4 815 432 729 -
CommonsenseQA EST 9,741 1,221 - -
OpenBookQA EST 4,947 500 497 -
PIQA EST 15,339 1,838 - -

Table 1: Data splits and distribution of the Benchmark
dataset. Val.: Validation.

5 Results and Discussion425

We evaluate each model in 0-shot and 5-shot set-426

tings to assess their few-shot adaptability. Table 2427

presents the detailed results for all models,8 in-428

cluding the TituLLMs variants. Table 2 shows the429

accuracy of various models with less than or equal430

to 3b parameters and the GPT-davinci-002 model.431

Bangla MMLU: In the 0-shot setting, both the432

TituLLM-1b and TituLLM-3b models score 0.25,433

8GPT (OpenAI, 2023), Llama (Touvron et al., 2023),
Gemma (Team et al., 2024), Qwen (Chu et al., 2024),
SmolLM2 (Allal et al., 2025), BLOOM (Le Scao et al., 2023),
BongLLaMA (Zehady et al., 2024).

Model S BN MMLU BoolQ CSQA OBQA PIQA

davinci
0 0.30 0.53 0.22 0.30 0.52
5 - - - - -

Llama-3.2-1b
0 0.28 0.53 0.23 0.32 0.53
5 0.28 0.58 0.23 0.32 0.54

Llama-3.2-3b
0 0.33 0.53 0.26 0.32 0.57
5 0.34 0.69 0.29 0.32 0.57

Gemma-2-2b
0 0.29 0.56 0.26 0.34 0.56
5 0.32 0.60 0.28 0.33 0.56

Qwen-2.5-0.5b
0 0.30 0.53 0.21 0.31 0.54
5 0.31 0.58 0.22 0.30 0.53

Qwen-2.5-1.5b
0 0.33 0.62 0.23 0.29 0.53
5 0.35 0.68 0.23 0.30 0.52

SmolLM2-135m
0 0.23 0.53 0.22 0.31 0.52
5 0.23 0.51 0.21 0.30 0.52

SmolLM2-360m
0 0.25 0.53 0.20 0.30 0.54
5 0.24 0.52 0.21 0.29 0.53

SmolLM2-1.7b
0 0.29 0.53 0.22 0.31 0.53
5 0.30 0.55 0.21 0.30 0.53

BLOOM-560m
0 0.23 0.53 0.26 0.31 0.54
5 0.23 0.53 0.26 0.28 0.54

BLOOM-1b1
0 0.26 0.56 0.27 0.31 0.54
5 0.23 0.58 0.27 0.31 0.55

BLOOM-1b7
0 0.27 0.53 0.27 0.32 0.55
5 0.27 0.59 0.30 0.31 0.56

BLOOM-3b
0 0.26 0.53 0.27 0.33 0.58
5 0.23 0.53 0.32 0.31 0.58

BongLLaMA-3.2-1b
0 0.25 0.53 0.22 0.33 0.52
5 0.26 0.53 0.24 0.31 0.53

BongLLaMA-3.2-3b
0 0.30 0.53 0.21 0.27 0.51
5 0.33 0.54 0.20 0.29 0.50

TituLLM-1b-v2.0
0 0.25 0.53 0.26 0.32 0.58
5 0.25 0.51 0.28 0.33 0.57

TituLLM-3b-v2.0
0 0.25 0.53 0.28 0.32 0.58
5 0.25 0.54 0.33 0.35 0.60

Table 2: Benchmark results (normalized accuracy)
across models and datasets for 0-shot and 5-shot set-
tings. S: Shots, BN MMLU: Bangla MMLU, davinci:
GPT-davinci-002,

placing them in the mid-range relative to other 434

1b–3b models in the Bangla MMLU benchmark. 435

Neither model shows gains when moving to the 436

5-shot setting (both remain at 0.25), suggesting 437

that additional examples do not substantially im- 438

prove performance for this specialized knowledge 439

benchmark. It is possible that the domain-specific 440

knowledge required for MMLU-like tasks is not 441

adequately captured by our model. The primary 442

reason behind this can be the lack of extensive 443

pertaining. We have trained our model with only 444

∼ 37b tokens for one epoch. As a result, the model 445

could not capture the full knowledge base (Hoff- 446

mann et al., 2022). Another reason behind this 447

can be diversity in datasets. For example, Llama 448

and Qwen models are trained on a high volume of 449

English datasets that have helped these models to 450

have a better knowledge base. 451

BoolQ: The BoolQ dataset measures the perfor- 452

mance of the model for yes/no question-answering 453
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in Bangla. TituLLM-1b achieves 0.53 in the 0-shot454

setting but drops slightly to 0.51 in the 5-shot set-455

ting. In contrast, TituLLM-3B moves from 0.53456

(0-shot) to 0.54 (5-shot). However, Llama-3b and457

Qwen-2.5-1.5b have done much better in this task.458

As the context length for all BoolQ data was as459

large as a News document, TituLLM’s performance460

may drop for long contexts. It suggests further461

pertaining to the model should be done with long462

contexts (Chowdhery et al., 2022; Kaplan et al.,463

2020).464

CSQA, OBQA, and PIQA: Commonsense reason-465

ing tasks often challenge smaller-scale language466

models. The accuracy of the 3B variant of Tit-467

uLLM, starts at 0.28 (0-shot) and exhibits a more468

pronounced jump to 0.33 (5-shot) which is the max-469

imum among all models. TituLLM-1b has also470

shown decent performance on the CSQA dataset.471

OBQA requires both textbook knowledge and472

reasoning. Similar to CSQA, TituLLM-3b shows473

superior performance in this dataset 0.35. Both the474

dataset’s results suggest that TituLLM’s reasoning475

capability is better than other base models.476

PIQA tests physical commonsense knowledge.477

TituLLM-3b model shows better performance in478

this task too with an accuracy of 0.60. By observ-479

ing the results on the CSQA, OBQA, and PIQA480

datasets we can say that the model has captured481

Bangla Language specific reasoning well in spite482

of being trained with a smaller dataset than others483

but the results from MMLU and BoolQ shows the484

impact of limited training.485

Performance of tokenizer: The superior perfor-486

mance of our models in reasoning tasks is mainly487

an impact of our extended tokenizer. To justify this,488

we can observe the results of the BongLLaMa mod-489

els. These models are continual pretrained models490

with existing open-source Bangla text corpus. If491

only the dataset could improve the performance492

then that would be reflected in BongLLaMA mod-493

els. But we can see they are performing similarly494

to Llama models. To have an interpretation of our495

extended tokenizer’s performance we can look into496

Figure-4. The figure shows Llama tokens and Tit-497

uLLM tokens for a simple sentence in Bangla with498

two of the most common words. We can see that499

Llama tokenizer splits the text into character and500

byte levels. On the other hand, TituLLM tokenizes501

the sentence into word or subword levels. As a re-502

sult, TituLLM can deliver more meaningful tokens503

than Llama for Bangla text. This is an important504

advantage of TituLLM that not only enables Tit-505

Figure 4: Example of tokenization of Llama and Tit-
uLLM tokenizers.

uLLM to perform better with smaller datasets but 506

also ensures low latency during inference. 507

6 Related Work 508

Pretraining: Pretraining LLMs on Bangla has 509

involved the development of specialized models 510

like BongLLaMA (Zehady et al., 2024), which 511

has been adapted from Llama to better understand 512

and generate Bangla text. The pretraining phase 513

typically leverages large-scale Bangla corpora to 514

improve the model’s foundational understanding 515

of the language’s syntax and semantics. For in- 516

stance, Zehady et al. (2024) focused on devel- 517

oping a robust model by pretraining on diverse 518

Bangla data sources, significantly improving the 519

model’s performance on native text. Similar ef- 520

forts have been made in previous research, such 521

as BanglaBERT (Bhattacharjee et al., 2022) and 522

SahajBERT (Diskin et al., 2021), where models 523

underwent extensive pretraining on curated Bangla 524

datasets to better capture linguistic nuances. 525

Enhancing Tokenization: The evolution of to- 526

ken adaptation in NLP has progressed from lin- 527

guistic cues and statistical methods (Creutz and La- 528

gus, 2006; Luong et al., 2013; Zhang et al., 2023) 529

to phrase-level segmentation (Koehn et al., 2007, 530

2003). The rise of deep learning shifted the focus 531

to subword-level segmentation, enhancing the han- 532

dling of rare words (Sennrich, 2015; Kudo, 2018; 533

Kudo and Richardson, 2018). More recent efforts 534

emphasize integrating specialized vocabularies into 535

pre-trained LLMs, prioritizing tokenization quality 536

and cost-effectiveness (Ahia et al., 2023; Zhang 537

et al., 2023, 2024; Tejaswi et al., 2024). Liu et al. 538

(2023a) propose a model-agnostic approach for 539

adapting extended vocabularies to LLMs by inte- 540

grating task-specific vocabularies, prioritizing new 541

tokens, and initializing their embeddings using av- 542

eraged subword representations. Cui et al. (2023) 543

extend Llama’s existing vocabulary by incorporat- 544

ing an additional 20k Chinese tokens, enhancing 545

its ability to understand and generate Chinese text. 546

Chiappe and Lennon develop an adaptive tokeniza- 547

tion algorithm that implements a dynamic tokeniza- 548
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tion dictionary within the Llama model, updating549

tokens in real-time based on frequency and contex-550

tual relevance.551

Cross-Lingual Model Adaptation: Cross-552

lingual transfer enables models trained in one553

language to adapt to others without retraining554

from scratch. Key adaptation techniques include555

embedding initialization, transliteration, and556

vocabulary extension. Jaavid et al. (2024) used557

transliteration to convert non-Latin languages558

into Latin scripts for better knowledge transfer.559

Zhao et al. (2024) trained a model on millions560

of target-language tokens without vocabulary561

extension, achieving performance comparable to562

models trained on billions of tokens. However, tok-563

enization mismatches reduced inference efficiency.564

Studies by Csaki et al. (2023); Cui et al. (2023);565

Raffel et al. (2020); Lin et al. (2024) found that566

vocabulary extension improves performance while567

reducing computational inefficiencies. Tejaswi568

et al. (2024) further explored language-specific569

LLMs, highlighting trade-offs in adaptation for570

low-resource languages. Their findings empha-571

size that while vocabulary expansion enhances572

efficiency, selecting the right base model and573

vocabulary size is crucial.574

Benchmarking and Evaluation. Evaluating575

LLMs requires benchmarking datasets that assess576

a wide range of capabilities and tasks. For Bangla,577

most existing datasets focus on standard NLP tasks.578

The BanglaNLG benchmark dataset (Bhattacharjee579

et al., 2023) addresses this by integrating six dis-580

tinct datasets designed to evaluate various aspects581

of natural language generation (NLG) in Bangla, in-582

cluding Machine Translation, Text Summarization,583

Question Answering, Multi-turn Dialogue, News584

Headline Generation, and Cross-lingual Summa-585

rization. Beyond NLG, the Region-Specific Native-586

QA dataset (Hasan et al., 2024) was developed587

to assess the question-answering capabilities of588

leading LLMs, such as GPT-4o, GPT-4, Gemini,589

Llama-3, and Mistral. By focusing on regionally590

relevant queries, this dataset ensures that models591

are tested in real-world Bangla language contexts.592

For a broader evaluation of LLMs across multi-593

ple tasks, BenLLM (Kabir et al., 2024) provides594

the most comprehensive comparison of model per-595

formance. This study benchmarks LLMs against596

other pretrained models using datasets from diverse597

sources, offering insights into their strengths and598

limitations across various NLP tasks.599

There is a significant lack of benchmarking 600

datasets for evaluating LLMs. To address this gap, 601

our study developed five benchmarking datasets, 602

each designed to assess different capabilities, in- 603

cluding world knowledge and commonsense rea- 604

soning. 605

7 Conclusion 606

In this study, we present the first pretrained Bangla 607

LLMs, Titulm, trained on ∼ 37b tokens by adapting 608

Llama-3.2 models. We extended the tokenizer to 609

incorporate language- and culture-specific knowl- 610

edge, which also enable faster training and infer- 611

ence. Pretraining data collection remains challeng- 612

ing for languages with low digital representation. 613

To address this, we provide a comprehensive ap- 614

proach, including raw web data collection, transla- 615

tion, and synthetic data generation. Given the lack 616

of LLM-based benchmarking datasets, we devel- 617

oped five datasets comprising 137k samples, cov- 618

ering both knowledge and reasoning. The bench- 619

marking dataset includes manually curated sam- 620

ples as well as a novel translation-based (EST) ap- 621

proach. Using these datasets, we benchmarked 622

various LLMs, including Titulm, demonstrating its 623

superior performance in reasoning tasks without 624

instruction tuning. Future work includes collect- 625

ing larger pretraining datasets and fine-tuning with 626

instruction-based datasets. We have made our mod- 627

els publicly available, and to support reproducibil- 628

ity, we plan to release training recipes and bench- 629

marking datasets. 630

8 Limitations 631

There are two limitations in this work. Firstly, de- 632

spite the improvements observed in the 3b vari- 633

ant, the model’s performance on long contexts re- 634

mains suboptimal, suggesting the need for further 635

enhancement in handling extended sequences. Sec- 636

ondly, while the current models are trained solely 637

on Bangla text, their performance could benefit 638

from incorporating larger, English-centric datasets. 639

This could facilitate better knowledge leveraging 640

and potentially improve low-resource language per- 641

formance, indicating a direction for future research. 642

Since there is a lack of instruction tuning data in 643

Bangla, we do not explore the full potential of 644

instruction tuning, which could have further im- 645

proved the models’ performance on specialized 646

tasks and domain adaptation. 647
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Ethical Consideration648

We do not anticipate any ethical concerns in this649

study. All datasets used were collected from pub-650

licly available sources, ensuring compliance with651

ethical research standards. No personally identi-652

fiable information (PII) was gathered or utilized653

in the development of our models. While we do654

not foresee any potential risks arising from the out-655

comes of this study, we strongly encourage users656

of the released models to adhere to responsible AI657

usage guidelines. This includes avoiding the gen-658

eration or dissemination of harmful, misleading,659

or biased content and ensuring that the models are660

employed in ethical and socially beneficial applica-661

tions.662
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A Pretraining Data 1163

A.1 Tokens in TituLLMs 1164

Table 3 presents the token distribution used for 1165

pretraining TituLLMs, which are collected from 1166

various sources. The largest portion, amount- 1167

ing to 18.80 billion tokens, originates from a 1168

deduplicated corpus combining Common Crawl, 1169

Books, and Sangraha data. Additionally, synthetic 1170

data generated for the model contributes 7.06 bil- 1171

lion tokens, comprising translated (1.47b), roman- 1172

ized (3.87b), conversational (0.42b), and audio- 1173

transcribed (1.30b) text. The Sangraha dataset fur- 1174

ther adds 10.94 billion tokens, split between trans- 1175

lated (4.26b) and romanized (6.68b) subsets. In 1176

total, the TituLLMs pretraining corpus consists of 1177

∼ 37 billion tokens, incorporating both natural and 1178

synthetic data sources to enhance linguistic diver- 1179

sity and representation. 1180

Data # Tokens (B)
Common Crawl, Books,
and Sangraha

18.80

Synthetic
Translated 1.47
Romanized 3.87
Conversation 0.42
Audio Transcription 1.30

Sangraha
Translated 4.26
Romanized 6.68

Total 36.80

Table 3: Token distribution for TituLLMs pretraining,
including contributions from natural and synthetic data
sources.

A.2 Rules for Data Filtering 1181

For pretraining data filtering, we applied a set of 1182

carefully designed hand-crafted rules, which are 1183

outlined below. 1184

Line Ending with Terminal Punctuation: De- 1185

termines whether a line concludes with a terminal 1186

punctuation mark, including “.”, “!”, “?”, and 1187
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“””. Helps assess sentence completeness and filter1188

out incomplete or malformed content.1189

Line Word Numbers: Calculates the number of1190

words in each line after normalization. Provides1191

insights into whether text consists of single-word1192

lines, short fragments, or full-length sentences.1193

Line Start with Bullet Points: Identifies lines1194

starting with bullet points, including Unicode sym-1195

bols like \u2022, \u2023, \u25B6, and others.1196

Useful for recognizing and handling structured1197

lists.1198

Line Numerical Character Fraction: Measures1199

the proportion of numerical characters in each line.1200

Helps identify lines dominated by numbers, such1201

as statistics, mathematical expressions, or financial1202

reports.1203

Is Adult URL: Flags documents originating from1204

adult content URLs for filtering inappropriate or1205

explicit content.1206

Document Languages Identification: Uses Fast-1207

Text (Grave et al., 2018) for language identification,1208

extract language percentages, and filter documents1209

where Bangla meets the specified threshold.1210

Document Sentence Count: Counts the number1211

of sentences using BNLP Tokenizer (Sarker, 2021)1212

for Bangla and NLTK Tokenizer 9for English , and1213

it helps to assess document length and complexity.1214

Document Word Count: Computes the total num-1215

ber of words after normalization. Provides an over-1216

all measure of document length and verbosity.1217

Document Mean Word Length: Calculates the av-1218

erage length of words after normalization. Longer1219

words often indicate more sophisticated vocabu-1220

lary.1221

Document Word to Symbol Ratio: Determines1222

the ratio of symbols (“#”, “...”, “. . . ”) to1223

words. A high ratio may indicate unconventional1224

formatting or non-standard text.1225

Document Fraction End with Ellipsis: Computes1226

the fraction of lines ending with an ellipsis (“...”,1227

“. . . ”), which may suggest incomplete thoughts1228

or trailing sentences.1229

Document Unique Word Fraction: Measures the1230

fraction of unique words in a document, providing1231

insight into vocabulary diversity and repetition.1232

Document Unigram Entropy: Calculates the en-1233

tropy of the unigram distribution, measuring lexical1234

variety using the formula:1235 ∑(
− x

total
log

x

total

)
1236

9

where x represents counts of unique words in 1237

the normalized content. Higher entropy suggests 1238

greater lexical diversity. 1239

Document Stop Word Fraction: Determines the 1240

ratio of stop words (e.g., “the,” “and,” “is”) to total 1241

words. A high ratio may indicate informal text, 1242

while a low ratio may suggest technical or keyword- 1243

dense content. 1244

Fraction of Characters in Top N-Gram: Mea- 1245

sures the proportion of characters within frequently 1246

occurring word n-grams. Helps assess text repeti- 1247

tiveness and structure. 1248

Document Content Classification: Categorizes 1249

document content based on profanity, vulgarity, or 1250

toxicity to filter inappropriate material. 1251

Document Bad Words Count: Counts offensive 1252

or inappropriate words, serving as a stricter filter 1253

for explicit content. 1254

Document Bracket Ratio: Determines the ratio of 1255

all bracket types (e.g., “()”, “[]”, “{}”) to total 1256

characters. Useful for detecting technical or struc- 1257

tured text such as programming code, mathematical 1258

expressions, or legal documents. 1259

By leveraging language-specific tokenizers and 1260

tools, we ensured that the evaluation framework 1261

effectively captured the characteristics and patterns 1262

unique to Bangla text, enabling robust filtering and 1263

alignment with intended use cases. 1264

A.3 Rules for Cleaning OCR-Extracted Text 1265

Figure 5 provides an overview of the book data 1266

collection process. We applied the following rules 1267

to filter the text from the OCR-extracted text. 1268

• Use of KenLM (Heafield, 2011): KenLM 1269

is an efficient statistical language modeling 1270

toolkit commonly used for constructing n- 1271

gram language models. We trained a language 1272

model using high-quality text data, which en- 1273

abled us to calculate word and sentence scores 1274

for the OCR-extracted text. A histogram of 1275

these scores was plotted, and thresholds were 1276

set based on the distribution to identify poorly 1277

recognized sections. The threshold for filter- 1278

ing low-quality text was set at 95%, meaning 1279

that only 95% of the text was retained. 1280

• Word and Sentence Count in Documents: 1281

We calculated the average number of words 1282

and sentences per page in the collected books. 1283

A minimum threshold for these counts was 1284

established to help filter out books with low- 1285

quality text. 1286
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• Percentage of Correct Bangla Words: We1287

compiled a list of common Bangla words and1288

computed the percentage of these words in1289

each book. A threshold was determined based1290

on the overall distribution of Bangla word oc-1291

currences across the corpus.1292

Once these thresholds were established, they1293

were applied across the entire dataset, resulting1294

in the filtering of approximately 50% of the raw1295

text data.1296

B Tokenizer Details1297

Table 4 presents the Tokens per Word (TPW) val-1298

ues for different variants of the Llama-3.2 model.1299

The base Llama-3.2 model has the highest TPW at1300

7.8397, while the extended Llama-3.2-plus models,1301

with varying context lengths (32K to 96K), exhibit1302

progressively lower TPW values.1303

Model TPW
Llama-3.2 7.8397
Llama-3.2-plus-32K 2.1346
Llama-3.2-plus-48K 1.9029
Llama-3.2-plus-64K 1.7946
Llama-3.2-plus-80K 1.7370
Llama-3.2-plus-96K 1.7034

Table 4: Tokens per word (TPW) for different Llama
models.

C Expressive Semantic Translation (EST)1304

C.1 Expressive Semantic Translation1305

The EST method innovatively enhances neural ma-1306

chine translation by infusing expressiveness and1307

contextual relevance through an iterative refine-1308

ment process utilizing LLMs. The EST method1309

encompasses several pivotal steps:1310

Initial Translation: A standard translation model1311

M converts text from a source language L1 into a1312

preliminary translation t0 in the target language L2,1313

which often lacks expressiveness and contextual1314

depth.1315

Enhanced Linguistic Refinement: Employing1316

multiple LLMs, the initial translation t0 is re-1317

fined into diverse candidate translations that exhibit1318

greater naturalness and idiomatic correctness in L2.1319

Quality Diversity: This phase synthesizes the best1320

elements from the candidate translations through1321

a prompt-based evaluation method, aiming to con-1322

struct a translation that faithfully represents the1323

nuances of L2.1324

Candidate Ranking: Through model-based eval- 1325

uations, candidates are assessed for contextual ap- 1326

propriateness and linguistic coherence, with the 1327

highest-scoring translation selected as the most suit- 1328

able. 1329

Final Selection: After multiple iterations, the opti- 1330

mal translation is selected from the top candidates 1331

based on rigorous evaluations, ensuring adherence 1332

to the linguistic and contextual standards of L2. 1333

These steps ensure that the final output not only 1334

meets the literal translation requirements but also 1335

enhances the translation quality by embodying the 1336

naturalness and contextual relevance, significantly 1337

surpassing traditional methods. 1338

We evaluate EST method on a benchmarking test 1339

dataset by both well-known evaluation methods 1340

and LLM-based methods. 1341

C.2 Evaluation 1342

Data Selection: The dataset that has been uti- 1343

lized here for evaluation was taken from (Hasan 1344

et al., 2020b) where a customized sentence seg- 1345

menter was used for Bangla and two novel meth- 1346

ods, namely aligner ensembling and batch filtering, 1347

were used to develop a high-quality parallel corpus 1348

of Bangla and English with 2.75 million sentence 1349

pairings. The 1000 pairs that comprise up the test 1350

set of this data were created with extensive quality 1351

control and used in this assessment. 1352

Evaluation metrics: We employ the BLEU Score 1353

(Papineni et al., 2002), SacreBLEU Score (Post, 1354

2018), BERT Score (F1) (Zhang et al., 2020), and 1355

an LLM-Based Evaluation. 1356

LLM-based evaluation: This approach uses 1357

a large language model (GPT-4o) to assess trans- 1358

lations qualitatively. The LLM is instructed by 1359

the given prompt to assess a Bangla translation 1360

against a reference text using the following crite- 1361

ria: accuracy (measures translation accuracy and 1362

semantic richness), fluency, readability, and faith- 1363

fulness. A score between 1 and 10 is then assigned 1364

by the LLM, along with a rationale for each transla- 1365

tion. Finally, an average score is computed for each 1366

translation method. LLM-based evaluation is more 1367

flexible and human-like than token-based methods 1368

since it may assess more semantic variations and 1369

fluency. 1370

Result: Our comparison of the EST method 1371

against industry-standard models like Google 1372

Translation API and advanced systems like GPT-4o 1373

and Gemini highlights EST’s superior performance. 1374

As shown in Table 5, EST leads with remarkable 1375
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scores in BLEU (0.57), SacreBLEU (49.50), and1376

BERTScore (F1) (0.93). These metrics underscore1377

EST’s unparalleled accuracy and contextual rich-1378

ness, with a notable 20-point lead in SacreBLEU1379

over the closest competitor. These results affirm the1380

efficacy of EST’s iterative refinement in elevating1381

translation quality.1382

Translator BLEU SBLEU BS (F1) LLM Score
Google 0.33 29.00 0.91 8.96
GPT-4o 0.26 22.05 0.90 8.91
IndicTrans2 0.27 23.74 0.90 8.73
Gemini-1.5-pro 0.31 27.08 0.89 8.80
EST 0.57 49.50 0.93 8.95

Table 5: Comparison of different translation models
based on BLEU, SacreBLEU (SBLEU), BERTScore
(BS) F1, and LLM scores.

D Conversation Data Generation Prompt1383

Our methodology for generating Bangla conversa-1384

tional texts involves two specialized roles: the Ju-1385

nior Content Writer and the Senior Content Writer1386

as highlighted in Figure 6. The Junior initiates1387

dialogues based on culturally significant topics.1388

The Senior meticulously reviews these texts to en-1389

sure grammatical precision and enhance quality.1390

This structured approach enables replicable, high-1391

standard conversation generation for NLP research.1392

E Benchmarking Datasets1393

In Figure 6, we present the overall distribution of1394

the benchmarking dataset, which consists of ap-1395

proximately 132k entries.1396

The dataset is composed of multiple subsets of1397

the benchmarking set, including Bangla MMLU1398

(87,869 entries), Piqa BN (17,177 entries), Com-1399

monsenseQA BN (10,962 entries), OpenBookQA1400

BN (5,944 entries), and BoolQ BN (1,976 entries).1401

This distribution highlights the significant domi-1402

nance of the Bangla MMLU subset within the over-1403

all evaluation dataset.1404

Table 7 provides a detailed breakdown of the1405

Bangla MMLU dataset, which contains 116,5031406

questions spanning multiple educational categories.1407

These include University Admission (62,906),1408

Higher Secondary (32,512), Job Exams (12,864),1409

Medical Admission (4,779), and Engineering Ad-1410

mission (3,442). The dataset reflects a diverse1411

range of question types relevant to various levels of1412

academic and professional assessments, making it1413

Component Description Details

Input Text
Snippet

Bangla text snip-
pet provided to
initiate the con-
versation.

The text is a prompt that pro-
vides a topic for conversa-
tion, such as “Rabindranath
Tagore’s contributions to Ben-
gali art”, sourced from educa-
tional and cultural databases
like Wikipedia or Banglape-
dia. This serves as the basis
for the conversation genera-
tion task.

Junior Con-
tent Writer

Agent tasked
with generating
the initial con-
versation.

Role: Content Creator
Goal: To generate high-
quality, coherent, and en-
gaging conversational text in
Bangla.
Backstory: As an expert
in Bangla language conversa-
tion generation, your respon-
sibility includes initiating and
maintaining a dialogue that is
both interesting and relevant
to the given topic.
Capabilities: Produces ver-
bose outputs to ensure de-
tailed and extensive dialogue.
No delegation is allowed. Em-
ploys a language learning
model (LLM) without addi-
tional tools.

Senior Con-
tent Writer

Agent tasked
with reviewing
and refining the
conversation.

Role: Examiner
Goal: To edit and enhance the
quality of Bangla conversa-
tional text, ensuring it meets
high standards of grammar
and coherence.
Backstory: You review the
conversation generated by the
Junior Content Writer, focus-
ing on grammatical accuracy,
linguistic quality, and content
relevance, making necessary
revisions to uphold quality
standards.
Capabilities: Provides ver-
bose feedback and detailed
edits, uses a language model
(LLM) for text correction and
improvement, and operates in-
dependently without delega-
tion.

Table 6: Detailed roles and tasks of agents for generating
Bangla conversational text.

a comprehensive benchmark for evaluating LLMs 1414

in Bangla educational contexts. 1415
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Figure 5: Conversation example between two agents on Rabindranath Tagore’s contributions to Bangla art.

Figure 6: Distribution of an benchmarking dataset total-
ing ∼ 132k entries.

Figure 7: The Bangla MMLU dataset comprises a to-
tal of 116,503 questions distributed across various ed-
ucational categories: University Admission (62,906),
Higher Secondary (32,512), Job Exams (12,864), Med-
ical Admission (4,779), and Engineering Admission
(3,442).
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