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Abstract

Textual knowledge bases such as Wikipedia re-
quire considerable effort to keep up to date and
consistent. While automated writing assistants
could potentially ease this burden, the prob-
lem of suggesting edits grounded in external
knowledge has been under-explored. In this
paper, we introduce the novel generation task
of faithfully reflecting updated information in
text (FRUIT) where the goal is to update an
existing article given new evidence. We re-
lease the FRUIT-WIKI dataset, a collection of
over 170K distantly supervised data produced
from pairs of Wikipedia snapshots, along with
our data generation pipeline and a gold evalua-
tion set of 914 instances whose edits are guar-
anteed to be supported by the evidence. We
provide benchmark results for popular gener-
ation systems as well as EDIT5—a T5-based
approach tailored to editing we introduce that
establishes the state of the art. Our analysis
shows that developing models that can update
articles faithfully requires new capabilities for
neural generation models, and opens doors to
many new applications. Our data and code will
be available at: www.omitted. link.

1 Introduction

Information changes on a constant basis. Every day,
athletes are traded to new teams, and musicians and
actors produce new albums and TV shows. Main-
taining textual knowledge bases to keep track of
these changes requires considerable community ef-
fort. For instance, a team of 120K volunteer editors
make 120 edits to English Wikipedia every minute,
and write 600 new articles a day.! As the knowl-
edge base grows, the amount of maintenance effort
is compounded by the need to keep the knowledge
base consistent; e.g., each edit may render informa-
tion in one of the existing 6.3M+ articles obsolete.

Assistive writing technologies have the poten-
tial to substantially reduce the burden of keeping

"https://en.wikipedia.org/wiki/
Wikipedia:Statistics

text corpora up to date and consistent. However,
existing work has mainly focused on correcting
grammar (Wang et al., 2020), reducing repetitive
typing (Chen et al., 2019), and following rhetori-
cal directives (Sun et al., 2021), whereas the prob-
lem of producing edits grounded in external knowl-
edge has received little attention (Kang et al., 2019).
In contrast, numerous works have developed sys-
tems for distilling external knowledge into text
(e.g., Wikipedia article generation) by treating the
problem as multi-document summarization (Liu
et al., 2018; Shi et al., 2021) or data-to-text genera-
tion (Bao et al., 2018; Parikh et al., 2020). However,
these systems are not useful for updating existing
texts as they can only generate text from scratch.

To help endow writing assistants with grounded
editing capabilities, we introduce the novel gen-
eration task of faithfully reflecting updated infor-
mation in text (FRUIT), where the goal is to in-
corporate new information into an existing piece
of text. An illustration is provided in Figure 1.
Given an outdated Wikipedia article and collec-
tion of new information about the article’s subject,
FRUIT requires updating the existing text so that
it is consistent with the new information, as well
as adding text to reflect new salient facts, e.g., in
Figure 1, the first sentence is updated to reflect that
Tom Kristensson now drives in the Junior World
Championship, and new sentences are added to
reflect his achievements in 2019 and 2020.

FRUIT presents several unique challenges. First,
unlike many generation tasks, models cannot ob-
tain good performance by solely relying on their
parametric world knowledge. Whenever the pro-
vided evidence contradicts parametric knowledge,
the model must prefer the evidence, which recent
work has shown is difficult for pretrained language
models (Krishna et al., 2021; Longpre et al., 2021).
Second, the generated text needs to be faithful to
both the original article and the new evidence, ex-
cept when evidence invalidates information in the


www.omitted.link
https://en.wikipedia.org/wiki/Wikipedia:Statistics
https://en.wikipedia.org/wiki/Wikipedia:Statistics

Tom Kristensson

Tom Kirister Kristensson (born 30 April 1991) is a
Swedish rally driver, who drives in the ADAC Opel
Rallye Cup.

Junior World Rally Championship Results (0
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Tom Kristensson

Tom Krister Kristensson (born 30 April 1991) is a
Swedish rally driver, who drives in the Junior World
Championship. 1
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Output: Updated Article

Input: New Information

Figure 1: Illustration of the FRUIT task. An outdated original article and relevant new information are provided
as inputs, and the goal is to generate the updated article. In this example, the original article about Tom Kristensson
was written in 2020, and the new information is comprised of updated information about Tom Kristensson that has
been added to other Wikipedia articles between 2020 and 2021. Given these inputs, the goal is to produce the
updated 2021 version of article. Models need to identify the relevant supporting facts (orange and teal) to generate
faithful updates while ignoring superfluous information (grey).

existing article. Finally, this task requires models
to jointly read and analyze evidence from both tex-
tual and tabular sources and determine which is
relevant and which can be ignored, thus combin-
ing challenging aspects of both multi-document
summarization and data-to-text generation.

To facilitate research on this task, we release the
FRUIT-WIKI dataset, a collection of over 170K
distantly supervised (‘“silver”) update-evidence
pairs. This dataset is produced by comparing pairs
of English Wikipedia snapshots to identify updates
to an article between two snapshots, and associat-
ing information from the other articles that supports
these updates under a distant supervision assump-
tion. As there is no guarantee that updates in the
later Wikipedia snapshots can be supported by the
collected evidence, we also collect a “gold” evalua-
tion set of 914 human annotated update-evidence
pairs where unsupported claims have been removed
without disturbing fluency. We train and validate
our models using silver data and then evaluate the
final performance using gold data.

We establish initial benchmark results for a num-
ber of trivial and neural sequence-to-sequence base-
lines. We also introduce EDITS5, a T5-based model
specially adapted for grounded editing, which es-
tablishes state-of-the-art performance on FRUIT-
WIKI. Through an extensive set of analyses, we
identify a number of failure modes needed to be im-

proved upon in order to obtain better performance
on FRUIT-WIKI, as well as other interesting top-
ics for future work on this task. We additionally
release our data collection pipeline to allow re-
searchers to produce data from future Wikipedia
snapshots and other languages, which we show to
produce high-quality silver data. Our data and code
will be available at: www.omitted.link.

2 The FRUIT Task

2.1 Task Definition

In this section we introduce the task of faithfully
reflecting updated information in text (FRUIT).
Given an input piece of text focused on a topic
or event, along with a collection of potentially new
information about the subject of the text, the goal is
to update the input text to reflect the new informa-
tion. A concrete illustration of the task is provided
in Figure 1. The original piece of text along with
its updates are shown on the left, while the new
information is shown on the right.

Formally, we assume access to pair of texts, A
and A, pertaining to a given subject, written at
times ¢ and ¢’ (respectively). In addition, we as-
sume access to a set of new information, a.k.a.,
evidence, £ = {E1,..., Eig}, mentioning
the subject written between times ¢ and ¢'. As is
shown in Figure 1, the evidence can contain struc-
tured objects (e.g., excerpts from tables) as well as
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unstructured text. Given A* and £/~ the goal is
produce the updated text A*'.

Successful completion of this task requires a
number of complex and inter-related reasoning ca-
pabilities. For one, models must be able to identify
which evidence contradicts existing portions of the
source article, and which evidence introduces new
salient information about the subject in order to
correctly choose whether to alter the existing text
vs. add new text. For example, in Figure 1 the first
sentence is updated to reflect that Tom Kristens-
son now races in a different competition, whereas
new sentences are added describing his achieve-
ments in the years 2019 and 2020. Models must
also be able to determine whether a given piece of
evidence should be used at all, i.e., perform content
selection. For example, in Figure 1, the number of
rounds won by Kristennsen appears in the evidence
but does not correspond to any piece of updated
text. Although some evidence may not appear in
the updated article, the converse is not true, the
system should aim to generate an updated article
where all the updates are faithful to the evidence.

2.2 Evaluation

In this section we introduce important considera-
tions for evaluating FRUIT systems.

Evaluate on Updated Text There is often con-
siderable overlap between the original and up-
dated text. As we will see in Section 5 this poses
a challenge for standard evaluation metrics like
ROUGE (Lin, 2004) as systems can achieve high
scores without making any updates. In this work,
we propose to evaluate FRUIT systems using an al-
ternative metric, UpdateROUGE, that only consid-
ers updated sentences instead full texts. For exam-
ple, in Figure 1, the reference for UpdateROUGE
only consists of the first and last two sentences.

Evaluate Faithfulness Ensuring that genera-
tions faithfully reflect information in the evidence
and updated article is crucial. However measur-
ing faithfulness of generations is an active area of
research (Celikyilmaz et al., 2020) and adapting
existing metrics to the FRUIT task is non-trivial.

As a simple proxy for faithfulness, we choose
to measure the token overlap between named en-
tities appearing in the generation and the target
article/evidence, where entities are identified us-
ing the named entity recognizer used by Guu et al.
(2020). We specifically introduce the following
measurements:

1. Unsupported Entity Tokens. This metric
shows the average number of entity tokens ap-
pearing in generated updates that do not appear
in the source article or evidence. This is in-
tended to capture the overall amount of unfaith-
ful text, focusing on entities, where higher num-
bers indicate less faithfulness.

2. Entity Precision and Recall. Entity precision
measures the fraction of entity tokens appearing
in the generated updates that appear in target
entities, whereas entity recall measures the frac-
tion of entity tokens in the target that appear in
the entities in generated updates. The latter is
similar to UpdateROUGE but only evaluated on
entities, and thus, potentially less sensitive to
paraphrasing.

Parametric Knowledge Consideration FRUIT
systems should incorporate information from the
provided evidence into the update, and not infor-
mation that happened to be present during train-
ing or pretraining. In this work we attempt to ad-
dress this by evaluating models only on updates
that were made to the text after the data used to
pretrain and finetune the model was collected. As
this setup precludes evaluating models trained after
2020 on FRUIT-WIKI, we release our data collec-
tion pipeline so that researchers can produce evalu-
ation datasets from future versions of Wikipedia.

3 Dataset Collection and Analysis

As discussed in the introduction, keeping track of
new information and then updating articles to re-
flect that information requires a massive amount
of manual effort. Thus, in order to scalably col-
lect sufficient data for training and evaluating
FRUIT systems, some amount of automation is
likely required. In this section we introduce the
FRUIT-WIKI dataset and associated data collec-
tion pipeline, which allows the automatic collec-
tion of high-quality training and evaluation data for
FRUIT from pairs of Wikipedia snapshots.

3.1 Pipeline

Our data collection pipeline produces distantly an-
notated training and evaluation data from pairs of
Wikipedia snapshots. We will refer to the earlier
snapshot as the source snapshot, and the later snap-
shot as the farget snapshot.

Step 1. Collect Article Updates We compute
the diff between the introductory sections of arti-



Train . Test

Silver Gold
Years ’19-°20  °20-°21  °20-°21
Articles 114K 54K 914
Edits 407K 182K 3.0K
Subst. Edits 135K 62K 1.3K
Evidence 720K 315K 7.7K
Content Sel. 93K 42K 913

Table 1: Dataset Statistics. We use 10% of the training
data as our validation data.

cles appearing in both the source and rarget snap-
shot to identify all of the material that has been
updated (which will serve as A? and A*'). We also
compute the diff between the non-introductory sec-
tions of articles to find new mentions of the subjects
of other articles (which will serve as £7%"). These
mentions can take the form of sentences in the text,
as well as new table rows and list entries. Entities
are disambiguated using Wikipedia hyperlinks.

Step 2. Filter Stylistic Updates A large number
of edits to Wikipedia are stylistic (Daxenberger and
Gurevych, 2012), and are therefore irrelevant to our
task. In the next step of the pipeline, we attempt
to filter articles that have only been superficially
edited by keeping only those where at least one
new added entity appears in the target snapshot.

Step 3. Identify Supporting Evidence In the
last step of our pipeline, we seek to determine
which pieces of evidence in ' justify each of
the updated sentences in A", To do so, we make
the following distant supervision assumption: an
updated sentence a € AY containing an added
entity s’ is substantiated by a piece of evidence
Ee &t only if &’ is also mentioned in E. The
accuracy of the annotations produced by this as-
sumption will be measured in Section 3.3.

Our pipeline is implemented using Apache
Beam,” to allow for distributed processing. We
plan on releasing the code upon publication to en-
able other users to produce FRUIT data from future
Wikipedia snapshots, as well as languages other
than English.

3.2 FRUIT-WIKI

We run our pipeline on English Wikipedia snap-
shots from Nov. 20, 2019 to Nov. 20, 2020 to
produce the training dataset, and from Nov. 20,
2020 to June 1, 2021 to produce the evaluation

https://beam.apache.org/

UpdateROUGE Entity
1 2 L Recall
874 846 87.1 918 94.6

Prec.

Table 2: Inter-Annotator Agreement.

dataset. Detailed statistics are provided in Table 1
and analysis of the distribution of topics in the data
is provided in Appendix A. On average, there are
around 3 to 4 updates per article, and around 7
pieces of associated evidence. About 80% of up-
dates require some form of content selection, i.e.,
ignoring some evidence, when performing updates.

We find that only a third of the updates are sub-
stantiated by one or more pieces of evidence accord-
ing to our distant supervision assumption. Thus,
the remaining updates are either: a) superficial
changes to the source article, or b) additions of
new unsupported claims. The latter is a particular
issue as unsupported claims can cause the model
to learn to hallucinate during training, and should
be impossible for the model to guess during evalua-
tion. Through the usage of human annotations and
carefully selected evaluation metrics we will study
the extent to which this is an issue throughout the
rest of the paper.

3.3 Gold Evaluation Data

To address the issue of unsupported claims during
evaluation, we hired a team of 9 annotators to pro-
duce a “gold” evaluation subset of our test dataset.
We collect annotations for 914 update-evidence
pairs where each instance is corrected to ensure
that all of the updates are supported. For the re-
mainder of the paper we will refer to the distantly
supervised test dataset annotations as “silver”.

Annotation Process For each instance, annota-
tors were shown the source article, evidence, and a
marked up copy of the target article. In the marked
up article, each updated sentence was highlighted
and prefixed with reference labels to the supporting
evidence identified by our pipeline. The correc-
tion process proceeded in two steps. In the first
step, annotators were asked to highlight all of the
unsupported claims and incorrect reference labels
in the target article. In the second step, annotators
were then asked to remove the unsupported text and
minimally update the article to preserve fluency. A
completed annotation and the annotator interface
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UpdateROUGE Entity Reference
I 2 L Prec. Recall Agreement
837 812 834 904 100.0 84.5

Table 3: Gold and Silver Annotation Agreement.
Quality of Silver Annotations by using the Gold.

are shown in Figure A8. Additional details about
the annotation process are provided in Appendix C.

Agreement We measure annotator agreement us-
ing a subset of 100 instances that were annotated by
multiple annotators. Following Chen et al. (2015)
and Shi et al. (2021), we quantify agreement by
computing the evaluation metrics described in Sec-
tion 2.2. The results are provided in Table 2. We
observe high inter-annotator agreement with all
scores in the 80s and 90s.

Analysis Statistics for the gold evaluation dataset
are provided in Table 1. Overall, they closely re-
semble the statistics for the distantly supervised
data with one exception: the fraction of substanti-
ated updates has increased.

To measure the quality of our silver data, we re-
apply the approach used to measure inter-annotator
agreement to compute agreement between the gold
and silver annotations. We also measure the ref-
erence agreement, i.e., the fraction of reference
labels kept by the annotators. Results are provided
in Table 3. We find that agreement is high with
most scores in the 80s, a strong indication that
the data produced by our pipeline is high quality.
In particular, the high UpdateROUGE scores pro-
vide further evidence that only a small amount of
the updated text in the weakly supervised data is
unsupported, while the high reference agreement
indicates that our distant supervision assumption is
usually accurate.

4 Methods

In this section we introduce baseline methods to es-
tablish initial benchmark results on FRUIT-WIKI.
We consider trivial approaches that copy task in-
puts, as well as TS, a neural sequence-to-sequence
baseline which has shown strong performance on
related tasks such as summarization (Raffel et al.,
2020; Rothe et al., 2021) We additionally introduce
EDITS, a variant of T5 that produces a sequence of
edits instead of the entire updated text, and employs
additional tweaks to improve performance.

4.1 Copy Baselines

The first set of baselines we introduce are trivial
methods that merely copy the input. We consider
two variants:
* Copy Source: Generates a copy of the source
article, and
* Copy Source + Evidence: Generates a copy of
the source article concatenated with the evidence.
Our evaluation metrics only apply to unstructured
text, however the evidence may contain structured
tables. In order to convert these tables to text, we
apply a conventional linearization scheme (Lebret
et al., 2016; Wiseman et al., 2017) that separates
table entries using row and column delimiters.

42 TS5

TS5 (Raffel et al., 2020) is a pretrained sequence-to-
sequence (Sutskever et al., 2014) model based on
the transformer architecture (Vaswani et al., 2017).
Similar to the previous section we experiment with
two variants:

* TS: Only includes the source article in its input,
* TS + Evidence Inputs: Includes both the source

article and evidence in the input.

Tabular inputs are linearized using the same ap-
proach described in the previous section. Exper-
iments are performed using the JAX-based T5X
library.> Hyperparameters and additional training
details are described in Appendix D.

4.3 EDITS

Lastly, we introduce EDITS, which improves upon
the T5-based approach described in the previous
section through the usage of a compressed output
format that removes the need to write the entire up-
date from scratch and encourages content planning.
The output is modified in two ways:

First, as the majority of text in the target article
is copied from the source, we replace any copied
sentence with a single copy token identifying the
sentence, e.g., if the second sentence is copied it
is replaced by the token [2]. Similar to a copy
mechanism (See et al., 2017), this allows the model
to dedicate less capacity to repeating sequences
from the input. As the resulting output resembles
that produced by the di f £ data comparison utility,
we refer to this as a diff-formatted output.

Second, before each update we insert a sequence
of reference tokens identifying the pieces of evi-
dence that support the update, e.g., if the first and

3https://github.com/google-research/t5x



UpdateROUGE Entity Unsup. Grounded Updates 30
1 2 L Prec. Recall Tokens Additional Content 15
Copy Source 00 00 00 00 0.0 0.00 Missing Content 22
+AllEvidence 188 69 120 379 649 0.0 T >
T5-Large 311 184 244 527 449 267 Ungrounded Updates
+Evidence Input 443 294 368 622 507 234 Number/Date 21
EDITS-Small 412 273 353 624 449 171 Distorted Evidence 11
EDIT5-Base 470 321 397 622 549 2.28 Hallucination 14
EDIT5-Large 463 324 396 672 531 154
EDITS-3B 474 340 411 699 525 158 No Updates 14
(@) (b)

Table 4: (a) Model Results on Gold Evaluation Data. EDITS outperforms TS5 models in all metrics. (b) Error
Analysis for EDIT5-3B. We find that the model makes correct, grounded updates on 50% of the inspected articles.
For incorrect updates, ungrounded numbers/dates are one of the main sources of error.

(2) Tom Krister Kristensson (born

30 April 1991) is a Swedish rally
driver, who drives in the Junior World
Championship. [1] [2] (1) In the 2019
season of JWRC, Tom finished second
behind Jan Solans. (2) The next season
he went on to become the 2020 Junior
World Rally champion.

Figure 2: EDITS Output Format. Instead of generat-
ing the fully updated text, EDITS generates sequences
of edited sentences, copy tokens (e.g., [2], which
means copy the second sentence), and reference tokens
(e.g., (1), which means the following sentence should
use the first piece of evidence).

third piece of evidence in £~ support an update

then the update is prefaced by (1) (3). This ap-
proach, inspired by the use of entity chains for sum-
marization (Narayan et al., 2021), trains the model
to plan which references to use before generating
an update. These reference tokens are removed
from the output text of the model prior to comput-
ing the evaluation metrics.

An example of the EDITS output format is pro-
vided in Figure 2, and a comparison to the T5 out-
put format is provided in Appendix F. Training
details and hyperparameters match the setup de-
scribed in Section 4.2.

5 Results and Analysis

Baseline results on the gold evaluation data are pro-
vided in Table 4a, and ablation results are provided
in Appendix B. In general, we find that the copy
baselines perform worse than TS and T5 performs
worse than EDITS. Notably, the copy source base-
line rightfully scores zero on all metrics, while we
will later find that it obtains a high ROUGE score.

Although our models are trained on silver data,
they still obtain good performance on the gold eval-
uation set. This shows the high quality of our silver
data collection pipeline, and T5’s ability to gener-
ate reasonable updates based on the evidence.

For the TS5 baselines, we find that adding evi-
dence to the input results significant increase in all
metrics, demonstrating that using the evidence is
crucial to obtaining good performance.

EDITS obtains additional 3-5% absolute in-
crease in all performance metrics compared to TS5,
establishing EDITS as a strong baseline for future
systems to be compared against. The reduction of
unsupported entity tokens implies that EDITS hal-
lucinates less frequently than TS models. Results
are provided for different model sizes to illustrate
how performance scales with parameter counts.

Example Output An example EDITS output is
provided in Figure 3, and additional outputs in
Appendix G. The examples illustrate important fea-
tures of the task. In Figure 3 the goal is to update
the Wikipedia article for Holli Sullivan to reflect
her new role of Secretary of State of Indiana. In
the reference, this information is reflected in an
updated version of the first sentence as well as in a
newly added last sentence. An additional sentence
is added after the first sentence paraphrasing the
introduction of the source article, which describes
Sullivan’s previous position as a member of the
Indiana House of Representatives.

In the EDITS output for this example, informa-
tion is only added at the end of the article. While
the model correctly states that Sullivan was ap-
pointed to be Secretary of State by Governor Eric
Holcomb, as well as includes additional context



Original Article

Holli Sullivan is an American politician who serves in the Indiana House of Representatives as a member of the Republican
Party. In 2014 the district 78 seat for state Representative was vacated by Suzanne Crouch, who had been appointed state
Auditor. ...Text omitted to save space... In 2017, she co-authored House Bill 1002, which provided for a long term plan for
sustaining roads and bridges in Indiana including a phase-in shift of all gas tax to be dedicated to a dedicated infrastructure
fund. That same session she authored a bill which created a strategic plan to reduce cervical cancer.

New Information

Secretary of State of Indiana
List of Secretaries of State

# Name Took Office Left Office

62 Holli Sullivan March 16, 2021 -

Ground Truth

Secretary of State of Indiana

Introduction

The current office holder is Holli Sullivan, who was appointed by
Governor Eric Holcomb to serve out the term of former Secretary of
State Connie Lawson, who announced in February 2021 that she
planned on resigning from office.

Holli Sullivan is an American politician who is the 62nd and current secretary of state of Indiana since March 2021. As a
member of the Republican Party, she previously represented the 78th district in the Indiana House of Representatives from
2014 to 2021. ...Copied text... In 2021, Holli was named the 62nd Secretary of State of Indiana by Governor Eric Holcomb.

EDIT5

Copied text... In January 2020 Representative Sullivan was appointed by Governor Eric Holcomb to serve out the term of
former Secretary of State Connie Lawson, who announced in February 2021 that she planned on resigning from office.

Figure 3: Example Model Outputs. EDIT5 updates the original article by paraphrasing sentences from the textual
evidence, however misses relevant information in the table, and generates a hallucinated date.

surrounding Sullivan’s appointment that is para-
phrased from the evidence, there are some issues
with the output. First, because the first sentence of
the article is not updated there is conflicting infor-
mation about Sullivan’s current position. Second,
the added sentence hallucinates that Sullivan was
appointed in January 2020 when she was actually
appointed in March 2021, a fact that directly ap-
pears in the evidence.

Categorizing Errors To better understand the
types of errors made by EDITS, we review a
random sample of 100 of its predictions on the
gold evaluation data and categorize them as either:
grounded updates, meaning all generated claims
are supported, ungrounded updates, meaning at
least one unsupported claim appears in the output,
or no updates, meaning the model did not predict
any updates. For grounded updates we additionally
keep track of how many updates include additional
content not present in the ground truth update, or
are missing content that appears in the ground truth
update. For ungrounded updates we track whether
an incorrect number/date appears in the update, the
model distorted evidence, i.e., paraphrased or com-
bined claims in the evidence in a way that changed
their meaning, or hallucinated new claims.

The results of this analysis are presented in Ta-
ble 4b. We find that EDIT5 makes no mistakes on
half of the examples, however a substantial portion
of these updates had some issue with content selec-
tion. Of the incorrect updates, the most common

mistake was incorrect numbers and dates, followed
by hallucinations, and finally distorted evidence.
This suggests that improving numeracy could be a
fruitful line of study in future work on this task.

ROUGE is Problematic We provide ROUGE
scores for each of the baseline models on the gold
evaluation data in Table 5. In contrast to the pre-
vious results, we find that the simple copy source
baseline attains a strong score of 77.4 despite mak-
ing no updates. This is better than the T5 baseline
results and comparable to the EDITS results. This
illustrates the importance of evaluating on updates
rather than the whole text.

Silver Data is Useful for Evaluation The re-
sults in Section 3.3 demonstrate high agreement
between the silver and gold evaluation data which
begs the question: can silver data be used in place
of gold data for evaluation? To answer this, we
measure the Spearman rank correlation between
the gold baseline results in Table 4a and silver base-
line results (provided in Table A2 of the Appendix
to save space). Rank correlations for each of the

ROUGE
1 2 L
Copy Source  78.1 693 75.0
T5-Large 570 442 495

EDITS5-Large 78.6 69.1 72.7

Table 5: ROUGE Scores Are Insensitive to Edits.



metrics are shown in Table 6. Overall we find
high rank correlation for each of the metrics, which
suggests silver evaluation performance is a reli-
able indicator of gold performance. Thus, models
whose pretraining data overlaps FRUIT-WIKI may
be evaluated and compared on data produced by
running our pipeline on future Wikipedia snapshots
without requiring further human evaluation.

UpdateROUGE Entity Unsup.
1 2 L Prec. Rec. tokens
100.0 100.0 943 754 928 92.8

Table 6: Spearman Rank Correlation Between Gold
and Silver Performance Metrics.

Controllability The improvement we obtained
from EDITS over TS implies that more controls can
be added into the model. In this section we inves-
tigate whether additional control provided by the
users can improve the overall generations. We fol-
low Keskar et al. (2019) and Narayan et al. (2021),
and provide more detailed instruction by adding
control codes, i.e., special tokens, to the input that
instruct the model whether to add, copy, edit or
remove a sentence, as well as which evidence to
use when making an addition or edit. We use the
target text to provide oracle labels for the control
code, and see if the EDITS can take advantage
of the codes. Example inputs and predictions are
provided in Figure A7 of the Appendix.

Results on the gold evaluation data are provided
in Table 7. Including oracle control codes in the
input produces a substantial 10% absolute improve-
ment in all metrics besides unsupported tokens.
This demonstrates that increased user control has
the potential to produce updates that more closely
resemble the desired output.

6 Related Work

Early work on writing assistants largely focuses on
grammar error correction; for a survey see Wang

UpdateROUGE Entity Unsup.

1 2 L Prec. Rec. Tokens
EDITS 463 324 39.6 672 53.1 1.54
Control 57.6 42.1 50.2 70.5 645 2.42

Table 7: Controllability. Using control codes that indi-
cate which sentences to delete, add or edit, and which
evidence to use, can greatly improve generation.

et al. (2020). Neural models have expanded the
capabilities of writing assistants to solve a wider
variety of tasks including: autocompletion (Chen
et al., 2019), and following rhetorical directives
such as paraphrasing, elaborating, etc. (Sun et al.,
2021). In this work, we seek to expand these ca-
pabilities further to producing grounded updates,
which has been previously studied by Kang et al.
(2019), however only for post-modifier generation.

As our primary focus is on writing grounded up-
dates to Wikipedia articles, our work is closely re-
lated to existing works on Wikipedia article gener-
ation, which generally uses one of two approaches:
data-to-text generation (Lebret et al., 2016; Bao
et al., 2018; Parikh et al., 2020; Chen et al., 2021;
Cheng et al., 2020), or multi-document summariza-
tion (Banerjee and Mitra, 2016; Liu et al., 2018;
Shi et al., 2021). In particular, the hyperlink-based
approach for associating evidence to articles is di-
rectly inspired by these works, and our annotation
procedure for removing unsupported text directly
draws from Parikh et al. (2020).

Determining which facts contradict claims in
the existing article is a central topic of work
on fact extraction and verification (Thorne et al.,
2018). Recently, Schuster et al. (2021) introduced
the VITAMIN-C dataset of factual revisions to
Wikipedia articles and the task of factually con-
sistent generation. This work differs from FRUIT
in that it only focuses on sentences and does not
require adding new facts or content selection.

7 Conclusion

In this work we introduced FRUIT, a novel text
generation task where the goal is to update an ar-
ticle to reflect new information about its subject.
To enable research on this task, we formulated
a pipeline for extracting weakly supervised train-
ing and evaluation data from pairs of Wikipedia
snapshots, and collected data for the years 2019-
2020 and 2020-2021, as well as human annotated
gold evaluation data. We additionally provided re-
sults for several strong baselines, that demonstrate
both the feasibility of this task, as well as strong
correlation between gold and distantly supervised
data evaluation performance that establishes the
trustworthiness of future data produced using our
pipeline for evaluation. Our data, pipeline code,
and model checkpoints will be made available at
www .omitted.link upon publication.


www.omitted.link

Ethical Considerations

This paper introduces a dataset and system for up-
dating an existing piece of text to incorporate in-
formation from external evidence. Depending on
the veracity of the external evidence, systems for
solving this task could potentially be abused by bad
actors to spread misinformation.
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Appendix
A Topic Distribution

We categorize articles in our dataset using the Wiki-
media Foundation’s topic model (Asthana and Hal-
faker, 2018). The distribution of topics is displayed
in Figure A1. We find that the majority (approxi-
mately 50%) of updates deal with cultural topics
(e.g., sports, media, personal biographies), and ge-
ographic entities (e.g., countries, states) which in-
tuitively are likely to be affected by current events.
while there are few updates to STEM- and history-
related articles.

Culture - Other
Culture - Media

SL%E 1799

Culture - Sports
14.8%

8.2% Culture - Biography

STEM

History/Society - Govt.
History/Society - Other

37.4%
Geography

Figure Al: Topic Distribution.

B Ablation Study

We perform an ablation study to measure the im-
pact of the modifications made to the target output
of EDITS. The results are provided in Table Al
We observe that both the diff format and including
reference tokens have a positive impact on the eval-
uation metrics, with reference tokens having the
larger impact.

UpdateROUGE Entity Unsupp.
1 2 L Prec. Rec.  Tokens
EDIT5 463 324 396 672 531 1.54

-Diff 455 31.7 391 668 50.8 1.66
-Ref. 451 316 388 663 50.7 1.89

Table Al: EDIT5 Ablations.

C Additional Annotation Details

Annotators attended an initial 30 minute training
and were provided regular feedback from the au-
thors during the early stages of annotation. An
additional annotator was hired with the sole job
of checking the other annotator’s work and cor-
recting their mistakes. In total annotators spent

roughly 500 hours on annotation. The annotation
interface and a completed annotation are shown in
Figure AS.

D Model Training Details

Optimizer: AdaFactor (Shazeer and Stern, 2018),
Batch Size: 128, Learning Rate: 1le-3, Dropout
Rate: 0.1, Training Iterations: 30,000. Training
performed on a cluster of 16 2nd generation TPUs
for <3B param models, and 32 TPUS for 3B pa-
rameter models.

E Silver Baseline Results

UpdateROUGE Target Entity  Evid.
1 2 L P R Acc
T5-Large 26.8 159 223 563 298 233

+ Evid. 392 273 342 669 424 1.63
EDITS

Small 37.8 249 326 614 412 1.53
Base 428 287 364 605 49.2 2.32

Large 427 299 372 66.1 475 1.47
3B 438 315 386 684 486 153

Table A2:
Data.

Baseline Results on Silver Evaluation



F Input and Output Formats

(2) [0] Elizabeth Lynne Cheney (; born July 28, 1966) is an American attorney

and politician serving as the U.S. Representative for since 2017. [1] Cheney is
the House Republican Conference Chair, the third-highest position in GOP House
leadership. [2] She is the third woman elected to that position after Deborah
Pryce and Cathy McMorris Rodgers. [3] Cheney is the elder daughter of former

Vice President Dick Cheney and Lynne Cheney. [4] She held several positions in
the U.S. State Department during the George W. Bush administration. [5] She has
been politically active on behalf of the Republican Party and is a co-founder

of Keep America Safe, a nonprofit organization concerned with national security
issues. [6] She was a candidate for the 2014 election to the United States Senate
in Wyoming, challenging the three-term incumbent Mike Enzi, before withdrawing
from the race. [7] In the House of Representatives, she holds the seat that was
held by her father from 1979 to 1989. [8] She is known for her hawkish foreign
policy views. [CONTEXT] (0) Andy Biggs U.S. House of Representatives - Tenure -
2021 storming of the United States Capitol On January 12, 2021, Biggs called on
fellow GOP Representative Liz Cheney (R-WY) to resign from her leadership position
within the Republican Caucus, after she voted in favor of Donald Trump’s second
impeachment. (1) 116th United States Congress Leadership - House of Representatives
— Minority (Republican) leadership * House Minority Leader and Chair of the House
Republican Steering Committee: Kevin McCarthy x House Minority Whip: Steve Scalise
% Chair of the House Republican Conference: Liz Cheney * Vice Chair of the House
Republican Conference: Mark Walker = Secretary of the House Republican Conference:
Jason Smith * Chair of the House Republican Policy Committee: Gary Palmer x Chair
of the National Republican Congressional Committee: Tom Emmer % House Republican
Chief Deputy Whip: Drew Ferguson (2) A Call for American Renewal INTRODUCTION The
manifesto was released one day after the ousting of Representative Liz Cheney as
chair of the House Republican Conference, and was largely seen as a reaction against
the influence of Trumpism within the Republican Party. (3) List of nicknames used
by Donald Trump Domestic political figures - Table-0-11 [HEADER] [COL] Nickname
[COL] Personal name [COL] Notes [ROW] id="The Warmonger" [COL] The Warmonger [COL]
Liz Cheney [COL] U.S. representative for Wyoming’s at-large congressional district;
Chair of the House Republican Conference (4) Conscience vote Practice in various
countries - United States Similarly, when House Republican leadership decided

not to whip votes against the second impeachment of Donald Trump, Liz Cheney--the
third-highest-ranking Republican--referred to the matter as a "vote of conscience".

Figure A2: Input Format.
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(2) Elizabeth Lynne Cheney ( ; born July 28, 1966) is an American attorney and
politician who has served as the U.S. Representative for since 2017. She was

the Chair of the House Republican Conference, the third-highest position in the
House Republican leadership. She is the third woman elected to that position

after Deborah Pryce and Cathy McMorris Rodgers. She held several positions in

the U.S. State Department during the George W. Bush administration, notably as
Deputy Assistant Secretary of State for Near Eastern Affairs and Coordinator for
Broader Middle East and North Africa Initiatives. She promoted regime change in
Iran while chairing the Iran Syria Policy and Operations Group with Elliott Abrams.
In 2009 Cheney and Bill Kristol founded Keep America Safe, a nonprofit organization
concerned with national security issues that advocated the positions of the former
Bush administration. She was a candidate for the 2014 election to the U.S. Senate
in Wyoming, challenging three-term incumbent Mike Enzi, before withdrawing from the
race. In the House of Representatives, she holds the seat her father held for a
decade, representing Wyoming from 1979 to 1989. Cheney is a neoconservative. She
later supported the second impeachment of Donald Trump for his role in the 2021
storming of the U.S. Capitol.

Figure A3: TS Output Format.

(2) [O0] [11 [2]1 [3] [4]1 [5] [6] In the House of Representatives, she holds the
seat that was held by her father from 1979 to 1989. (6) She is known for her
neoconservative foreign policy views, and her affiliation with the Trump campaign.
(0) (1) (2) (3) (4) Cheney is under fire for her role in the second impeachment of
Donald Trump in January 2021.

Figure A4: EDITS Output Format.
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G More Qualitative Examples

Mike McMeeken (born 10 May 1994) is an English rugby league footballer who plays as a forward for the Castleford Tigers in
the Super League. McMeeken has also represented England at international level, playing in two games at the 2017 World
Cup. He started his career in the Super League with the London Broncos, also playing on loan in League 1 at the London
Skolars before joining the Tigers.

Castleford Tigers 2021 Catalans Dragons 2021

Transfers - Losses Transfers - Gains
Player Club Contract Date Player Club Contract Date
Mike Catalans 2 Year December Mike Castleford 3 Year June 2020
McMeeken  Dragons 2020 McMeeken  Tigers

Mike McMeeken (born 10 May 1994) is an English rugby league footballer who plays as a forward for the Catalans Dragons in
the Super League...Copied text...He joined Catalans Dragons in December 2020, ahead of the 2021 season.

Mike McMeeken (born 10 May 1994) is an English rugby league footballer who plays as a forward for the Catalans Dragons in
the Super League...Copied text...

Figure AS: Example 1.

Isidore Mankofsky (born September 22, 1931, in New York City, New York) is an American cinematographer. He shot more
than 200 educational movies for Encyclopaedia Britannica.

2021 Deaths in the United States The Parent Trap (franchise)

Isidore Mankofsky, cinematographer ("The Muppet Movie", Additional crew and production details

"Somewhere in Time", "The Jazz Singer") p C | Detail

Deaths in March 2021 fim rewbetal

11 - Isidore Mankofsky, 89, American cinematographer (“The Parent  Joel McNeely, Isidore Mankofsky, Howard Kunin & Duane
Muppet Movie", "Somewhere in Time", "The Jazz Singer") Trap ll Hartzell

Isidore Mankofsky (September 22, 1931 — March 11, 2021) was an American cinematographer, best known for his work on
films such as "The Muppet Movie" (1979) and "The Jazz Singer" (1980)...Copied text...He died at his home in Los Angeles,
California in March 2021 at the age of 89.

Isidore Mankofsky (September 22, 1931 — March 11, 2021) was an American cinematographer...Copied text..., and worked on
"The Muppet Movie", "Somewhere in Time", and "The Jazz Singer".

Figure A6: Example 2.
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[0] "Shuggie Bain" is the debut novel by Scottish-American writer Douglas Stuart, published in 2020. [EDIT] [1] It tells the
story of the youngest of the three children, Shuggie, growing up with his alcoholic mother, Agnes in the 1980s, in Thatcher-era
Glasgow, Scotland. [EDIT] [2] (0) The novel won the 2020 Booker Prize. [EDIT] [3] (1) It was also a finalist for the 2020
National Book Award for Fiction.

James Kelman National Book Critics Circle Award
Critical reception Finalists .
In his essay "The Importance of Glasgow in My Work", he compares ~ 2020 - John Leonard Prize

the presentation of working-class and Scottish characters with those ~ Kerri Arsenault, "Mill Town: Reckoning with What Remains” (St.
of the traditional "upper-class" English protagonist: In 2020, Douglas ~ Martin’s), Karla Cornejo Villavicencio, "The Undocumented Americans"

Stuart on becoming the second Scottish writer to be awarded the (One World), Raven Leilani, "Luster" (Farrar, Straus and Giroux), Megha
Booker Prize, for his novel "Shuggie Bain", said that his life was Majumdar, "A Burning" (Knopf), Douglas Stuart, "Shuggie Bain" (Grove),
changed by Kelman's win with "How Late It Was, How Late": "It is Brandon Taylor, "Real Life" (Riverhead), C Pam Zhang, "How Much of
such a bold book, the prose and stream of consciousness is really These Hills Is Gold" (Riverhead)

inventive.

...Copied text... It tells the story of the youngest of the three children, Shuggie, growing up with his alcoholic mother, Agnes, in
the 1980s, in a working-class Glasgow, Scotland. The novel was awarded the 2020 Booker Prize, making Stuart the second
Scottish winner of the prize in its history, following James Kelman. "Shuggie Bain" was also a finalist for the 2020 National
Book Award for Fiction and a finalist for the 2020 John Leonard Prize for Best First Book from the National Book Critics Circle.

Copied text... It tells the story of the youngest of three children, Shuggie, growing up with his alcoholic mother, Agnes, in
[DELETED] thatcher-era Glasgow, Scotland. The novel won the 2020 Booker Prize, and was a finalist for the 2020 National
Book Award for Fiction and the 2021 John Leonard Prize. It was also a finalist for the 2020 National Book Critics Circle Award.

Figure A7: Using Control Codes.
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