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Abstract
The dynamic nature of esports makes the situa-001
tion relatively complicated for average viewers.002
Esports broadcasting involves game expert cast-003
ers, but the caster-dependent game commentary004
is not enough to fully understand the game sit-005
uation. It will be richer by including diverse006
multimodal esports information, including au-007
diences’ talks/emotions, game audio, and game008
match event information. This paper intro-009
duces GAME-MUG, a new multimodal game010
situation understanding and audience-engaged011
commentary generation dataset and its strong012
baseline. Our dataset is collected from 2020-013
2022 LOL game live streams from YouTube014
and Twitch, and includes multimodal esports015
game information, including text, audio, and016
time-series event logs, for detecting the game017
situation. In addition, we also propose a new018
audience conversation augmented commentary019
dataset by covering the game situation and au-020
dience conversation understanding, and intro-021
ducing a robust joint multimodal dual learning022
model as a baseline. We examine the model’s023
game situation/event understanding ability and024
commentary generation capability to show the025
effectiveness of the multimodal aspects cover-026
age and the joint integration learning approach.027

1 Introduction028

The recent advent of esports has led to a trendy029

and rapidly growing industry, capturing the atten-030

tion of a large and continuously expanding global031

audience. Within a few seconds of a game event,032

numerous aspects demand attention, such as player033

action, skills demonstrations, team cooperation,034

gain and loss, and the key items contributing to the035

specific game events. This requires the audience036

to quickly digest complicated information when-037

ever something significant happens in the game.038

Unlike conventional sports broadcasting like NBA039

games (Yu et al., 2018), where the fundamental040

sport’s concepts are easily comprehensible, this041

dynamic nature of esports introduces complexity,042

making it challenging for the average audience to 043

grasp the game situation fully. Therefore, we need 044

to find a way to assist the audience in understand- 045

ing the game situation better. Esports competition 046

organisers address this issue by involving one or 047

two casters to explain the game situation during 048

live streaming. However, this heavily relies on the 049

specific casters, making it difficult for them to pro- 050

vide more diverse information, including audience 051

opinions, feelings, and detailed game match infor- 052

mation. In addition, different casters may prioritise 053

various game aspects, leaving many online esports 054

game resources unexplained. Therefore, it is es- 055

sential to explore methods for automatically gen- 056

erating game-related commentary that comprehen- 057

sively understand the game situation, incorporating 058

multiple aspects, such as audience discussion, emo- 059

tions, and domain-specific information. 060

Existing esports game commentary 061

datasets (Tanaka and Simo-Serra, 2021; Wang and 062

Yoshinaga, 2022; Zhang et al., 2022) only utilise 063

single-modal information as input to generate 064

textual commentary, disregarding the potential 065

richness of multiple aspects that can provide 066

valuable information about the game. The lack 067

of multimodal resources hinders researchers 068

interested in commentary generation for Mul- 069

tiplayer Online Battle Arena (MOBA) games 070

from determining the best approach to leverage 071

information from various sources to address the 072

game commentary task. Moreover, previous 073

works primarily focus on providing accurate 074

game-related facts (Wang and Yoshinaga, 2022; 075

Zhang et al., 2022) in the generated commentary 076

for the audience, neglecting the importance of 077

infusing human-like qualities and emotions to 078

engage the audience better. Due to the lack of 079

resources, existing game commentary generation 080

models (Tanaka and Simo-Serra, 2021; Zhang 081

et al., 2022; Wang and Yoshinaga, 2022) simply 082

employ an encoder-decoder to process raw game 083
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information and generate human-like commentary084

without fully understanding the game situations.085

We introduce GAME-MUG, a multimodal game086

situation understanding and commentary genera-087

tion dataset, and its strong baseline. Our dataset088

incorporates publicly available League of Leg-089

ends (LOL) resources with professional caster090

comments from popular live streaming platforms,091

YouTube and Twitch, with multimodal informa-092

tion, including game event logs, caster speech au-093

dio, and game-related natural language discussions094

encompassing both human casters’ commentaries095

and audience chats and emotions. Inspired by the096

joint integration of natural language understanding097

and generation tasks, we propose a strong baseline098

model that employs joint integration framework to099

comprehend game situations from multimodal in-100

formation and generate game commentary based on101

this understanding of game situations and emotions.102

To conduct the game commentary generation, we103

summarise the game situation and audience conver-104

sation via multi-modality sources. Our contribution105

can be summarised as follows:106

• Introducing a multimodal game understanding107

and commentary generation dataset to provide108

a full understanding of the game situations109

with caster comments and diverse informa-110

tion, including audience conversation, caster111

speech audio, and game event logs.112

• Proposing a joint integration framework to113

generate more human-like commentary with114

the help of game situation understanding115

• Conducting extensive experiments to show116

the effectiveness of multimodality in game117

understanding and commentary generation.118

2 Related Work119

2.1 Game-related Datasets120

Most datasets in the game domain are proposed121

for commentary generation across different games,122

such as live-streamed MOBA games (Tanaka and123

Simo-Serra, 2021; Wang and Yoshinaga, 2022;124

Zhang et al., 2022) as well as pre-recorded es-125

ports games (Ishigaki et al., 2021; Li et al., 2019;126

Shah et al., 2019) or traditional sports (Yu et al.,127

2018), while several datasets also focus on clas-128

sification tasks related to scene understanding as129

shown in Table 1. CS-lol (Xu et al., 2023) proposed130

a task of viewer comment retrieval, while MOBA- 131

LoL (Ringer et al., 2019) proposed two classifica- 132

tion tasks on their dataset. On top of predicting 133

game event types, they also provide multi-view 134

to understand the game context, by indicating the 135

streamer’s emotional state. Among all the datasets 136

proposed for game commentary generation, most 137

datasets allow only a single modality as the in- 138

put, video only, or game information only. Some 139

datasets allow multimodal input, but it was not for 140

MOBA games. So far, no previous work utilises 141

audience emotion when they build datasets to gen- 142

erate more human-like commentary for MOBA 143

games. Our dataset provides both audience emo- 144

tion and rich multimodal input, including audio, 145

audience chat, and game information. 146

2.2 Visual-Linguistic Generation 147

Most works in video captioning or commentary 148

generation for games used encoder-decoder struc- 149

ture (Yu et al., 2018; Li et al., 2019; Shah et al., 150

2019; Ishigaki et al., 2021; Tanaka and Simo-Serra, 151

2021; Zhang et al., 2022; Wang and Yoshinaga, 152

2022), and some (Tanaka and Simo-Serra, 2021; 153

Zhang et al., 2022; Wang and Yoshinaga, 2022) 154

experimented with several types of structures like 155

unified encoder-decoder, pretraining method, rule- 156

based models, and hybrid models. Some works (Li 157

et al., 2019; Wang and Yoshinaga, 2022; Zhang 158

et al., 2022; Ishigaki et al., 2021; Yu et al., 2018) 159

applied recurrent seq2seq models like LSTM/GRU 160

structures for both encoding the input and decod- 161

ing for commentary, some (Tanaka and Simo-Serra, 162

2021; Wang and Yoshinaga, 2022; Zhang et al., 163

2022) used transformer-based models for generat- 164

ing commentary. However, no model used dense 165

interaction/fusion among different input modali- 166

ties. Previous models either lack multimodal input 167

or concatenate different modality features as one 168

feature vector or via simple tensor operation. The 169

semantic gap between different modalities is ig- 170

nored. In addition, no work tried dual learning of 171

understanding game scenes and generating com- 172

mentary due to limited information provided by 173

datasets. Our method uses the audience’s chats 174

and opinions to understand the game context to 175

facilitate the automatic generation of commentary. 176

3 Game-MUG 177

We introduce a new game commentary dataset 178

using multimodal game situational information, 179

2



Dataset # Matches Modality sources Core Task

FSN (Yu et al., 2018) 50 video, transcript Game commentary generation
Getting Over It (Li et al., 2019) 8 video, audio, transcript Game commentary generation

Minecraft (Shah et al., 2019) 3 video, transcript Game commentary generation
MOBA LoL (Ringer et al., 2019) - video, audio, streamer’s image Streamer emotion prediction, game event type prediction
Car Racing (Ishigaki et al., 2021) 1,389 video, game info, transcript Game commentary generation

LoL-V2T (Tanaka and Simo-Serra, 2021) 157 video, transcript Game commentary generation
eSports Data-to-Text (Wang and Yoshinaga, 2022) - game info, transcript Game commentary generation

Dota2-Commentary (Zhang et al., 2022) 234 game info, transcript Game commentary generation
CS-lol (Xu et al., 2023) 20 transcript, chat Viewer comment retrieval

Game-MUG (ours) 216 audio, chat, game info, transcript Game commentary generation, game event type prediction

Table 1: Summary of existing game datasets

called Game-MUG. It features three modalities:180

game match event logs, audio features derived from181

signal data and textual discussions, such as caster182

comment transcript and audience chat. It comprises183

70k clips with transcripts and 3.7M audience chats184

collected from 45 LOL competition live streams.185

Each live stream has an average of 4.8 individual186

matches, leading to 216 game matches and 15k187

game events. Game matches are sourced from 3188

distinct leagues between 2020 and 2022, including189

Tencent League of Legends Pro League, League190

of Legends Champions Korea and World Champi-191

onships. These top-tier league matches in various192

regions attract many views (from 507K to 7.2M),193

which derives abundant audience chats in multiple194

languages. We collect caster commentaries and au-195

dience live chats from two different livestream plat-196

forms: Twitch, which contributes 150 matches, and197

YouTube, which contributes 66 matches. In addi-198

tion to this, we crawl game events from the League199

of Legends Competitive Statistics Website1.200

3.1 Data Collection201

Gaming Human Commentary Transcription.202

We collect human commentaries by transcribing203

the raw live stream files2. Due to the substantial204

size of live-stream videos, we use YT-DLP and205

Twitch-DL only to download their high-definition206

(44.1kHz) audio and utilise a speech recognition207

model named Whisper (Radford et al., 2022) for208

speech-to-text conversion. Whisper is a large super-209

vised model that implies the encoder-decoder ar-210

chitecture from Transformer (Vaswani et al., 2017).211

We use Whisper medium English model and set212

the compression ratio to 1.7 without previous text213

conditions for speech-to-text recognition, which214

slightly trades off the transcript accuracy but max-215

imises its robustness. Each transcribed text is216

1https://gol.gg/esports/home/
2YouTube and Twitch disable their Automatic Speech

Recognition tools on game live streams

paired with its start and end timestamps in seconds. 217

Audience Live Chats Collection. Audience 218

live chats are scrapped from the live stream plat- 219

forms. We employ a multiplatform software named 220

Chat Downloader to scrap the chat content from 221

YouTube and Twitch. Because of the multilingual 222

nature of live chats, we use Lingua to identify dif- 223

ferent languages and apply a special label called 224

“emo” for chat instances that only include emotes 225

or emojis. Live stream platforms automatically fil- 226

ters out hateful and toxic contents and we further 227

filter out the live chats without any content 3 and as- 228

sociate reminders with their respective timestamps 229

in seconds. 230

Game Events Collection. Game events are col- 231

lected from the League of Legends Competitive 232

Statistics Website by a scrapper; it first finds the 233

game-related HTML tags and extracts the contents 234

from the selected tags. It is worth noticing that 235

sometimes the contents of the tags can be empty, 236

which means a minion or a non-epic monster trig- 237

gers this event. Our scrapper automatically popu- 238

lates missing contents in the tags and links them 239

to game timestamps, constructing complete game 240

event instances. We categorise collected game 241

events into the following 6 different classes in our 242

dataset: 1) Kill: A game character is defeated; 2) 243

Non-Epic Monster: A jungle monster is elimi- 244

nated; 3) Tower: A turret/inhibitor is destroyed; 245

4) Dragon: A dragon is eliminated; 5) Plate: A 246

turret’s defensive barrier is shattered; 6) Nexus: An 247

nexus is destroyed, leading to the end of the game. 248

Audio Feature Extraction. It is known that 249

human speech tone fluctuates based on emo- 250

tions (Kienast and Sendlmeier, 2000) and audio 251

modality demonstrates a notable advantage over 252

video in capturing emotional fluctuations (Wu 253

et al., 2021). Therefore, we extract audio fea- 254

tures from the caster speech audio to enrich emo- 255

3We de-identified all chats by masking their usernames.
Details can be seen in Appendix A.
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Categories GPT-3.5 GPT-4 Tie

Kill 25.78% 51.56% 22.66%
Tower 14.20% 59.66% 26.14%

Dragon 17.71% 66.67% 15.63%

Overall 18.75% 58.75% 22.50%

Table 2: Pairwise comparison between GPT-3.5
and GPT-4 summaries, the overall agreement coeffi-
cient (Krippendorff, 2011) is 0.64 from nine human
annotators. In most cases, annotators choose GPT-4
summaries over GPT-3.5 or think they are similar.

Event # of events Avg per match Percentage

Kill 5,548 25.69 36.45%
Tower 2,889 13.38 18.98%

Dragon 1,646 7.62 10.81%
Other 5,138 23.79 33.76%

Total 15,221 70.47 100%

Table 3: Distributions of the more important game
events in our collected dataset, where the less important
ones, Non-Epic Monster, Plate and Nexus, are cate-
gorised into Other as an initial step for analysis.

tional representation within diverse domain data.256

The Geneva Minimalistic Acoustic Parameter Set257

(GeMAPS) (Eyben et al., 2016) is commonly used258

for voice research and it encompasses 18 Low-259

Level Descriptors, which covers features related to260

frequency, amplitude and spectral parameters. We261

utilise audiofile to convert raw audio files into au-262

dio waveforms, and then extract audio features with263

a sampling rate of 50Hz using openSMILE (Eyben264

et al., 2010), a tool commonly used for vocal emo-265

tion recognition (Doğdu et al., 2022).266

3.2 Data Annotation267

Game Situation Summary Annotation. Inspired268

by the success of Standford Alpaca (Taori et al.,269

2023), we make use of GPT-3.5 (Ouyang et al.,270

2022) and GPT-4 (OpenAI, 2023) to condense271

all 70,711 human commentaries into concise sum-272

maries with emotional clues from audience chats273

as detailed in Appendix Algorithm 1. To ensure the274

annotation quality, we conduct a pairwise human275

evaluation between the summaries from GPT-3.5276

and GPT-4. As shown in Table 2, GPT-4 excels277

GPT-3.5 in all three categories, indicating GPT-278

4’s summaries are better aligned with human un-279

derstanding. Therefore, we choose GPT-4’s sum-280

maries as ground truth annotations in our dataset.281

3.3 Data Processing 282

Considering each live stream can be treated as a 283

chronological sequence comprised of game events, 284

human commentaries and live chats, we match 285

them via their timestamps. As game events’ times- 286

tamps are reset after each match, we manually 287

adjust them to align with live stream seconds 288

prior to the matching process. Additionally, back- 289

ground music before the commencement of each 290

live stream is also removed manually, since there 291

is no game-related factual information to help with 292

game situation understanding. 293

4 Data Analysis 294

Our dataset includes 70,711 transcript sentences 295

with an average duration of 12.2 secs and 3,657,611 296

chat instances. 15,221 game events are collected 297

from 216 game matches. Not all events are equally 298

important for the human caster and audience; Kill, 299

Tower, and Dragon events usually attract more 300

interest than other events. Therefore, we categorise 301

all other events into Other as an initial input pro- 302

cessing step for our following analysis in Section 4 303

and experiments in Section 6.3. We present the 304

statistics of each event category in Table 3. 305

4.1 Game Keyword Analysis 306

Different from other domains, game-related data 307

contains numerous keywords that rarely appear in 308

everyday conversations. We manually extract 2,003 309

unique keywords from the caster speech transcript 310

in our dataset and clean the typos and misspells 311

while retaining essential abbreviations, such as 312

character’s skills denoted by Q, W, E, and R. As 313

shown in Figure 1, extracted keywords can be cat- 314

egorised into 5 different classes, including skill, 315

player, team, character and item. To better address 316

the importance of each keyword, we compute their 317

Term Frequency - Inverse Document Frequency 318

(TF-IDF) based on the game events with different 319

time windows, specifically 15 seconds and 30 sec- 320

onds. The transcripts encompassed within these 321

windows are treated as a singular document to com- 322

pute TF-IDF values. This allows us to identify key 323

terms closely associated with game events. De- 324

pending on the precise timing of the event, such 325

a window might encapsulate one or several tran- 326

scripts. This calculation is performed using the 327

Scikit-learn library (Pedregosa et al., 2011) with 328

normalisation. Figure 1 shows a sample visuali- 329

sation of the keywords’ characteristics when the 330

4
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Figure 1: The visualisation for keyword analysis with
top 15 words from Kill and Tower Event, where the time
window is 30s. Entities related to each event, Kill and
Tower, are remarkably different, such as skill ‘cocoon‘
for Kill and ‘apprehend‘ for Tower.

window of time equals 30 seconds. We select the331

top 15 keywords for Kill and Tower events and dif-332

ferentiate their types by distinct colours. The size333

of each keyword’s node depends on the normalised334

occurrence of the keyword, whereas the distance be-335

tween the event and keyword nodes is determined336

by the normalised TF-IDF values. From Figure 1337

we can see that Kill and Tower are more related338

to items to attack, skills that either increase the339

damage for attacking enemies or limit the ability of340

enemies moving to avoid damage or fighting back.341

This reflects the typical player’s actions in games,342

which often involve attacking opponents, indicat-343

ing that the text in our dataset effectively describes344

the game scene and offers a robust understanding of345

the situation. Moreover, we can see that team, play-346

ers, and character names are frequently mentioned347

or discussed by commentators when these cases348

happened; though the names might depend on spe-349

cific games, it demonstrates the multiple aspects350

people could focus on about the game situation.351

4.2 Audience Chat Analysis352

The audience tends to send many emotes and emo-353

jis in chat to express their sentiments. We re-354

trieve emotes and emojis based on their distinct355

formats found in publicly available sources45 and356

then count the number of emotes and emojis per357

30-second window in each match. The counts of358

emotes, emojis, and game events are plotted con-359

currently on the same timeline, shown in Figure 2.360

It is not hard to discover that the number of emotes361

correlates with the game situation, since audiences362

tend to send more emotional expressions in chats to363

4https://www.frankerfacez.com/emoticons/
5https://github.com/carpedm20/emoji/

Figure 2: The concurrent plot for audience chat analysis
with the numbers of emotes, emojis, and game events
along the same timeline. A positive correlation can be
observed between the number of audience chat emojis
and the number of game events happening within the
same time window.

share their feelings when a dramatic turning point 364

or a series of events happens. 365

5 Proposed Baseline 366

Based on Game-MUG, we proposed a joint inte- 367

gration framework that generates summaries of the 368

game commentaries based on understanding the 369

game situation through multimodal data. For game 370

situation understanding, we implemented and fine- 371

tuned a multimodal transformer encoder that en- 372

codes text and audio data. For game commentary 373

generation, we employ a pre-trained decoder and 374

encoded game information to generate new sum- 375

maries. The quality of generated summaries is eval- 376

uated by both automatic metrics and humans. We 377

partition our dataset into 206 matches for training 378

and 10 matches for testing. 379

5.1 Input Processing 380

Given an i-th event Ei happening at tei of a game, 381

we try to predict its event type via the multimodal 382

information provided in our dataset and the game 383

situation understanding module, and generate a 384

commentary summary via the game commentary 385

summarisation module. Taking m most recent 386

game events which happened before Ei as a histor- 387

ical reference, we extract the time-series event se- 388

quence as E = {Ei−m, . . . , Ei−2, Ei−1}. Assum- 389

ing that the input window size for transcript and 390

chat is w, we extract a time-series sequence consist- 391

ing of x transcript clips T = {Ts−x, . . . , Ts−1, Ts}, 392

where Ts refers to the s-th transcript clip in the cur- 393

rent game. These clips fully cover the time period 394

from (tei − w) to tei, meaning that the timestamp 395

(tei − w) falls within the time frame covered by 396

5
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Figure 3: Joint integration framework of Game Situation Understanding and Game Commentary Summarisation

Ts−x, and tei falls within the time frame covered397

by Ts. The time-series sequence of chats C is ex-398

tracted based on their specific timestamps between399

(tei − w) and tei. For the audio component, given400

the window size wa, the audio feature sequence401

is extracted as A within the time period between402

(tei − wa) and tei. This results in a vector consist-403

ing of wa ∗ 50 values that serve as the input for the404

audio transformer, given that the audio features are405

sampled at a rate of 50Hz.406

5.2 Game Situation Understanding407

The model architecture is shown on the left of Fig-408

ure 3. On the text side, the input is a combination409

of multi-field sequential time-series data from pre-410

vious event E, caster transcript T and audience411

chat C, with graphical emotional expressions in412

chats being converted into their text representa-413

tion. Since chats tend to contain many repetitions414

in phrases and emotions, we truncate the input se-415

quence up to 256 tokens. Following the approaches416

in BERT (Devlin et al., 2019), we insert a [CLS]417

token at the beginning and a [SEP] token at the418

end of the input sequence, creating the input em-419

beddings by summing the token, segment, and po-420

sition embeddings. These input embeddings are421

initially passed into a pre-trained multi-field text422

encoder. The [CLS] token output from this pre-423

trained multi-field text encoder is then forwarded424

to the text transformer encoder to project the text425

representation into a common space. On the audio426

side, the combination of audio feature A and posi-427

tion embedding are fed into an audio transformer,428

which maps the audio into the same common space429

as the text. The text and audio representations are430

then concatenated to form a single vector, which431

serves as the input for the multimodal transformer432

encoder followed by a fully connected layer to pre-433

dict the subsequent game event. We take advantage 434

of existing pre-trained models in our multi-field 435

text encoder including BERT (Devlin et al., 2019), 436

RoBERTa (Liu et al., 2019), DeBERTa (He et al., 437

2021), and XLNet (Yang et al., 2019). More details 438

can be found in Section 6.1. 439

5.3 Game Commentary Summarisation 440

After fine-tuning the game situation understand- 441

ing model, we obtain the event representations 442

from it before the fully connected layer and in- 443

corporate these representations along with tran- 444

scripts and chats into the pre-trained generative 445

model for summarisation. We calculate the mean of 446

each event representation by inference the trained 447

game situation understanding model with all the 448

matches in our dataset to get the special event em- 449

beddings. These embeddings are then added to the 450

decoder models’ vocabulary as <|kill|>, <|tower|> 451

and <|dragon|> to enhance efficiency during sum- 452

mary generation. Similar to the encoder model, 453

we truncate the chat sequence up to 256 tokens for 454

emotion extraction before combination them with 455

special event tokens and transcripts. As shown 456

in the right of Figure 3, a special [TL;DR] token 457

and GPT-4 summary are concatenated to the se- 458

quence as a reference during fine-tuning. We utilise 459

two different pre-trained decoders, including GPT- 460

2 (Radford et al., 2019) and Pythia (Biderman et al., 461

2023). More details can be found in Section 6.1. 462

6 Experiments and Results 463

6.1 Experiment Setup 464

Game Situation Understanding We test four 465

pre-trained encoder models with their large 466

settings as the baseline multi-field text en- 467

coders: BERTLARGE, RoBERTaLARGE, DeBER- 468

TaV3LARGE, and XLNetLARGE. The text and au- 469
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Chat Audio Game
Events

BERT DeBERTaV3 RoBERTa XLNet
Kill Tower Dragon All Kill Tower Dragon All Kill Tower Dragon All Kill Tower Dragon All

✘ ✘ ✘ 77.98 47.75 8.45 61.97 79.46 62.16 1.41 65.06 79.17 62.16 8.45 65.83 93.75 10.81 4.23 63.71
✔ ✘ ✘ 86.01 20.72 9.86 61.58 81.55 62.16 0.00 66.22 79.46 59.46 7.04 65.25 96.43 0.90 5.63 63.51
✘ ✔ ✘ 83.63 37.84 14.08 64.29 77.08 36.94 49.30 64.67 78.57 62.16 25.35 67.76 72.02 55.86 22.54 61.78
✘ ✘ ✔ 80.55 51.35 17.19 64.96 72.35 61.26 17.19 62.18 78.50 58.56 35.94 67.95 95.22 15.32 0.00 63.25
✔ ✔ ✘ 75.00 48.65 11.27 60.62 82.44 43.24 43.66 68.73 77.38 63.06 15.49 65.83 67.86 53.15 14.08 57.34
✔ ✘ ✔ 83.22 51.35 18.03 66.81 81.82 58.56 40.98 70.74 80.07 55.86 36.07 68.34 80.07 62.16 21.31 67.90
✘ ✔ ✔ 84.97 32.43 42.62 66.59 79.72 49.55 34.43 66.38 84.62 51.35 26.23 68.78 76.22 60.36 21.31 65.07
✔ ✔ ✔ 83.57 43.24 18.03 65.07 86.71 31.53 59.02 69.65 80.42 52.25 31.15 67.03 83.92 53.15 18.03 67.69

Table 4: The effect of Chat, Audio and previous Game Events on 2 different Game Situation Understanding Models.

dio transformer encoder and the multimodal trans-470

former encoder are all 8-head and 6-layer encoder471

structures and 1024 embedding dimension. The472

entire model is trained using AdamW (Loshchilov473

and Hutter, 2019) with 2 epochs for each instance,474

with a dropout value of 0.1 (Srivastava et al., 2014),475

a learning rate of 1e-6, and a learning rate decay476

rate of 0.95 for every 2 epochs. Game Commen-477

tary Summarisation We adopt two pre-trained de-478

coder models as the baseline commentary summari-479

sation models: 762M GPT2 with 1280 dimension480

size and 410M Pythia with 1024 embedding size.481

We apply Principal Component Analysis (Wold482

et al., 1987) to the game event embeddings when483

their dimensions are larger than the embeddings484

of pre-trained models for fine-tuning consistency.485

All models are trained using AdamW for 3 epochs,486

with a learning rate of 1e-5, and a warmup step of 5.487

Our implementations are based on PyTorch (Paszke488

et al., 2019) and HuggingFace Transformers (Wolf489

et al., 2020), with the help of Scikit-learn (Buit-490

inck et al., 2013). All experiments are run on a test491

bench with 24GB NVIDIA RTX 3090 GPU.492

6.2 Evaluation Metrics493

We evaluate the game situation understanding494

model with a multi-class accuracy metric, directly495

comparing the predicted game event with the496

ground truth for each event class. Generated sum-497

maries are evaluated with ROUGE (Lin, 2004) and498

BERTScore (Zhang et al., 2020), common auto-499

matic evaluation metrics. To have the best correla-500

tion with humans, we choose a RoBERTaLARGE501

version of BERTScore, which deploys a RoBERTa502

model to compare the similarity between the model503

generations and references. All results are reported504

for a single run of the experiments.505

6.3 Results506

Overall Performance As illustrated in Table 4,507

when all input features are utilised, DeBERTaV3508

notably outperforms the others in overall accuracy509

as well as Kill and Dragon categories by trading510

Special Event Token GPT2 Pythia

BertScore ROUGE-L BertScore ROUGE-L

✘ 76.15 18.52 74.45 13.24
✔ 76.38 17.10 75.37 15.98

Table 5: The effect of special event tokens on 2 different
Game Commentary Summarisation Models.

off the performance on Tower. Trailing behind De- 511

BERTaV3, the overall performance of RoBERTa 512

and XLNet is similar, with a margin difference of 513

less than 1%. It is worth noting that RoBERTa 514

excels in the Dragon category, while XLNet ex- 515

cels in the Kill and Tower categories. Although 516

BERT achieves an overall accuracy of 65.07%, it 517

ranks last among the four encoder variants. This is 518

likely attributable to the other models’ more robust 519

optimisation built upon BERT’s architecture. In 520

addition, all models produce better prediction ac- 521

curacy for Kill than for Tower and Dragon. This 522

trend is primarily due to the imbalanced event data 523

since the average number of Kill instances per 524

match is 25.69, which is double the average number 525

of Tower instances (11.62) and triple the average 526

number of Dragon instances (7.62). Regarding 527

the game commentary summarisation results pre- 528

sented in Table 5, we note that GPT2 consistently 529

outperforms Pythia across both evaluation metrics, 530

irrespective of special event tokens. 531

Ablation Studies To further analyse the effective- 532

ness of our data, we conduct ablation studies to 533

compare 3 different input combinations with tran- 534

scripts for the game situation understanding model: 535

1) Audio: with and without audio features as part of 536

the sequence input; 2) Chat: with and without chat 537

as part of the sequence input; 3) Game Events: 538

with and without game events as part of the se- 539

quence input. The results are presented in Table 4. 540

We observed that supplementing the model with ad- 541

ditional input data improves its capability for under- 542

standing game situations. This results in a notice- 543

able performance increase across all three models, 544

particularly for the rare Dragon event, albeit with 545
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Audio BERT DeBERTaV3

Kill Tower Dragon All Kill Tower Dragon All

5s 80.55 42.34 25.00 63.89 83.62 35.14 57.81 68.59
10s 83.62 37.84 23.44 64.53 83.28 35.14 59.38 68.59
15s 84.30 40.54 18.75 64.96 86.35 28.83 57.81 68.80

Table 6: Hyperparameter testing on the Game Situation
Understanding Models for different audio time windows
(rounded to the nearest integer in order to obtain enough
data to match the audio transformer embedding size
which should be a multiple of 8), where input transcript
and chat time windows are 30s, and the number of previ-
ous game events is 5. A larger audio time window may
lead to higher performance with a small margin.

a slight trade-off in performance for other events.546

Specifically, individually incorporating audio or547

previous game events into the transcript yields a548

greater improvement than adding chat data alone.549

Furthermore, combining two types of additional in-550

puts surpasses the performance achieved with just551

a single extra input. We also conduct experiments552

both in the presence and absence of the Special553

Event Token, defined as the intermediate embed-554

ding before the fully connected layer within the555

game situation understanding model, as illustrated556

in Figure 3. Other inputs, such as transcripts, chats,557

and GPT-4 summaries, are essential for fine-tuning558

since omitting any of these causes a significant drop559

in generation performance. The results of these ex-560

periments are shown in Table 5. We observed the561

addition of a special event token can guide model562

generation, leading to improvements in BertScore563

for both GPT2 and Pythia.564

Hyperparameter Testing The audio hyperparam-565

eter testing for the three different variations of the566

Game Situation Understanding Model is in Table 6,567

where input transcript and chat time windows are568

set to 30 seconds, and the number of previous game569

events are set to 5. We observe that the perfor-570

mance of each model is barely influenced by the571

input length of the audio features, as the difference572

is within a 1% margin. We also explore the ef-573

fectiveness of different numbers of previous game574

events and results are shown in Table 7, where575

input transcript and chat time windows are set to576

30 seconds, and the audio time window is set to577

15 seconds. Increasing the number of previous578

game events improves the models’ aggregate per-579

formance up until a specific threshold. However, it580

is observed that when this threshold is surpassed,581

there is a discernible decrement in performance.582

We hypothesise that the performance decline is due583

Game
Events

BERT DeBERTaV3
Kill Tower Dragon All Kill Tower Dragon All

3 85.39 29.73 18.84 63.32 88.64 25.23 53.62 69.26
5 84.30 40.54 18.75 64.96 86.35 28.83 57.81 68.80
7 80.58 40.91 21.67 62.95 85.25 42.73 56.67 70.98
9 79.32 50.00 12.50 63.32 71.80 64.15 0.00 60.51

Table 7: Hyperparameter testing on the Game Situation
Understanding Model for different numbers of previ-
ous game events, where input transcript and chat time
windows are 30s and the audio time window is 15s. A
large number of previous game events may include less
relevant histories and lead to a worse performance.

Category GPT2 Pythia

Event Coherence Overall Event Coherence Overall

Kill 75.31% 75.31% 66.67% 24.69% 24.69% 33.33%
Tower 60.74% 59.26% 59.26% 39.26% 40.74% 40.74%

Dragon 61.62% 66.67% 59.60% 38.38% 33.33% 40.40%

All 64.76% 65.71% 61.27% 35.24% 34.29% 38.73%

Table 8: Human evaluation comparison between GPT2
and Pythia summaries. Appendix D and Figure 4 show
the details for event inclusion, coherence and overall
quality. GPT2 gains better support from human annota-
tors across all 3 aspects compared to Pythia.

to the extended length of the previous events, which 584

have less correlation with the target event. 585

Human Evaluation Automatic metrics may not 586

correlate well with human judgments in different 587

aspects (Durmus et al., 2020), therefore we conduct 588

the human evaluation to enrich the comprehensive- 589

ness of the results. We randomly collected testing 590

samples for evaluating the summaries from GPT2 591

and Pythia and recruited nine workers, all with 592

general background knowledge of League of Leg- 593

ends for evaluation, resulting in 1,890 instances of 594

human feedback. As shown in Table 8, summari- 595

sations of GPT2 are more preferred by humans in 596

all categories which aligns with the results from 597

automatic evaluation metrics. 598

7 Conclusions 599

We introduce GAME-MUG, a multimodal dataset 600

for game situation understanding and game com- 601

mentary generation, and propose a joint integration 602

baseline model. It contains diverse game-related in- 603

formation from game event logs, caster comments, 604

audience conversations and caster speech audio. 605

The combination of multimodal data improves the 606

model’s understanding of the game situations while 607

providing the game situation information leads to 608

more human-like game commentary generation. Fi- 609

nally, we will make our dataset publicly available, 610

hoping it will lead to novel applications. 611

8



Limitations612

In this work, we only consider League of Legends613

as the representation of the MOBA game due to614

its popularity (Duan et al., 2023). This constrains615

the range of game scenarios covered by GAME-616

MUG and consequently limits the scope of poten-617

tial applications built upon it. We encourage future618

studies to incorporate a variety of MOBA games619

to further enrich the diversity of game situations.620

Furthermore, we used GPT-generated summaries621

for annotation in our dataset. We may apply other622

generative AI if new models emerge later on.623

Ethics Statement624

All the experiments strictly follow the Code of625

Ethics. In Section 6.3 human evaluation and Ap-626

pendix, we include the instructions and screenshots627

of the interface in the human evaluation and report628

the background of human judges. More detailed629

information about the recruitment process will be630

shared after the paper acceptance. We inform the631

human evaluators what the task is about and tell632

them that their responses will be used to assess the633

ability of language generation models.634
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A De-Identification of User Chats845

To ensure the anonymity and privacy of individu-846

als involved in the live chats, we implemented a847

de-identification protocol. The primary objective848

of this protocol is to mask any information that849

could potentially reveal the identity of a chat par-850

ticipant. We directly remove all original usernames851

associated with the chats, ensuring it is infeasible852

to reverse engineer the original usernames. All853

de-identified chats are stored in plain text format,854

without any identifying information. The origi-855

nal raw data are permanently deleted after the de-856

identification process. By taking these steps, we en-857

sure that our data collection and analysis processes858

align with ethical guidelines and data protection859

regulations.860

B Prompt Design861

Algorithm 1 illustrates the approach for querying862

the GPT-4 API. We set the background informa-863

tion as watching a live game streaming via a sys-864

tem prompt. Whenever a game event occurs, we865

forward the commentary and live chat content to866

the GPT-4 API through the summary prompts. We867

design several prompt parameters to guide the GPT-868

4 generation: <game streaming platform> indi-869

cates different live stream platforms, <number of870

summary words> control the number of generated871

words, and <game-related topics> adjusts the gen-872

erated summary to focus on different aspects, such873

as on player, character, event or overall situation.874

C Full Hyperparamemter Testing Results875

The complete hyperparameter results are displayed876

in Table 9. We conducted experiments using 15s877

and 30s time windows for transcripts and chats,878

and 5s, 10s, and 15s time windows for audio. Addi-879

tionally, we experimented with time-series events880

ranging from 3 to 10.881

D Human Evaluation882

We recruited nine volunteers aged between 25 and883

30, all holding at least a Bachelor’s degree, to par-884

ticipate in the human evaluation. The group was885

composed of three females and six males, each886

with a general understanding of League of Leg-887

ends. While one participant was a native English888

speaker, the other eight were proficient in English.889

For the human evaluation survey, participants were890

presented with the original transcript, the truncated891

chat, and the generated summaries from the base- 892

line models. They are then asked to rank the sum- 893

maries based on the following four criteria: 894

• Game Event Information: The quality of 895

summaries in terms of the game event-related 896

expressions. 897

• Coherence: The quality of summaries in 898

terms of fluency and logic. 899

• Overall: The overall quality of summaries re- 900

garding the above criteria and any other game- 901

related criteria. 902

The sample evaluation questions are shown in 903

Figure 4. 904
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Algorithm 1 Game Situation Summary Annotation

Require: <game streaming platform>, <number of summary words>, <game-related topics>
Ensure: Input human transcript and audience chat

procedure BACKGROUND INFORMATION

System Prompt: You are watching the League of Legends Competition live stream from <game
streaming platform> with other audiences.

end procedure

procedure GAME SITUATION SUMMARY ANNOTATION

Summary Prompt: Based on the <system prompt>, generate a one-sentence summary between
<number of summary words> from this human transcript highlighting <game-related topics>, while
incorporating the audience’s emotions from this <game streaming platform> audience chat.

end procedure

Transcript
+ Chat Audio Game

Events
BERT RoBERTa DeBERTaV3 XLNet

Kill Tower Dragon All Kill Tower Dragon All Kill Tower Dragon All Kill Tower Dragon All
15s 5s 3 90.26 16.22 1.45 60.86 85.71 29.73 0.00 60.86 73.38 29.73 0.00 53.07 77.92 27.93 0.00 55.53
15s 5s 4 85.67 36.04 5.97 62.97 80.33 58.56 7.46 65.06 79.00 58.56 7.46 64.23 82.00 30.63 1.49 58.79
15s 5s 5 86.69 33.33 12.50 63.89 80.20 62.16 4.69 65.60 82.25 53.15 23.44 67.31 92.15 22.52 0.00 63.03
15s 5s 6 84.62 31.53 19.67 63.10 79.72 59.46 14.75 66.16 83.22 50.45 21.31 67.03 83.92 56.76 0.00 66.16
15s 5s 7 85.25 30.91 16.67 62.72 83.09 51.82 25.00 67.63 83.81 48.18 30.00 67.86 85.25 55.45 0.00 66.52
15s 5s 8 82.05 36.70 17.86 62.56 78.02 55.96 23.21 65.53 83.15 42.20 35.71 66.89 86.08 62.39 0.00 69.18
15s 5s 9 80.83 33.02 17.86 60.75 79.32 55.66 26.79 66.59 83.46 38.68 39.29 66.59 87.22 53.77 1.79 67.76
15s 5s 10 81.92 33.96 15.38 61.48 78.46 57.55 25.00 66.51 83.08 43.40 46.15 68.42 87.31 55.66 7.69 69.38
15s 10s 3 86.04 30.63 4.35 61.89 69.16 57.66 7.25 57.79 71.43 61.26 4.35 59.63 65.58 33.33 13.04 50.82
15s 10s 4 87.00 36.04 7.46 64.02 84.33 33.33 31.34 65.06 77.67 61.26 11.94 64.64 74.00 33.33 10.45 55.65
15s 10s 5 84.98 37.84 12.50 63.89 79.52 55.86 28.12 66.88 81.91 49.55 17.19 65.38 83.96 42.34 7.81 63.68
15s 10s 6 81.82 34.23 21.31 62.23 79.72 56.76 24.59 66.81 81.12 44.14 40.98 66.81 79.37 54.05 1.64 62.88
15s 10s 7 83.09 30.91 13.33 60.94 80.94 46.36 35.00 66.29 84.17 45.45 35.00 68.08 84.53 55.45 3.33 66.52
15s 10s 8 81.68 36.70 16.07 62.10 78.75 52.29 28.57 65.75 84.98 43.12 39.29 68.72 86.45 58.72 10.71 69.86
15s 10s 9 82.33 31.13 19.64 61.45 79.70 57.55 23.21 66.82 81.95 40.57 48.21 67.29 86.47 50.00 7.14 67.06
15s 10s 10 80.38 35.85 15.38 61.00 82.31 58.49 17.31 68.18 82.69 42.45 44.23 67.70 86.54 57.55 3.85 68.90
15s 15s 3 82.14 36.94 2.90 60.66 70.13 65.77 2.90 59.63 80.84 54.05 11.59 64.96 59.42 60.36 8.70 52.46
15s 15s 4 84.33 44.14 8.96 64.44 75.67 63.06 5.97 62.97 80.00 54.05 23.88 66.11 63.00 53.15 14.93 53.97
15s 15s 5 83.28 39.64 10.94 63.03 74.74 69.37 6.25 64.10 85.32 36.94 34.38 66.88 73.38 66.67 4.69 62.39
15s 15s 6 81.82 38.74 13.11 62.23 81.12 54.95 26.23 67.47 84.27 49.55 34.43 69.21 76.92 66.67 3.28 64.63
15s 15s 7 83.45 30.91 15.00 61.38 80.22 50.91 28.33 66.07 86.33 37.27 36.67 67.63 82.01 56.36 1.67 64.96
15s 15s 8 79.12 38.53 14.29 60.73 77.29 61.47 26.79 66.89 87.18 43.12 41.07 70.32 83.15 62.39 3.57 67.81
15s 15s 9 81.58 33.02 8.93 60.05 77.44 58.49 19.64 65.19 81.95 41.51 42.86 66.82 85.71 52.83 3.57 66.82
15s 15s 10 80.00 37.74 17.31 61.48 81.92 56.60 21.15 67.94 86.54 38.68 44.23 69.14 84.62 53.77 11.54 67.70
30s 5s 3 80.52 34.23 20.29 61.48 81.49 48.65 44.93 68.85 82.47 32.43 71.01 69.47 85.71 54.05 10.14 67.83
30s 5s 4 81.33 43.24 23.88 64.44 79.00 51.35 40.30 67.15 86.00 44.14 40.30 69.87 84.33 51.35 17.91 67.36
30s 5s 5 80.55 42.34 25.00 63.89 81.91 50.45 37.50 68.38 83.62 35.14 57.81 68.59 82.94 50.45 23.44 67.09
30s 5s 6 83.22 43.24 26.23 65.94 80.42 55.86 36.07 68.56 83.57 31.53 57.38 67.47 84.27 47.75 21.31 67.03
30s 5s 7 81.29 41.82 25.00 64.06 80.58 57.27 30.00 68.08 83.81 40.00 56.67 69.42 84.53 48.18 25.00 67.63
30s 5s 8 79.12 46.79 14.29 62.79 81.68 56.88 33.93 69.41 83.15 41.28 57.14 69.41 84.98 50.46 17.86 67.81
30s 5s 9 78.57 46.23 14.29 62.15 77.82 51.89 32.14 65.42 68.42 36.79 0.00 51.64 86.47 46.23 19.64 67.76
30s 5s 10 78.85 52.83 9.62 63.64 81.15 55.66 30.77 68.42 71.15 71.70 0.00 62.44 85.00 46.23 21.15 67.22
30s 10s 3 81.17 35.14 23.19 62.50 81.49 48.65 47.83 69.26 83.77 35.14 56.52 68.85 83.77 55.86 15.94 67.83
30s 10s 4 82.33 40.54 25.37 64.64 77.33 49.55 43.28 66.11 85.67 30.63 50.75 67.99 82.67 52.25 17.91 66.53
30s 10s 5 83.62 37.84 23.44 64.53 81.23 50.45 35.94 67.74 83.28 35.14 59.38 68.59 83.96 53.15 17.19 67.52
30s 10s 6 81.82 45.05 22.95 65.07 79.02 54.95 32.79 67.03 83.57 38.74 59.02 69.43 85.31 52.25 16.39 68.12
30s 10s 7 80.94 39.09 25.00 63.17 82.73 48.18 31.67 67.41 83.09 39.09 56.67 68.75 83.09 49.09 20.00 66.29
30s 10s 8 79.12 51.38 14.29 63.93 81.32 53.21 35.71 68.49 83.88 42.20 55.36 69.86 84.62 51.38 19.64 68.04
30s 10s 9 78.20 43.40 12.50 60.98 80.83 50.94 32.14 67.06 69.17 74.53 0.00 61.45 87.97 45.28 21.43 68.69
30s 10s 10 80.00 49.06 11.54 63.64 80.77 56.60 30.77 68.42 74.62 69.81 0.00 64.11 86.92 48.11 23.08 69.14
30s 15s 3 85.39 29.73 18.84 63.32 81.17 48.65 36.23 67.42 88.64 25.23 53.62 69.26 79.55 54.95 24.64 66.19
30s 15s 4 83.67 37.84 23.88 64.64 79.67 46.85 32.84 65.48 86.67 33.33 52.24 69.46 83.00 47.75 20.90 66.11
30s 15s 5 84.30 40.54 18.75 64.96 82.59 49.55 32.81 67.95 86.35 28.83 57.81 68.80 82.94 53.15 23.44 67.74
30s 15s 6 83.57 43.24 18.03 65.07 80.42 52.25 31.15 67.03 86.71 31.53 59.02 69.65 83.92 53.15 18.03 67.69
30s 15s 7 80.58 40.91 21.67 62.95 83.81 52.73 31.67 69.20 85.25 42.73 56.67 70.98 82.73 50.91 20.00 66.52
30s 15s 8 79.85 49.54 10.71 63.47 79.12 55.05 30.36 66.89 86.81 39.45 53.57 70.78 83.15 51.38 25.00 67.81
30s 15s 9 79.32 50.00 12.50 63.32 80.83 51.89 35.71 67.76 71.80 64.15 0.00 60.51 86.47 48.11 21.43 68.46
30s 15s 10 79.62 51.89 11.54 64.11 80.00 56.60 32.69 68.18 69.62 69.81 5.77 61.72 83.85 50.94 25.00 68.18

Table 9: Full hyperparameter testing results.
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Figure 4: Screenshot of a human evaluation sample. Workers are shown the original commentary with truncated
audience chats on the top left. We provide the generated summarisations on the bottom left. The worker ranks these
two summarisations in terms of the inclusion of the game event, coherence and overall quality.
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